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Introduction
The first 3GPP study item scope on AI/ML framework for air-interface enhancement is descried in [1].  Three carefully selected use cases are selected with the target the formulation of a framework to apply AI. The general framework based on the study of the representative use cases will be established. 

In this paper, we focus on the open issues identified in [2].  
Discussion  
Life cycle management is an important aspect for real-time large-scale AI implementation. A high-level agreement has been identified for further study in RAN1 112bis-e.
 Agreement
· For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.
· FFS: Signaling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities
· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
· FFS: Other aspects that may constitute Functionality
· FFS: which aspects should be specified as conditions of a Feature/FG available for functionality will be discussed in each sub-use-case agenda.























· For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models:
· model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.
· FFS: Which aspects should be considered as additional conditions, and how to include them into model description information during model identification will be discussed in each sub-use-case agenda.
· FFS: Relationship between functionality and model, e.g., whether a model may be identified referring to functionality(s).
· FFS: relationship between functionality-based LCM and model-ID-based LCM
· Note: Applicability of functionality-based LCM and model-ID-based LCM is a separate discussion.



















In this section, we discuss open issues related to functionality-based LCM and model-ID based LCM.

Applicability of functionality-based LCM and model-ID-based LCM
In [3], the following proposal is drafted by FL for discussion.   

Proposed conclusion 8-6e:

“Regarding functionality-based LCM and model-ID-based LCM:
· Functionality-based LCM is the common baseline of the two LCMs in that it relies on legacy-like Features.
· Model-ID-based LCM is a unifying superset of the two LCMs in that functionality-based LCM can be considered as a special case of model-ID-based LCM that uses a single fixed/dummy model ID.
· Functionality-based LCM provides functionality-level management of AI/ML operations by NW for UE-side and two-sided models.
· Model-ID-based LCM additionally provides more granular, model-level management by NW of UE-side and two-sided models, which may provide benefits in the following scenarios:
· UE side models with model transfer
· Pairing of two-sided models
· For aligned understanding on the additional conditions (e.g., scenario/configuration/site/dataset) between UE and NW for scenario/configuration/site/dataset-specific AI/ML operations.”

For one sided model without model transfer, if the training and inferencing is at the UE side, the life cycle management can use the functionality-based approach. 
· UE capability report includes its supported AI functions. The AI model is trained and inferenced at the UE side, and the model is proprietary to the UE. Other model related information, such as number of models UE used for the same function, exact model input, structure of the model, what is the loss function etc, are all up to UE’s choice. The UE might be able to use some privacy related information to assist the model performance, such as UE location information and UE speed etc. The UE does not report detailed information of each model to the network.
· NW can activate the AI function, such as temporal DL Tx beam prediction at the UE side. UE will perform inferencing and feedback the predicted NW beam. The UE might implement multiple models for the prediction, based on UE speed and position. UE can select the proper model for inferencing without letting NW know exactly which model is selected. 
· If NW provide assistance information for UE model training, for example, for spatial domain beam prediction where NW provided beam relationship to UE during training phase, similar assisted information such as configuration ID can be sent to UE to select proper AI model for inferencing.  
· Both NW and UE can do performance monitoring. If the NW detects the inferencing results are not accurate anymore, the NW can de-active the function. If the UE detects the performance degradation, UE can switch to different models, or if no models meet the performance requirement, UE can send UL request to NW to de-activate the AI function and fall back to traditional methods. In addition, the NW can configure performance monitoring KPI thresholds to the UE to ensure the UE-side AI model can meet the NW expectation. The exact KPI and threshold are up to each use case discussion.  
· Model update is another important aspect that have been discussed. For one-sided model without model transfer, model update is based on proprietary solutions.

Model ID is proposed by the FL for one-sided model without model transfer, to align understanding on the additional conditions (e.g., scenario/configuration/site/dataset) between UE and NW for scenario/configuration/site/dataset-specific AI/ML operations). We do not see the need for introducing model ID in this case. The scenario/configuration/site/dataset specific model can be handled by the UE capability report as discussed in a later section following the legacy UE capability framework. There is no need to further complicate the design and introducing model ID in this scenario. It is not clear how the model ID is specified in this case either. 

For two-sided model, or with model transfer, model ID and model description can be used in life cycle management. It should be noted that the AI functionality is always needed as well. Therefore, model ID based LCM can be used on top of functionality-based LCM, where the UE capability is used to report the supported AI function and the pairing information for two-sided model.  

For two-sided model, model ID and model description is used for training collaboration. Type A model ID identification is used between vendors during the offline training processes. After training, the UE side model and NW side model are paired and identified by the pairing information.  

To enable model update, for two-sided model with model transfer, once the training node decides to update the model, either the encoder or decoder can be downloaded with a new version number, so model update can be supported inherently.  


Proposal 1: Functionality based LCM is the common baseline, provides functionality-level management of AI/ML operations by NW for UE-side and two-sided models.

Proposal 2: Use only functionality-based LCM procedure for one sided model without model transfer.
· Do not use model ID based LCM for one sided model without model transfer. 

Proposal 3: Use functionality-based LCM and model ID based LCM procedure for two-sided model, and one-sided model with model transfer.

Model identification and UE capability report 
In RAN1 #113, we agreed that the UE capability can be used to indicate the  supported AI/ML model IDs after the model is identified. It is FFS the applicability to model identification type A, type B1 and type B2. 
Agreement
· Once models are identified, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.
· FFS: applicability to model identification, Type A, type B1 and type B2 
· FFS: Using a procedure other than UE capability report
· Note: model identification using capability report is not precluded for type B1 and type B2
















Type A and type B1/B2 model identification are defined as: 

















Agreement
For model identification of UE-side or UE-part of two-sided models, categorize model identification types as follows, and further study relevant aspects, necessity, and specification impact (if any).
· Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signaling
· The model may be assigned with a model ID during the model identification, which may be referred/used in over-the-air signaling after model identification. 
· FFS: Spec impact to other WGs
· Type B: Model is identified via over-the-air signaling, 
· Type B1: 
· Model identification initiated by the UE, and NW assists the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Type B2: 
· Model identification initiated by the NW, and UE responds (if applicable) for the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Note: The support and applicability of each model identification Type is a separate discussion. This study does not imply that model identification is necessary.





























 

For CSI compressing the following agreements were made in  RAN1 #110
	Agreement
In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, respectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW
· Other collaboration types are not excluded. 




Type A model identification is defined as an offline approach. A typical use case of type A model identification is for two-sided model without model transfer. For two-sided model, with both training collaboration type 2 and type 3, once the models are offline trained, the model is identified and paired together for inferencing. 

After the model is deployed, the model can be upgraded such as when new training data is available. For type 2 training collaboration, the training procedure needs to happen between servers among different training entities. For training type 3, a new data set needs to be delivered to each entity. Therefore, it is also an offline training approach even for model update. After offline training, the updated model is identified. Depending on model ID design, it can be a newer version number assigned to previous model ID, or a new model ID for the updated version.  

Type B model identification uses over the air signaling. A typical use case is model transfer. When a new model is trained, over the air signaling can be used to indicate an update is available for over the air model transfer. Type B1 is for UE to NW model transfer, where a typical example is training collaboration type 1 with UE side training. Type B2 is for NW to UE model transfer, where a typical example is training collaboration type 1 with NW side training. 

For type B2, the NW can include the new model ID as part of the CSI report configuration configuring AI based CSI feedback. If the UE does not have the corresponding model, the UE can send a UL request for model transfer. 

For type B1, the UE can include the new model ID as part of UE capability report. If the NW does not have the corresponding model in storage, the NW can enable the model transfer procedure from UE to NW.  

In case of functionality-based LCM, model identification is not needed.  

Proposal 4: Type A model identification is used for two-sided model without model transfer. 

Proposal 5: Type B1 model identification is used for UE to NW model transfer and model update. Use UE capability report as a starting point for type B1 model identification procedure. 

Proposal 6: Type B2 model identification is used for NW to UE model transfer and model update. NW can use RRC configuration as a starting point for type B2 model identification procedure.  
 
Model delivery and transfer 
In RAN1 #113 discussion, the model delivery for case y, case z1 to z5 are discussed. FL summary captured the model delivery types as: 

	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top
	Outside 3gpp Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format
	3GPP Network
	NW-side

	z3
	model transfer in open format
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE
	3GPP Network
	NW-side


 


[image: A diagram of a model delivery

Description automatically generated]


In FL proposal 7-21b, it was proposed using level y as baseline and calibrate level z1-z5 as below. Here we share our view in similar format. 

	
	Benefits
	Challenges / requirements
	Potential specification impact 

	y
	-
	-
	-

	Z1
	
	
	S0

	Z2
	
	C1, 
	S0

	Z3
	
	C1, 
	S0, S1

	Z4
	B1, B3
	C1, C2, C3, 
	S0, S1

	Z5
	B1, B2, B3
	C1, C2, C3, C4, C5
	S0, S1, S2



Benefits:
· B1: Shorter model parameter update timescale without requiring offline quantization, compiling, and testing
· B2: Flexibility for model structure update without offline co-engineering for two-sided models
· B3: Flexibility for model parameter update without offline co-engineering for two-sided models
Challenges and requirements:
· C1: Preservation of proprietary design
· Note: This may not be a concern if the model is widely known and does not involve any device-specific design decisions (such as number of layers, activation size, quantization, etc.) whose choice will constitute a design secret.
· C2: UE capability for accepting new parameters on an existing model structure, such as compiling (if needed), quantization, updating and running the model
· C3: Lack of performance guarantee and testability of an updated model prior to deployment, compared to the baseline scenario of going through offline quantization, compiling, and testing of the updated model with the rest of the modem implementation.
· Note: Performance can be monitored after the model is deployed.
· C4: Device specific optimization of the model structure
· C5: Device capability of running an unknown model structure

Potential specification impact:
· S0: Specification related to model transfer
· S1: 3GPP endorse a few model formats for open-format model transfer
· S2: Flexible UE capability mechanism beyond model ID-based approach


It is observed that z1, z2 and z3 has no benefit over level y collaboration, instead pose new challenges and additional specification impacts. Therefore, we propose to focus on z4 and z5 for future study. 

Proposal 7: Prioritize model transfer z4 and z5 for future discussion. No benefit was observed for model transfer z1, z2 and z3 comparing to level y baseline.  

Dynamic function/model applicability 
For functionality-based LCM and model-ID based LCM, whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations need further discussion. 

For scenarios/sites specific model, the UE side might train the models based on privacy related information such as location. For configuration specific model, such as the assisted information in data collection which helps categorizing the dataset for training, the UE might train one model per category of dataset, or one model for multiple datasets. Using the capability inquiry and response procedure to indicate the AI model capability for that information can be high overhead, and sometimes impossible due to privacy and proprietary implementation information.

In R16, there were additional UE capability reports introduced for “needForGap”. The basic flow is shown in Fig 1. With different UE RF implementation, in some CA band combination, the UE can perform inter frequency measurement without measurement Gap, whereas in some other CA combination, gap is needed. In this scenario, sending the gap requirement using a static UE capability report may incur large overhead and  therefore the “dynamic” needForGap capability is introduced. The basic operation included: 

· The use of dynamic needForGap is configured by RRC
· The UE reports the needForGap information based on resultant band combination configuration
· The UE includes the needForGap signaling in RRCResumeComplete and RRCReconfigurationComplete message
 

[image: ]
Fig. 1. needForGap capability report in R16 


For “dynamic” AI capability for scenario specific, site specific and configuration/dataset specific model, the R16 needForGap framework can be used as a starting point. An example high-level flowchart is shown in Fig. 2. 
· For scenario and site-specific model, the UE can determine whether the model is supported based on UE’s current location such as indoor/UMi/UMa, or site information based on location. UE can report UE capability whether scenario/site-specific model is supported. 
· For configuration-specific, or dataset specific model, the NW can include the assistance information used in data collection in the configuration RRC message, and UE can determine whether there is a corresponding AI model trained for this configuration/dataset. 
· If UE does NOT support the scenario/site/configuration/dataset specific model, NW should not further configure the AI function or AI model for inferencing. 
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Fig. 2. Example of AI model capability report to support scenario/site/configuration/dataset specific

On top of the UE capability of whether to support AI function or AI model, additional condition might arise in which the UE may want to temporarily disable the AI model inferencing. It was agreed to further study:

Agreement
Study how to handle the impact of UE’s internal conditions such as memory, battery, and other hardware limitations on functionality/model operations and AI/ML-enabled Feature.
Note: it does not preclude any existing solutions.








UE assistance information provides a flexible framework for the UE to indicate the preference to have AI function/AI model de-activated. 

Proposal 8: Enhance UE capability report framework to support scenario-specific, site-specific, configuration-specific and/or dataset-specific AI model/function for functionality-based LCM and model ID based LCM.  

Proposal 9: Use UAI framework as a starting point to handle the impact of UE’s internal conditions such as memory, battery and potential other limitations.  


Conclusion
In the paper, we discuss the general framework aspect of AI based air interface enhancement. The proposals are: 
Proposal 1: Functionality based LCM is the common baseline, provides functionality-level management of AI/ML operations by NW for UE-side and two-sided models.

Proposal 2: Use only functionality-based LCM procedure for one sided model without model transfer.
· Do not use model ID based LCM for one sided model without model transfer. 

Proposal 3: Use functionality-based LCM and model ID based LCM procedure for two-sided model, and one-sided model with model transfer.

Proposal 4: Type A model identification is used for two-sided model without model transfer. 

Proposal 5: Type B1 model identification is used for UE to NW model transfer and model update. Use UE capability report as a starting point for type B1 model identification procedure. 

Proposal 6: Type B2 model identification is used for NW to UE model transfer and model update. NW can use RRC configuration as a starting point for type B2 model identification procedure.  

Proposal 7: Prioritize model transfer z4 and z5 for future discussion. No benefit was observed for model transfer z1, z2 and z3 comparing to level y baseline.  

Proposal 8: Enhance UE capability report framework to support scenario-specific, site-specific, configuration-specific and/or dataset-specific AI model/function for functionality-based LCM and model ID based LCM.  

Proposal 9: Use UAI framework as a starting point to handle the impact of UE’s internal conditions such as memory, battery and potential other limitations.  
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