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[bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
[bookmark: _Ref129681832][bookmark: _Hlk134024791]In RAN1#114 meeting, the following was agreed [2] on the topic of general aspects of AI/ML framework:
	Agreement
Conclude that applicable functionalities/models can be reported by UE.

Agreement
[bookmark: OLE_LINK86]Once models are identified via Type A, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.
FFS: Using a procedure other than UE capability report
Note: The support and applicability of model identification Type A is a separate discussion.

Agreement
[bookmark: OLE_LINK87]When a model of a known structure at UE (e.g., Case z4) is transferred from NW, the new model being identified (e.g., via Type B2) has the same structure as an previously identified model at the Network and UE
       Note: the need of model transfer will be discussed separately

Agreement
Model ID in RAN1 discussion may or may not be globally unique, and different types of model IDs may be created for a single model for various LCM purposes. 
Note: Details can be studied in the WI phase.


In this we present our views on general aspects of AI/ML framework and proposals for moving forward.

[bookmark: OLE_LINK1]Model identification 
In RAN1 #112 meeting, the following was agreed regarding functionality/model identification: 
	Agreement
[bookmark: OLE_LINK88]For UE-side models and UE-part of two-sided models:
· For AI/ML functionality identification
· Reuse legacy 3GPP framework of Features as a starting point for discussion.
· UE indicates supported functionalities/functionality for a given sub-use-case.
· UE capability reporting is taken as starting point.
· For AI/ML model identification 
· Models are identified by model ID at the Network. UE indicates supported AI/ML models.
· In functionality-based LCM
· Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). 
· Models may not be identified at the Network, and UE may perform model-level LCM.
· Study whether and how much awareness/interaction NW should have about model-level LCM
· In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 
FFS: Relationship between functionality identification and model identification
FFS: Performance monitoring and RAN4 impact 
FFS: detailed understanding on model



[bookmark: OLE_LINK81]In RAN1 #112-bis-e meeting, further details are agreed regarding functionality/model identification:
	[bookmark: _Hlk138718750]Agreement
· [bookmark: OLE_LINK90]For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models:
· model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.
· FFS: Which aspects should be considered as additional conditions, and how to include them into model description information during model identification will be discussed in each sub-use-case agenda.
· FFS: Relationship between functionality and model, e.g., whether a model may be identified referring to functionality(s).
· FFS: relationship between functionality-based LCM and model-ID-based LCM
· Note: Applicability of functionality-based LCM and model-ID-based LCM is a separate discussion.
Conclusion
From RAN1 perspective, it is clarified that an AI/ML model identified by a model ID may be logical, and how it maps to physical AI/ML model(s) may be up to implementation.
· When distinction is necessary for discussion purposes, companies may use the term a logical AI/ML model to refer to a model that is identified and assigned a model ID, and physical AI/ML model(s) to refer to an actual implementation of such a model.



In RAN1 #113 meeting, further details are agreed regarding functionality/model identification:
	[bookmark: OLE_LINK108][bookmark: _Hlk146184726]Agreement
For model identification of UE-side or UE-part of two-sided models, categorize model identification types as follows, and further study relevant aspects, necessity, and specification impact (if any).
· Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signaling
· The model may be assigned with a model ID during the model identification, which may be referred/used in over-the-air signaling after model identification. 
· FFS: Spec impact to other WGs
· Type B: Model is identified via over-the-air signaling, 
· Type B1: 
· Model identification initiated by the UE, and NW assists the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Type B2: 
· Model identification initiated by the NW, and UE responds (if applicable) for the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Note: The support and applicability of each model identification Type is a separate discussion. This study does not imply that model identification is necessary.



Model identification is a very important part of the life cycle management (LCM) framework. It was agreed that
	Working Assumption
	[bookmark: _Hlk138718439]Terminology
	Description

	Model identification
	A process/method of identifying an AI/ML model for the common understanding between the NW and the UE
Note: The process/method of model identification may or may not be applicable.
Note: Information regarding the AI/ML model may be shared during model identification.





· Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signaling
· [bookmark: OLE_LINK91][bookmark: OLE_LINK2]The model is assigned with a ‘global’ unique model ID. For example, the model ID can be unique within a PLMN. Then, the model is stored in a repository at the NW side or OAM server, which is accessible to both NW side and UE side. The mapping between model description information (e.g., The model input/output format, applicability conditions and other necessary information) and Global Model ID being identified NW/UE is provided during the model identification. After the model identification, UE can report its model capability/availability via the global ‘unique’ model ID.
· In model identification Type A, before the usage of the model, it has already been identified to UE/NW without over-the-air signalling. The model identification type A should be further studied by other working groups.
· Type B1: Model is identified via over-the-air signaling. Model identification is initiated by the UE, and NW assists the remaining steps (if any) of the model identification.
· UE can store a predefined table with local model ID and corresponding model description which is unknow to NW before model identification. In identification process, UE requests to NW to identify a model at UE and the corresponding model description information (e.g., The model input/output format, applicability conditions and other necessary information) about the model is also provided. Then, NW side will register the model at NW and assign a ‘global’ unique model ID to the model. NW report the global model ID to UE. After the model identification, another UE (e.g., from the same UE vendor) can report its model capability/availability via the global ‘unique’ model ID. 
· We propose model ID have a property of supported functionality. When UE report UE capability, it only needs to report global model ID, NW can use global model ID to identify the model’s supported functionality  
· [bookmark: OLE_LINK6][bookmark: OLE_LINK92]Type B2: Model is identified via over-the-air signaling. Model identification is initiated by the NW, and UE responds (if applicable) for the remaining steps (if any) of the model identification.
· For two-side model, the UE side model and NW size model must be pair.
· In this process, NW transfers the model to UE and the corresponding model description information is also provided. Meanwhile, a ‘global’ unique model ID to the model is also provided to UE. In order to support the model identification process, UE should indicate the corresponding UE capabilities to network.
[bookmark: OLE_LINK12][bookmark: OLE_LINK106][bookmark: OLE_LINK10][bookmark: OLE_LINK89]Proposal1: For model identification via over-the-air signaling, the ‘global’ unique model ID should be assigned at least to model description information and model.
[bookmark: OLE_LINK14][bookmark: OLE_LINK15]Proposal2: UE capability report can be a part of Functionality/Model identification.
[bookmark: OLE_LINK18]Proposal3: The model with the same structure and meta-parameters share the same Model ID to reduce the model ID overhead.
Proposal4: Model ID can remain the same if UE-side model apply fine-tuning.

Model Transfer
In RAN1 #109-e/#112 meeting, there were agreements about model transfer in terms of working assumption. It is well understood that, for certain use cases or deployment scenarios, a single model may not generalize well. In some cases, model switching among a group of scenario/configuration/site-specific models will be beneficial. Given that UE may have a limited storage space to store all the models, UE may have to download applicable models as needed from a model storage (either NW or an OTT server). Therefore, it is concluded that model delivery/storage is beneficial and should be supported.
While models can be trained and updated via fine-tuning, it takes small time scale and dataset. Comparing with download new model from other entity, fine-tuning reduce the overhead/latency caused by AI./ML model transfer. However, fine-tuning performance is relatively connected with AI/ML model structure and training algorithm, and some equipment may not support fine-tuning. In some scenario, fine-tuning may have less performance gain. Therefore, we suggest fine-tuning can be a supplement of model transfer.
[bookmark: OLE_LINK107][bookmark: OLE_LINK99]Proposal5: fine-tuning and model transfer/switching should both be considered for improving model performance.
Proposal6: UE should inform NW whether it support fine-tuning via UE capability report.
Proposal7: the priority of model fine-tuning and model transfer should be further studied.
Conclusions
In this contribution, we present our views on general aspects of AI/ML framework. Based on the discussions in the previous section we propose the following: 
[bookmark: _Ref124589665][bookmark: _Ref71620620][bookmark: _Ref124671424]Proposal1: For model identification via over-the-air signaling, the ‘global’ unique model ID should be assigned at least to model description information and model itself.
Proposal2: UE capability report can be a part of Functionality/Model identification.
Proposal3: The models with the same structure and meta-parameters have the same Model ID to reduce the model ID number.
Proposal4: Model ID can remain the same if model apply fine-tuning.
[bookmark: OLE_LINK20]Proposal5: fine-tuning and model transfer/switching should both be considered for improving model performance.
Proposal6: UE should inform NW whether it support fine-tuning via UE capability report.
Proposal7: the priority of model fine-tuning and model transfer should be further studied.
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