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Introduction
In this contribution summarized remaining aspects on evaluation for AI.ML in beam management (BM). 
Wrap up evaluation results
1.1 [bookmark: _Toc135002577][bookmark: _Toc137744869]Model complexity
Observation 2.1a:
Figure X illustrates and Table Y model parameter (M) and computational complexity in Flops (M) for BM-Case 1 and BM-Case 2, Tx beam prediction and beam pair prediction respectively, according to the reported assumption in BM_Table 1 and BM_Table 2. 


Figure X

[bookmark: _Hlk146119922]Table Y AI/ML model complexity/computation complexity used in the evaluations for AI/ML in beam management
	
	Model complexity
in a number of model parameters
	Model complexity
in a number of model size
	Computational complexity (FLOPs)

	BM-Case 1 DL Tx beam
	more than 1k to 4.9M 
majority reported less than 1M or about 1M
	50Kbytes to 20Mbytes majority reported less than 0.1Mbytes ~ 0.6Mbytes
	~2.7K to 222M
majority reported less than 1M or 10s M 

	BM-Case 1 DL beam pair
	72K to 4.9M
majority reported less than 0.1s M ~ 1M
	0.17Mbytes to 21Mbytes majority reported less than 1Mbytes ~ 4Mbytes
	15K to 224M
majority reported less than 1M ~ 4 M

	BM-Case 2 DL Tx beam
	35K to 11M
majority reported less than 0.1s M ~ 1M 
	0.5Mbytes to 15Mbytes 
majority reported about 1s Mbytes 
	~90K to 54M 
majority reported less than 0.1s M or 1s M

	BM-Case 2 DL beam pair
	20K to 13M
majority reported about 0.1M ~ 1M
	0.08M to 15M 
majority reported about 1Mbytes 
	~90K to 443M 
majority reported less than 0.4 M or 1s M



	Company
	Comments

	FL
	In the evaluation some company may use very small model while some may use quite large model. However, there is no evident to show that big model improves the performance.
The information I want to deliver here is that, the model complexity is acceptable. 
Question,
· Whether both figure and table can be captured?
· Anything to be updated?


	
	




1.2 RS/measurement overhead 
Proposed observation 2.2-1:
For both BM-Case1 and BM-Case2 when Set B is a subset of or different from Set A, a certain RS/measurement overhead is assumed to summarize the evaluation results for Top-1/K beam prediction accuracy and average/predicted L1-RSRP difference of Top-1 beam(pair). With additional beam sweeping among Top-K beam (pairs) (i.e., with additional RS/measurement overhead), Top-1 beam (pair) prediction accuracy can be improved, i.e., e.g., up to Top-K beam prediction accuracy.   

	Company
	Comments

	FL
	Based on some offline comments, to clarify the RS/measurement overhead and the relationship of Top-1/K beam prediction accuracy. 
The last sentence means, with K additional measurements, the best beam will be found out with % Top-K beam prediction (i.e., the Top-1 genie-aided beam is one of the Top-K predicted beams), therefore, with additional beam sweeping, Top-1 (%) can be improved to the same as Top-K(%), assuming no Top-1 beam change during the measuement.
Note, if there is a section to summarize the evaluation results, this potential observation can be place to there.  

	
	




1.3 UCI report overhead
Proposed observation 2.3-1:
For NW side model, assuming existing quantization granularity of L1-RSRP (i.e., 1 dB for the best beam, 2 dB for the difference to the best beam) and with existing UCI report overhead for inference data report (i.e., up to 4 L1-RSRPs of all (e.g. Set B=Set C =4) or a subset of measured beams (e.g., Top-4 beams of Set C)), AI/ML can achieve good beam prediction performance for the case of 32 Tx beams when Set B is a subset of Set C for DL Tx beam prediction at least for BM-Case1. When the number of DL Tx beam increase, more UCI report overhead is needed to achieve similar beam prediction performance as for the case of 32 Tx beams. 

	Company
	Comments

	FL
	I think this might give some guidance for further work although this might be too explicit. 


	
	



1.4 Latency 
Proposed observation 2.4-1:
Latency for measurements can be reduced along with measurement overhead reduction.  

	Company
	Comments

	FL
	Just for echo the other KPIs for latency reduction. 

	
	



1.5 Top-K % for BM Case 2
In RAN1#114, the following agreement has been made for overhead reduction reporting for BM-Case 2.
	Agreement RAN1#114
To calculate the measurement/RS overhead reduction and summarize results for BM-Case 2,
· Case A: based on number of measurements/RSs and prediction time. 
· where T2 is the time duration for beam prediction
· where Mt is the number of time instances for measurement as AI/ML inputs with a periodicity of Tper 
· where Pt is the number of time instance(s) for prediction with a periodicity of Tper in T2
· In this case, the non-AI baseline is Option 1 (measured all the beams at each time instance(s) for prediction with a periodicity of Tper in T2)
· For Set B= Set A, the RS overhead reduction is 1-Mt/(Mt+Pt).  
· For Set B (N beams, same number in each time instance) is a subset of Set A (M beams), the RS overhead reduction is 
· 1- N*Mt/(M*(Mt+Pt)) if no sliding window
· 1-N/M if considering sliding window
[image: cid:image003.png@01D9E6DC.4F7547A0]
Example for Case A
· Case B: based on a periodicity T of the required reference signals for measurements to achieve a certain beam prediction accuracy 
· For non-AI baseline (Option 2), every T=X ms reference signals for measurements are needed 
· For AI, every T=Y ms, reference signals for measurements are needed 
· In this case, 
· For Set B = Set A, the RS overhead reduction is 1-X/Y.  
· For Set B (N beams) is a subset of Set A (M beams), the RS overhead reduction is 
[1-XN/(YM)]. 


[image: cid:image004.png@01D9E6DC.4F7547A0]
Example for Case B




However, the formulas in the above agreement, at least for Case A, may be only mathmatically correct if the AI/ML model predicts the Top-1 beam, or for Top-K beam prediction without considering beam sweeping during P2 is performed. If Top-K beam sweeping is performed, the generic agreement from RAN1#111 can be applied; Option 2 from the agreement in RAN1#111 works for both Top-1 and Top-K>1 beams and can take the total overhead into account, including RS transmission required for Top-K sweeping.

	Agreement RAN1#111
· For the evaluation of the overhead for BM-Case2, adoption the following metrics:
· RS overhead reduction, 
· Option 2: [image: cid:image001.png@01D9E6DC.4F7547A0]
· where N is the total number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for AI/ML, including the beams (pairs) required for additional measurements before/after the prediction if applicable
· Where M is the total number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for baseline scheme
· Companies report the assumption on additional measurements
· FFS: Option 3: [image: cid:image002.png@01D9E6DC.4F7547A0] 
· where N is the number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for AI/ML in each time instance
· where M is the total number of beams (pairs) to be predicted for each time instance
· where L is ratio of periodicity of time instance for measurements to periodicity of time instance for prediction
· Companies report the assumption on T1 and T2 patterns
· Other options are not precluded and can be reported by companies.




Therefore, the following observation is proposed: 

Proposed TP 2.5-1:

	System performance related KPIs, including:
-	UE throughput: CDF of UE throughput, average and 5%-ile UE throughput
-	RS overhead reduction for BM-Case1:
-	Option 1: "RS " OH reduction[%]=1-N/M
-	where N is the number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for AI/ML
-	where M is the total number of beams (pairs) to be predicted 
-	Option 2: "RS " OH reduction[%]=1-N/M
-	where N is the total number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for AI/ML, including the beams (pairs) required for additional measurements before/after the prediction if applicable
-	where M is the total number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for baseline scheme, including the beams (pairs) required for additional measurements before/after the prediction if applicable
-	Companies report the assumption on additional measurements
-	RS overhead reduction for BM-Case2, when Top-1 and Top-K beam (pairs) are inferred:
-	"RS " OH reduction[%]=1-N/M
-	where N is the total number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for AI/ML, including the beams (pairs) required for additional measurements before/after the prediction if applicable.
-	where M is the total number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for baseline scheme
-	Companies report the assumption on additional measurements.
-	Companies report the assumption on baseline scheme.
-	Companies report the assumption on T1 and T2.
-	Other System performance related KPIs are not precluded and can be reported by companies

To calculate the measurement/RS overhead reduction and summarize results for BM-Case 2, at least when Top-1 beam (pair) is inferred:
· Case A: based on number of measurements/RSs and prediction time. An example is shown in Figure 6.3.1-1. 
· where T2 is the time duration for beam prediction
· where Mt is the number of time instances for measurement as AI/ML inputs with a periodicity of Tper 
· where Pt is the number of time instance(s) for prediction with a periodicity of Tper in T2
· In this case, the non-AI baseline is Option 1 (measured all the beams at each time instance(s) for prediction with a periodicity of Tper in T2)
· For Set B= Set A, the RS overhead reduction is 1-Mt/(Mt+Pt).  
· For Set B (N beams, same number in each time instance) is a subset of Set A (M beams), the RS overhead reduction is 
· N*Mt/(M*(Mt+Pt)) if no sliding window
· 1-N/M if considering sliding window
· Case B: based on a periodicity T of the required reference signals for measurements to achieve a certain beam prediction accuracy. An example is shown in Figure 6.3.1-2.  
· For non-AI baseline (Option 2), every T=X ms reference signals for measurements are needed 
· For AI, every T=Y ms, reference signals for measurements are needed 
· In this case, 
· For Set B = Set A, the RS overhead reduction is 1-X/Y.  
· For Set B (N beams) is a subset of Set A (M beams), the RS overhead reduction is [1-XN/(YM)]. 
· Case B+: based on Y times of a given minimal periodicity Tper of the reference signals for measurements. An example is shown in Figure 6.3.1-3.  
· For non-AI baseline (Option 1), UE measures all the reference signals of Set A every Tper 
· For AI, UE measures the reference signals of Set B every Y times of Tper
· In this case, prediction time is defined as the time from each measurement instance to the latest prediction instance before the next measurement instance. 
· In this case, the non-AI baseline is Option 1 (measured all the beams at each time instance(s) for prediction with a periodicity of Tper, which is reported by companies)
· For Set B= Set A, the RS overhead reduction is 1-1/Y.  
· For Set B (N beams) is a subset of Set A (M beams), the RS overhead reduction is 1-N/(YM).




	Company
	Comments

	FL
	Just for echo the other KPIs for latency reduction. 

	
	



Beam management procedure
1.6 Beam management procedure
Proposal 3.1-1a: 
The following options are considered for AI/ML in beam management:
· Option 1: AI/ML can be used to predict Top-K Tx beams in Set A of beams based on measurement results of Set B of beams, to substitute whole or part of P1 and/or P2 procedure. 
· Option 2: AI/ML can be used to predict Top-1 Tx beam in Set A of beams based on the measurement results of Set B of beams, to substitute the whole or a part of P1 and/or P2 procedure
· Option 3: AI/ML can be used to predict Top-K Tx-Rx beam pairs in Set A of beam pairs based on measurement results of Set B of beams pairs, to substitute a part of P1 and/or P2-P3 procedure
· Option 4: AI/ML can be used to predict Top-1 Tx-Rx beam pair in Set A of beam pairs based on measurement results of Set B of beams pairs, to substitute the whole or a part of P1 and/or P2-P3 procedure 
· Other options are not precluded.
· Note: P1/P2/P3 procedures are describe in TR 38.802

Proposal 3.1-1b: 
For BM-Case1, AI/ML is used to predict Top-1/K beam(s) (e.g., beam ID and/or predicted L1-RSRP) in Set A of beams, based on the measurements of Set B of beams, where the number of beams in Set B is smaller than that in Set A, to select good DL beam(s) with less RS/measurement overhead. In the study, performance of DL Tx beam prediction and DL Tx-Rx beam pair prediction was evaluated. 
For BM-Case2, AI/ML is used to predict Top-1/K beam(s) (e.g., beam ID and/or predicted L1-RSRP) in future time instance(s) in Set A of beams, based on the measurements of Set B of beams or Set A of beams (Set B = Set A), where the number of beams in Set B is smaller than that in Set A. In the study, performance of DL Tx beam prediction and DL Tx-Rx beam pair prediction was evaluated. In BM-Case2, AI/ML is expected to be able to learn and predict the beam change in time based on full measurements of Set A or measurements of Set B (spatial and temporal domain DL beam prediction). 
For both BM-Case1 and BM-Case2, UE can report the prediction result to NW based on a UE-side AI/ML model, or NW can predict the Top-1/K beam(s) based on the reported measurements of Set B. The prediction result can be used by NW for DL transmission directly or to select a beam set with limited number of beams for additional beam sweeping.  

	Companies
	Comments or updates

	FL
	Proposal 3.1-1a, is from RAN 1 #112. I think it can be a starting point to explain how we assume for the evaluation. 
Proposal 3.1-1b, is another alternative, to provide how we expect AI/ML can help in BM in another version.
Although we had captured the BM-Case1 and BM-Case 2 in a manner of inputs/outputs/assumption, I still feel that it might be not that easy for readers outside RAN 1 (or outside AI in BM group).
This is something nice to have, please indicate if there are strong concerns. Otherwise, please select one you preferred and help to polish the wording. 

	Companies
	Prefer a/b/none
	comments

	
	
	



Proposal 3.1-2: 
For DL Tx beam prediction, in the evaluations from most all sources, the measurements of Set B of beams from the best Rx beam (or quasi-optimal Rx beam, or a given Rx beam) are obtained or determinated firstly, and then perform AI/ML model training or inference with the measurements from the best Rx beam (or quasi-optimal Rx beam, or a given Rx beam). The evaluation results (in terms of beam prediction accuracy or L1-RSRP difference or throughput) are based on the AI/ML outputs without additional beam sweepings. However, in the evaluation from [one source: Huawei/HiSi], the measurements of Set B from each one given of Rx beam of all Rx beams were used as AI inputs to obtain Top-K beams of each Rx beam, followed by Top-K beam sweeping with that given Rx beam. This procedure repeats over all Rx beams, to obtain the best Tx (or Top-K Tx beams) beam at all Rx beams. 	Comment by Feifei Sun: @Huawei/HiSi, 
I made some updates
However, it is not clear to me that, how the following decision to be made. E.g., by predicted L1-RSRP? Or by measurement in P3? 
“If Top-1 measured with Rx2 is better than the previously identified Top-1 which was measured with Rx1, then this is the new best global Tx/Rx pair.”
For Tx-Rx beam prediction, in the evaluation of [all sources], the measurements of Set B of beam pairs are obtained or determinated firstly, and then perform AI/ML model training or inference with the measurements of Set B of beam pairs.  The evaluation results (in terms of beam prediction accuracy or L1-RSRP difference or throughput) are based on the AI/ML outputs without additional beam sweepings.

	Companies
	Comments or updates

	FL
	Some updates are made based on the comments from Huawei previous meeting.
In addition, I leave a note to Huawei to explain the detail. I think this may be related to BM procedure we assumed in the evaluation and may explain some performance gap.  

	HW/HiSi2
(from RAN 1 #114)
	Response questions to question and proposed modified text.

[FL] “For DL Tx beam prediction, in the evaluations from most sources, the measurements of Set B of beams from the best Rx beam (or quasi-optimal Rx beam, or a given Rx beam) are obtained or determinated firstly, and then perform AI/ML model training or inference with the measurements from the best Rx beam (or quasi-optimal Rx beam, or a given Rx beam).” => [HW/HiSi]: Also HW performs simulations with the best global Rx beam. The best global Rx beam is obtained from exhaustive sweeping over all Tx/Rx beam combinations. The Rx beam from the best pair global Tx/Rx beam is taken.

[FL] “However, in the evaluation from [one source: Huawei/HiSi], the measurements of Set B from each Rx beam of all Rx beams were used as AI inputs to obtain Top-K beams, followed by Top-K beam sweeping with that given Rx beam. This procedure repeats over all Rx beams, to obtain the best Tx (or Top-K Tx beams) beam at all Rx beams. “ => [HW/HiSi]: Partially correct described but not complete. 
I give a concrete example to explain one simulation campaign that we did:
· Assume we have 64 beams in Set A and 16 beams in Set B.
· Assume further that the UE has 4 Rx beams (Rx1, Rx2, Rx3, Rx4)
· In the first round of inference the 16 Tx beams from Set B are measured with Rx1, then the AI model determines the Top-K Tx beams from Set A and Top-K sweeping is done. In this sweeping the UE is using Rx1. The Top-1 beam when measured with Rx1 is identified.
· The Top-1/Rx1 is the best global Tx beam when measured with Rx1
· In the second round of inference the 16 Tx beams from Set B are measured with Rx2, then the AI model determines again the Top-K Tx beams from Set A and Top-K sweeping is done. In this sweeping the UE is using Rx2. The Top-1 beam when measured with Rx2 is identified.
· If Top-1 measured with Rx2 is better than the previously identified Top-1 which was measured with Rx1, then this is the new best global Tx/Rx pair.
·  Same for procedure is carried out for Rx3 and for Rx4.
· In total four rounds of inference are performed. This can be implemented to substitute P1/P2 from the legacy procedure and P3 would not be needed. Please note that CSI-RS in P2 can be configured with 4 repetitions, so that the UE can each time re-tune its Rx beam.  If one AI model input sample would consist of RSRPs obtained from different Rx beams, the delay would be increased since it cannot be measured with the different Rx beams at the same time.

In another simulation we use prior information and lock the Rx beam to be the sub-optimal beam. Then only one round of inference is performed to get the best Tx beam. Optionally, P3 can be carried out to fine-tune the Rx beam.

In yet another simulation we randomly lock Rx beam . Then only one round of inference is performed to get the best Tx beam. P3 must be carried out to fine-tune the Rx beam.

Based on the above explanation, I suggest to modify the proposal as follows:

For DL Tx beam prediction, in the evaluations from all most sources, the measurements of Set B of beams from the best Rx beam (or quasi-optimal Rx beam, or a given Rx beam) are obtained or determinated firstly, and then perform AI/ML model training or inference with the measurements from the best Rx beam (or quasi-optimal Rx beam, or a given Rx beam). The evaluation results (in terms of beam prediction accuracy or L1-RSRP difference or throughput) for most sources are based on the AI/ML outputs without additional beam sweepings. However, the evaluation results (in terms of beam prediction accuracy or L1-RSRP difference or throughput) in the evaluation from [one source: Huawei/HiSi] are obtained with subsequent sweeping of the Top-K beams., the measurements of Set B from each Rx beam of all Rx beams were used as AI inputs to obtain Top-K beams, followed by Top-K beam sweeping with that given Rx beam. This procedure repeats over all Rx beams, to obtain the best Tx (or Top-K Tx beams) beam at all Rx beams. 	Comment by Thorsten: As explained above, in our simulations the best Rx beam is obtained from exhaustively sweeping over all Tx-Rx combinations. 
For Tx-Rx beam prediction, in the evaluation of [all sources], the measurements of Set B of beam pairs are obtained or determinated firstly, and then perform AI/ML model training or inference with the measurements of Set B of beam pairs.  The evaluation results (in terms of beam prediction accuracy or L1-RSRP difference or throughput) are based on the AI/ML outputs without additional beam sweepings.


	
	


Clarification and alignment
1.7 Definition of Set B and Set C
The following text are from TR in section 5.2:
	The following are selected as representative sub-use cases: 
-	BM-Case1: Spatial-domain Downlink beam prediction for Set A of beams based on measurement results of Set B of beams
-	Consider: Alt. 1): AI/ML model training and inference at NW side. Alt. 2): AI/ML model training and inference at UE side.
-	Consider: Alt. i): Set A and Set B are different (Set B is NOT a subset of Set A). Alt. ii): Set B is a subset of Set A. Note: Set A is for DL beam prediction and Set B is for DL beam measurement. The codebook construction of Set A and Set B can be clarified by companies.
-	AI/ML model input: Alt 1): Only L1-RSRP measurement based on Set B; Alt.2): L1-RSRP measurement based on Set B and assistance information; Alt. 3): CIR based on Set B; Alt. 4): L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID. 
-	BM-Case2: Temporal Downlink beam prediction for Set A of beams based on the historic measurement results of Set B of beams
-	Consider: Alt. 1): AI/ML model training and inference at NW side. Alt. 2): AI/ML model training and inference at UE side.
-	Consider: Alt. i): Set A and Set B are different (Set B is NOT a subset of Set A). Alt. ii): Set B is a subset of Set A (Set A and Set B are not the same). Alt. iii): Set A and Set B are the same. 
-	AI/ML model input: measurement results of K (K≥1) latest measurement instances with the following alternatives: Alt. 1): Only L1-RSRP measurement based on Set B; Alt 2): L1-RSRP measurement based on Set B and assistance information; Alt. 3): L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID. 
-	[AI/ML model output]: F predictions for F future time instances, where each prediction is for each time instance. At least F=1.
Set B is a set of beams whose measurements are taken as inputs of the AI/ML model. 
Note: Beams in Set A and Set B can be in the same Frequency Range.




And in 6.3.1, the following definition is provided:
	The following options are studied on the selection of Set B of beams (pairs): 
-	Option 1: Set B is fixed across training and inference
-	Option 2: Set B is variable (e.g., different beams (pairs) patterns in each time instance/report/measurement during training and/or inference) 
-	Opt 2A: Set B is changed following a set of pre-configured patterns 
-	Opt 2B: Set B is randomly changed among pre-configured patterns 
-	Opt 2C: Set B is randomly changed among Set A beams (pairs) 
-	Opt 2D: Set B is a subset of measured beams (pairs) Set C (including Set B = Set C), e.g. Top-K beams(pairs) of Set C
-	The number of beams(pairs) in Set B can be fixed or variable
-	Companies report the number of pre-configured patterns used in the evaluation for Option 2: Set B is variable if applicable (e.g. Opt A and Opt B)
-	Note: BM-Case1 and BM-Case2 may be considered for different option. 
-	Note: This does not preclude the alternative that Set B is different from Set A.




Proposal 4.1-1: Adopt the following text proposal for TR 38.843:
 ==== Start of TP =======
The following are selected as representative sub-use cases: 
-	BM-Case1: Spatial-domain Downlink beam prediction for Set A of beams based on measurement results of Set B of beams
-	Consider: Alt. 1): AI/ML model training and inference at NW side. Alt. 2): AI/ML model training and inference at UE side.
-	Consider: Alt. i): Set A and Set B are different (Set B is NOT a subset of Set A). Alt. ii): Set B is a subset of Set A. Note: Set A is for DL beam prediction and Set B is a set of beams whose measurements are taken as inputs of the AI/ML modelfor DL beam measurement. The codebook construction of Set A and Set B can be clarified by companies.
-	AI/ML model input consider: Alt 1): Only L1-RSRP measurement based on Set B; Alt.2): L1-RSRP measurement based on Set B and assistance information; Alt. 3): CIR based on Set B; Alt. 4): L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID. 
-	BM-Case2: Temporal Downlink beam prediction for Set A of beams based on the historic measurement results of Set B of beams
-	Consider: Alt. 1): AI/ML model training and inference at NW side. Alt. 2): AI/ML model training and inference at UE side.
-	Consider: Alt. i): Set A and Set B are different (Set B is NOT a subset of Set A). Alt. ii): Set B is a subset of Set A (Set A and Set B are not the same). Alt. iii): Set A and Set B are the same. 
-	AI/ML model input consider: measurement results of K (K≥1) latest measurement instances with the following alternatives: Alt. 1): Only L1-RSRP measurement based on Set B; Alt 2): L1-RSRP measurement based on Set B and assistance information; Alt. 3): L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID. 
-	[AI/ML model output]: F predictions for F future time instances can be obtained based on the outputs of one or multiple AI/ML models, where each prediction is for each time instance. At least F=1.
Set B is a set of beams whose measurements are taken as inputs of the AI/ML model. 
Note: Beams in Set A and Set B can be in the same Frequency Range.
……
The following alternatives for [according to AI/ML model output] are definedconsidered:
-	Alt.1: Tx and/or Rx Beam ID(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams 
-	e.g., N predicted beams can be the top-N predicted beams
-	Alt.2: Tx and/or Rx Beam ID(s) of the N predicted DL Tx and/or Rx beams and other information
-	e.g., N predicted beams can be the top-N predicted beams
-	Alt.3: Tx and/or Rx Beam angle(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams
-	e.g., N predicted beams can be the top-N predicted beams
Notes: It is up to companies to provide other alternative(s). Beam ID is only used for discussion purposes. All the outputs are "nominal" and only for discussion purpose. Values of N is up to each company. All of the outputs in the above alternatives may vary based on whether the AI/ML model inference is at UE side or gNB side. The Top-N beam IDs might have been derived via post-processing of the ML-model output.
====== end of TP ======

	Company
	Comments

	FL
	To align the definition with evaluation assumption: Set B is AI/ML inputs (Set C is beam for measurements)

	
	




1.8 Clarification on AI/ML model input/output and Top-K beam prediction accuracy
In 9.2.3.2 others, the following conclusion were made:
	Conclusion 
Regarding the sub use case BM-Case1, further study the following alternatives for AI/ML input:
· Alt.1: Only L1-RSRP measurement based on Set B
· Alt.2: L1-RSRP measurement based on Set B and assistance information
· FFS: Assistance information. The following were mentioned by companions in the discussion:  Tx and/or Rx beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam boresight direction (azimuth and elevation), 3dB beamwidth, etc.), expected Tx and/or Rx beam for the prediction (e.g., expected Tx and/or Rx angle, Tx and/or Rx beam ID for the prediction), UE position information, UE direction information, Tx beam usage information, UE orientation information, etc.
·  Note: The provision of assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.
· Alt.3: CIR based on Set B
· Alt.4: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID
· Note1: It is up to companies to provide other alternative(s) including the combination of some alternatives
· Note2: All the inputs are “nominal” and only for discussion purpose.
Conclusion 
Regarding the sub use case BM-Case2, further study the following alternatives of measurement results for AI/ML input (for each past measurement instance):
· Alt.1: Only L1-RSRP measurement based on Set B
· Alt 2: L1-RSRP measurement based on Set B and assistance information
· FFS: Assistance information. The following were mentioned by companies in the discussion:, Tx and/or Rx beam angle, position information, UE direction information, positioning-related measurement (such as Multi-RTT), expected Tx and/or Rx beam/occasion for the prediction (e.g., expected Tx and/or Rx beam angle for the prediction, expected occasions of the prediction), Tx and/or Rx  beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam pointing angles beam boresight directions (azimuth and elevation), 3dB beamwidth, etc.) , increase ratio of L1-RSRP for best N beams, UE orientation information
· Note: The provision of assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.
· Alt.3: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID
· Note1: It is up to companies to provide other alternative(s) including the combination of some alternatives
Note2: All the inputs are “nominal” and only for discussion purpose.




And in 9.2.3.1 the following are agreed for Option 2:
	Agreement
· For the evaluation of Option 2: Set B is variable (e.g., different beams (pairs) patterns in each time instance/report/measurement during training and/or inference), further study the following options as AI/ML model inputs 
· Alt 2: Implicit information of Tx beam ID and/or Rx beam ID
· E.g., measurements of Set B of beams together with default values (e.g. 0) for the beams not in Set B are used as AI inputs in a certain order/ matrix/ vector. 
· Detailed assumption can be reported by companies.
· Alt 3: Tx beam ID and/or Rx beam ID is used as inputs of AI/ML explicitly 
· Note: Specification impact can be discussed separately.  




In the reported data in excel, for fixed Set B, for BM-Case1, all the evaluations used “L1-RSRPs of Set B, with or without implicit information of Tx beam ID and/or Rx beam ID. For BM-Case2, majority used “L1-RSRPs of Set B, with or without implicit information of Tx beam ID and/or Rx beam ID”.

Moreover, in KPI, the following were defined:
	-	Beam prediction accuracy (%):
-	Top-1 (%): the percentage of "the Top-1 genie-aided beam is Top-1 predicted beam"
-	Top-K/1 (%): the percentage of "the Top-1 genie-aided beam is one of the Top-K predicted beams"
-	Top-1/K (%) (Optional): the percentage of "the Top-1 predicted beam is one of the Top-K genie-aided beams"
-	Where K >1 and values can be reported



Therefore, the following updates are proposed:  

Proposal 4.2-1: Adopt the following text proposal for TR 38.843:
 ==== Start of TP =======
[bookmark: _Toc135002568][bookmark: _Toc137744860]5.2	Beam management
Finalization of representative sub-use cases:
The following are selected as representative sub-use cases: 
-	BM-Case1: Spatial-domain Downlink beam prediction for Set A of beams based on measurement results of Set B of beams
……
-	AI/ML model input consider: Alt 1): Only L1-RSRP measurement based on Set B; Alt.2): L1-RSRP measurement based on Set B and assistance information; Alt. 3): CIR based on Set B; Alt. 4): L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID. 
-	BM-Case2: Temporal Downlink beam prediction for Set A of beams based on the historic measurement results of Set B of beams
……
-	AI/ML model input consider: measurement results of K (K≥1) latest measurement instances with the following alternatives: Alt. 1): Only L1-RSRP measurement based on Set B; Alt 2): L1-RSRP measurement based on Set B and assistance information; Alt. 3): L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID. 
-	[AI/ML model output]: F predictions for F future time instances can be obtained based on the outputs of one or multiple AI/ML models, where each prediction is for each time instance. At least F=1.
……
The following alternatives for [according to AI/ML model output] are definedconsidered:
-	Alt.1: Tx and/or Rx Beam ID(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams 
-	e.g., N predicted beams can be the top-N predicted beams
-	Alt.2: Tx and/or Rx Beam ID(s) of the N predicted DL Tx and/or Rx beams and other information
-	e.g., N predicted beams can be the top-N predicted beams
-	Alt.3: Tx and/or Rx Beam angle(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams
-	e.g., N predicted beams can be the top-N predicted beams
Notes: It is up to companies to provide other alternative(s). Beam ID is only used for discussion purposes. All the outputs are "nominal" and only for discussion purpose. Values of N is up to each company. All of the outputs in the above alternatives may vary based on whether the AI/ML model inference is at UE side or gNB side. The Top-N beam IDs might have been derived via post-processing of the ML-model output.
====== end of TP ======

	Company
	Comments

	FL
	Discussion:
A) In the evaluation, L1-RSRPs, CIRs (reported by one company), assistance information (reported by company), and only implicit beam index were used (some company treat it as assistance information). Therefore, in order to align with evaluation results and in the meanwhile, respect the agreements, propose to add “consider”
B) For AI/ML output for BM-Case2, no one report “F predictions for F future time instances, where each prediction is for each time instance. At least F=1.” as exact AI/ML output, but some prediction based on AI/ML output. In addition, in the evaluation of BM-Case2, some companies used single AI/ML model to predict multiple time instances, while some companies used multiple AI/ML models to prediction multiple time instances. 


	
	



Proposal 4.2-2: Adopt the following text proposal for TR 38.843:
 ==== Start of TP =======
6.3.2	Performance results
BM_Table 1 through BM_Table 5 in attached Spreadsheets for Beam Management evaluations present the performance results for: 
· BM_Table 1: Evaluation results for BMCase-1 without generalization
· BM_Table 2: Evaluation results for BMCase-2 without generalization
· BM_Table 3: Evaluation results for BMCase-1 with generalization for DL Tx beam prediction
· BM_Table 4. Evaluation results for BMCase-1 with generalization for beam pair prediction
· BM_Table 5. Evaluation results for BMCase-2 with generalization for DL Tx beam and beam pair prediction
In the following performance results, L1-RSRPs of Set B with or without implicit information of Tx beam ID and/or Rx beam ID are used (otherwise stated). 
In the following performance results, Top-K/1(%) is used for Top-K DL Tx beam prediction accuracy or Top-K beam pair prediction accuracy.
====== end of TP ======


	Company
	Comments

	FL
	Discussion:
C) In the reported data in excel, for fixed Set B, for BM-Case1, all the evaluations used “L1-RSRPs of Set B, with or without implicit information of Tx beam ID and/or Rx beam ID. For BM-Case2, majority used “L1-RSRPs of Set B, with or without implicit information of Tx beam ID and/or Rx beam ID”.
D) Clarification of Top-K DL Tx beam/beam pair prediction accuracy 
Considering the above three points, the above changes are proposed.  

Alternatively, the sentence will be added in 6.3.2.x, if separated sub-sections are created for BM-Case1/2, generalizations aspects. 


	
	




Summary of the evaluation results of AI/ML in BM
1.9 Summary of BM-Case1
Observation 5.1-1:  
For BM-Case1 when Set B is a subset of Set A or when Set B is different than Set A, without UE rotation, AI/ML can achieve good performance with measurements of fixed Set B that of 1/4 ~ 1/8 of Set A of beam from the best Rx beam for DL Tx beam prediction, and with measurements of fixed Set B that of 1/4 ~ 1/16 of Set A of beam for beam pair prediction. In addition, for BM-Case1 DL Tx beam prediction, with 1/4 or 1/8 measurement/RS overhead, 96%~99% or 85%~98% of UE average throughput and 95%~97% or 70%~84% of UE 5%ile throughput of non-AI baseline option 1 (exhaustive search over Set A beams) can be achieved according to the predicted beam from AI/ML based on the evaluation results from 2 or 3 sources. Note that, ideal measurements are assumed in the evaluations: beam could be measured regardless their SNR, no measurement error, and measurements obtained in a single-time instance (within a channel-coherence time interval), no quantization and no constraint on UCI payload (for NW-side model). 
With some realistic consideration:  
· Existing quantization granularity of L1-RSRP causes a minor loss in beam prediction accuracy compared to unquantized L1-RSRPs of beams in Set B at least for BM-Case1 for inference of DL Tx beam prediction. 
· Measurement errors degrade the beam prediction performance with AI/ML, while 1 source shows that with measurement errors also degrade the performance with non-AI baseline (both option 1 and option 2). 
· For DL Tx beam prediction, with the measurements from quasi-optimal Rx beam, some performance degradation (e.g., <12% Top-1 beam prediction accuracy loss based on most of results) is observed. If the measurements are from random Rx beam, large performance degradation is observed. 
In addition, comparing with fixed Set B (Opt 1), in case of with Set B changed among pre-configured patterns (Opt 2B), some performance degradation (e.g., no more than or about 10% Top-1 beam prediction accuracy loss based on most of results) is observed; in case of with Set B randomly changed in Set A of beams (Opt 2C), large degradation (e.g, 20%~50% Top-1 beam prediction accuracy loss based on most of results) is observed. With reduced number of measurements of a fixed set of beams (Set C) as inputs of AI/ML (Opt 2D), some performance degradation (e.g., <10% Top-1 beam prediction accuracy loss based on most of results) is observed, in the meanwhile, UCI reporting overhead for inference inputs can be reduced (e.g., 1/2 to 7/8 UCI reporting overhead reduction) comparing with reporting all measurements of the fixed beam Set C. 
Moreover, the performance with different label options has been evaluated which may lead to different data collection overhead for training (for both BM-Case1 and BM-Case2). 

	Company
	Comments

	FL
	Please provide some comments for BM-Case1. 

	
	



1.10 Summary of BM-Case2
Observation 5.2-1: 
Evaluation results for BM-Case2 when Set B= Set A for DL Tx beam prediction and beam pair prediction are summarized in Table AA and Table BB.
Table AA: Summary of the evaluation results for BM-Case2 when Set B=Set A for DL Tx beam prediction
	
	Without rotation
	With rotation

	Beam prediction accuracy performance comparing with non-AI baseline (option 2) 
	For 80ms or 160ms prediction time:
· Some evaluation results show AI/ML may have similar performance or some degradation
For 160ms or larger prediction time: 
· Most of evaluation results show AI/ML provides some beam prediction accuracy gain
· For the longer the prediction time, the higher gain of beam prediction accuracy can be achieved by AI/ML.
	AI/ML can provide some beam prediction accuracy gain

(2 sources)

	RS overhead Case A, comparing with non-AI baseline (option 1)
	AI/ML can achieve decent beam prediction accuracy can be achieved performance can be achieved with 1/5~1/2 measurement/RS overhead reduction 
	NA




	RS overhead Case B, comparing with non-AI baseline (option 2) with given prediction accuracy
	AI/ML can achieve a certain beam prediction accuracy with 7/10 measurement/RS overhead reduction 
(1 source) 
	AI/ML can achieve a certain beam prediction accuracy with 1/2 measurement/RS overhead reduction 
(1 source)

	RS overhead Case B+, comparing with non-AI baseline (option 1)
	AI/ML can achieve good beam prediction with 80% measurement/RS overhead reduction 
(1 source)
	AI/ML can achieve good beam prediction with more than 80% measurement/RS overhead reduction
(1 source)



Table BB: Summary of the evaluation results for BM-Case2 when Set B=Set A for beam pair prediction
	
	Without rotation
	With rotation

	Beam prediction accuracy performance comparing with non-AI baseline (option 2) 
	For 160ms or less prediction time
· AI/ML may or may not provide beam prediction accuracy gain 
For the longer the prediction time, 
· the higher gain of beam prediction accuracy can be achieved by AI/ML.
	AI/ML may or may not provide beam prediction accuracy gain comparing
(3 sources)

	RS overhead Case A, comparing with non-AI baseline (option 1)
	AI/ML can provide good beam prediction accuracy with the less measurements/RS overhead (up to 1/2)

	NA


	RS overhead Case B, comparing with non-AI baseline (option 2) with given prediction accuracy
	AI/ML can achieve a certain beam prediction accuracy can be achieved with 1/2 or 3/5 measurement/RS overhead reduction 
(2 source) 
	NA

	RS overhead Case B+, comparing with non-AI baseline (option 1)
	AI/ML can achieve good beam prediction accuracy with 80% measurement/RS overhead reduction 
(1 source)
	NA



Observation 5.2-2: 
For BM-Case2 when Set B is a subset of Set A for DL Tx beam prediction, AI/ML can achieve good prediction accuracy with 1/2, 1/3, 1/4, 1/8 RS overhead in spatial domain, for the case Set B is fixed or variable with pre-configured patterns of beams with or without UE rotation. More RS/measurements overhead can be achieved considering overhead reduction in time domain. 

Observation 5.2-3: 
For BM-Case2 when Set B is a subset of Set A for beam pair prediction, 
· without UE rotation, AI/ML can achieve good prediction accuracy with 1/4, 1/8, 1/16 RS overhead in spatial domain, for the case Set B is fixed or variable with pre-configured patterns of beams.  
· with UE rotation, from 2 sources, AI/ML can provide 15% or 44% prediction accuracy gain with 1/4, 1/16 RS overhead in spatial domain comparing with non-AI baseline (option 2), for the case Set B is fixed or variable with pre-configured patterns of beams. However, the Top-1 beam prediction accuracy may or may not be good enough. 
· More RS/measurements overhead can be achieved considering overhead reduction in time domain.
Observation 5.2-4: 

Note that, ideal measurements are assumed in the above evaluations (for BM-Case2): beam could be measured regardless their SNR, no measurement error, and measurements obtained in a single-time instance (within a channel-coherence time interval), no quantization and no constraint on UCI payload (for NW-side model). With measurement error, quantization or measurements results from quasi-optimal Rx beam for DL Tx beam prediction, similar observations are observed or expected as for BM-Case1. 

	Company
	Comments

	FL
	Please provide some comments for BM-Case2 of the above observations. 
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