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Introduction 
The study item Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface was approved in RAN#94e [1]. This contribution concerns agenda item 9.2.1, general aspects of AI/ML framework for AI on PHY. 
[bookmark: _Ref178064866]General Aspects of AI/ML Framework
Functionality-based LCM
	Agreement
· For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.
· FFS: Signaling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities
· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
· FFS: Other aspects that may constitute Functionality
· FFS: which aspects should be specified as conditions of a Feature/FG available for functionality will be discussed in each sub-use-case agenda.
· For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models:
· model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.
· FFS: Which aspects should be considered as additional conditions, and how to include them into model description information during model identification will be discussed in each sub-use-case agenda.
· FFS: Relationship between functionality and model, e.g., whether a model may be identified referring to functionality(s).
· FFS: relationship between functionality-based LCM and model-ID-based LCM
· Note: Applicability of functionality-based LCM and model-ID-based LCM is a separate discussion.

Conclusion
From RAN1 perspective, it is clarified that an AI/ML model identified by a model ID may be logical, and how it maps to physical AI/ML model(s) may be up to implementation.
· When distinction is necessary for discussion purposes, companies may use the term a logical AI/ML model to refer to a model that is identified and assigned a model ID, and physical AI/ML model(s) to refer to an actual implementation of such a model.

Agreement
· Study necessity, mechanisms, after functionality identification, for UE to report updates on applicable functionality(es) among [configured/identified] functionality(es), where the applicable functionalities may be a subset of all [configured/identified] functionalities.
· Study necessity, mechanisms, after model identification, for UE to report updates on applicable UE part/UE-side model(s), where the applicable models may be a subset of all identified models.

Agreement
Conclude that applicable functionalities/models can be reported by UE.
Agreement
· Model ID in RAN1 discussion may or may not be globally unique, and different types of model IDs may be created for a single model for various LCM purposes. 
· Note: Details can be studied in the WI phase.
Agreement
For model identification of UE-side or UE-part of two-sided models, categorize model identification types as follows, and further study relevant aspects, necessity, and specification impact (if any).
· Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signaling
· The model may be assigned with a model ID during the model identification, which may be referred/used in over-the-air signaling after model identification. 
· FFS: Spec impact to other WGs
· Type B: Model is identified via over-the-air signaling, 
· Type B1: 
· Model identification initiated by the UE, and NW assists the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Type B2: 
· Model identification initiated by the NW, and UE responds (if applicable) for the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
Note: The support and applicability of each model identification Type is a separate discussion. This study does not imply that model identification is necessary.

	



In this section we provide our view related to remaining FFS on functionality-based LCM: 
	· FFS: Signaling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities
· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
· FFS: Other aspects that may constitute Functionality
· FFS: which aspects should be specified as conditions of a Feature/FG available for functionality will be discussed in each sub-use-case agenda.



Firstly, we outline our view regarding functionalities/features/conditions considers the following high-level steps:
1. UE indication of the identified functionalities based on the conditions indicated via UE capability, where each functionality is defined via NW configuration(s).
· This procedure is “static” (not frequently performed)
2. NW configures the UE with an identified functionality which implicitly activates the corresponding AI/ML functionality.

Moreover, the UE can in another optional step before or after step 2:
2*. UE can indicate applicable functionalities outside of existing UE capability 
· This procedure is dynamic,
· Up to RAN2 to define the details.

These steps relation to the UE capabilities are shown in the figure below. To avoid confusion on terminologies, we would like to avoid an extensive number of terms for each step (e.g. identified/configurable/configured/activated etc.). 
[image: ]
Figure 1 Relation of identified, applicable and activated functionalities.

Regarding the static indication of UE capabilities in step 1, using the existing 3GPP framework for AI/ML, the name of the feature group and the component(s) with candidate values could correspond to the functionality identification. From an operational point of view, the NW needs to know that the UE supports a certain functionality, and this information can be obtained via UE capability signalling. However, the UE might not support the functionality based on specific conditions not included in step 1, which are therefore included in a more dynamic approach in step 2*. Exact details on how such procedure is a RAN2 topic, while RAN1 should focus on which conditions should be handled via a static/dynamic method. 
With such approach, it is possible to outline the conditions for operating a certain feature while using functionality-based LCM. It is not justified to introduce Model IDs specifically for this purpose. 
[bookmark: _Toc146898749]Functionality based LCM is applicable for aligned understanding on the additional conditions. The following procedure is adopted: 
· [bookmark: _Toc146898750]1) UE indicates the identified functionalities based on the conditions indicated via UE capability framework, where each functionality is defined via NW configuration(s).
· [bookmark: _Toc146898751]2) NW configures the UE which implicitly activates the corresponding AI/ML functionality.
· [bookmark: _Toc146898752]2*) UE can indicate applicable functionalities based on additional conditions outside of existing UE capability framework (prior/post of step 2, up to RAN2 to define the details)
Anything in the UE capability implies that such information is not frequently updated, otherwise, our view is that such dynamic procedure would be handled by RAN2. It is unclear at this stage which conditions can be part of the static UE capability signalling or needs to be part of a dynamic approach for each use case, hence our proposals are. 
[bookmark: _Toc146898753]RAN1 should focus on outlining for each use case the conditions part of “static” UE capability signalling, and which conditions that could be handled via a “dynamic” approach. Exact signalling details are up to RAN2.
· [bookmark: _Toc146898754]Outlined conditions could comprise information about scenarios, sites, and datasets
Next, we illustrate an example with details on the “static” UE capability signalling, taking temporal and spatial beam prediction as an example. We show that multiple functionalities can be listed under feature groups in TR 38.822, and the conditions can correspond to the “components” with associated candidate values for configuration.
	Features
	Index
	Feature group 
	Components
(Conditions)

	Note 
(Conditions)
	Mandatory/Optional

	X. AI/ML features
	X-1
	AI/ML based beam prediction in temporal domain
	1) UE can perform T (ms) prediction
2) Configuration of Set A is xxx and Set B beams are yyy.
	Component 1: candidate values for T = {10, 20} (ms)
	Optional with capability signaling

	X. AI/ML features
	X-2
	AI/ML based beam prediction in spatial domain
	…
	…
	…


Table 1 Example of feature group indicating model based on TR 38.822 (note some columns that should be in the column have been removed for easier illustration).
Regarding performing functionality-based LCM based on one configuration or specific configurations of an AI/ML-enabled Feature/FG as stated in the agreement. In our understanding, the LCM steps of activating/deactivating are made by changing one configuration of the UE. Our view regarding “FFS: Signaling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities”, is that this would be handled via UE re-configurations. Hence these needs to be done on a specific configuration and not a set of possible configurations. However, model monitoring could be done for multiple possible configurations; for example, the NW jointly monitors the performance of different CSI prediction time instances. Note that this example would be a NW implementation issue that is transparent to the UE. 
[bookmark: _Toc146898755]Conclude that functionality-based LCM actions such as activation/deactivation/switching is based on NW (re)-configuration.
Based on the above discussion our proposal is the following:
[bookmark: _Toc146898756]Address the FFSs for functionality-based LCM according to
[bookmark: _Toc146898757]Agreement
[bookmark: _Toc146898758]For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:
· [bookmark: _Toc146898759]Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· [bookmark: _Toc146898760]Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.
· [bookmark: _Toc146898761]FFS: Signaling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities.  
Functionality-based LCM operations  activation/deactivation/ switching/fallback is based on NW (re)-configuration.
· [bookmark: _Toc146898762]FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
Information that may be signalled from NW to aid UE-side transparent model operations should be identified on a use-case basis
· [bookmark: _Toc146898763]FFS: Other aspects that may constitute Functionality
UE can indicate updates on applicable functionalities based on additional conditions outside of existing UE capability framework
· [bookmark: _Toc146898764]FFS: which aspects should be specified as conditions or additional conditions of a Feature/FG available for functionality needs to be identified will be discussed in each sub-use-case agenda.
Model-based LCM
In this section, we elaborate on different scenarios where model-based LCM have been discussed, namely: 
· One-sided model at the UE-side with model LCM assistance from the NW-side.
· Model pairing for two sided models.
· Model transfer for UE sided models
· For aligned understanding on the additional conditions between UE and NW for scenario/configuration/site/dataset-specific AI/ML operations 

1. One-sided model at the UE-side with model LCM assistance from the NW-side.

For UE sided model, the UE should be the main responsible entity for managing its models. Nonetheless, there can be two level of management. As a primary management level, it is possible that UE-sided monitoring would also be able to identify the need to initiate an LCM action. For instance, a UE monitors and detects a malfunctioning “physical model” and switch between “physical models” in a manner transparent to the NW, or request fallback to non-AI ML solution. In such cases, there is no need to for network involvement and defining “physical model ID” for one-sided UE models. The RAN4 requirement, put on UE sided models, will ensure that the UE operates the model reliably. 
After detecting a malfunctioning “physical model” and fallback to non-ML solution, the UE may update the “applicable condition” of the corresponding functionality. For one-sided UE models, a “logical model ID” can be represented via  “functionality identification”, hence, we don’t see the need of defining “logical model ID” for one-sided UE model use cases. 
[bookmark: _Toc146898915]Model identification (“physical model” ID or “logical model” ID) for a model trained and monitored at the UE-side is not needed.
As a secondary management level, the NW can aid with managing the LCM at the UE on a functionality level. As part of network performance assessments, the NW might detect that a certain “logical model”/functionality is not working in a certain scenario. The NW can choose to deactivate/activate/switch the functionality. 
The functionality identification is sufficient for supporting “logical model”/functionality performance monitoring of UE-sided models. The needs and benefits of defining “physical model ID” for UE-side models is unclear, since the “physical models” are assumed to be transparent to the NW.
[bookmark: _Toc146898916]Functionality identification is sufficient for a model trained at the UE-side but monitored (if needed) at the NW-side. Model identification (“physical model” ID or “logical model” ID) is not needed.
2. Model pairing for two-sided models
The UE-side model identification situation for two-sided models is similar to that of one-sided models: If a UE has trained “multiple physical AI/ML encoder models” that are paired with a single decoder and these “physical models” are optimized for different scenarios/configurations, then, it is up to UE implementation to select which “physical model” to use, hence, switching between different “physical models” is transparent to the NW. Therefore, it is not sure whether we need of defining “physical model IDs” for two-sided model cases either. However, an identifier-based procedure to perform the initial “pairing” of the “multiple physical AI/ML encoder models” with a single decoder might need a pairing ID. This ID could in one interpretation be considered as a model ID, hence there might be some motivation for model IDs for the two-sided scenario.  
[bookmark: _Toc146898917]For two-sided models, it is beneficial with an identifier-based procedure utilizing a pairing ID to identify a CSI generation model at the UE for a specific CSI reconstruction model used at the gNB. The pairing ID relation to model ID is unclear, one interpretation is that such pairing IDs is a model ID. 

3. Model transfer
Regarding model transfer, if supported, there would likely be a need for the NW to indicate which of the transferred models the UE should use. This should motivate the need for a model ID based method. Nonetheless, so far, RAN1 has not concluded on the necessity or feasibility of model transfer. RAN1 should conclude on the model transfer support before taking it as basis to supporting model ID based LCM. 
[bookmark: _Toc146898918]Model IDs can be useful in the scenario of model transfer, to enable the NW to indicate which of the transferred models the UE should activate/deactivate.

4. For aligned understanding on the additional conditions 
In section 2.1 we have showed how it is possible to outline the conditions for operating a certain feature while using functionality-based LCM. It is not justified to introduce Model ID/model ID based LCM specifically for this purpose.
The FL summary from RAN1#104 proposes to take the following proposal as the starting point for continued discussion in the next meeting: 
	Regarding functionality-based LCM and model-ID-based LCM:
· Functionality-based LCM is the common baseline of the two LCMs in that it relies on legacy-like Features.
· Model-ID-based LCM is a unifying superset of the two LCMs in that functionality-based LCM can be considered as a special case of model-ID-based LCM that uses a single fixed/dummy model ID.
· Functionality-based LCM provides functionality-level management of AI/ML operations by NW for UE-side and two-sided models.
· Model-ID-based LCM additionally provides more granular, model-level management by NW of UE-side and two-sided models, which may provide benefits in the following scenarios:
· UE side models with model transfer
· Pairing of two-sided models
For aligned understanding on the additional conditions (e.g., scenario/configuration/site/dataset) between UE and NW for scenario/configuration/site/dataset-specific AI/ML operations.



Based on what the above discussion, functionality-based LCM, which relies on legacy like feature, would provide sufficient tools to manage the UE sided models. It can be seen that the model ID based LCM can be used as an add-on feature on top of functionality-based LCM targeting certain cases (e.g. when the model is transferred to the UE, or when model paring is needed).
As compared to functionality-based LCM, it should also be noted that model ID/identification comes with additional complications that should not be undermined. Model identification Type A is based on offline co-engineering to align the AI capability understanding between the NW and UE which is believed to have scalability issues. Even though the detailed identification of the model/AI capabilities is not done over the air, some specification impact is still expected so the UE can indicate a reference to bilaterally agreed AI capability. On the other hand, Type B1/B2 avoids offline co-engineering, yet brings overhead, management complexity and specification impact. 
[bookmark: _Toc146898919]Compared to functionality-based LCM, model-ID based LCM has more challenges and brings overhead, management complexity and specification impact.
Based on the above discussion, our updated proposal to 8-6e is to keep the formulation from the offline discussions in 8-6d, with an additional bullet outlining the complexity difference of the two methods. 
[bookmark: _Toc146898765]Regarding functionality-based LCM and model-ID-based LCM:
· [bookmark: _Toc146898766]Functionality-based LCM is the common baseline of the two LCMs in that it relies on legacy-like Features.
· [bookmark: _Toc146898767]Model-ID-based LCM is a unifying superset of the two LCMs in that functionality-based LCM can be considered as a special case of model-ID-based LCM that uses a single fixed/dummy model ID.
· [bookmark: _Toc146898768]Functionality-based LCM provides functionality-level management of AI/ML operations by NW for UE-side and two-sided models.
· [bookmark: _Toc146898769]Model-ID-based LCM additionally provides more granular, model-level management by NW of UE-side and UE-part of two-sided models, which may provide benefits in the following scenarios:
a. [bookmark: _Toc146898770]UE side models with model transfer
b. [bookmark: _Toc146898771]Pairing of two-sided models (if model ID can also be interpreted as a pairing ID)
c. [bookmark: _Toc146898772]For aligned understanding on the additional conditions (e.g., scenario/configuration/site/dataset) between UE and NW for scenario/configuration/site/dataset-specific AI/ML operations.
· [bookmark: _Toc146898773]Compared to functionality-based LCM, model-ID based LCM has more challenges and brings overhead, management complexity and specification impact.

Model identification
In last meeting, the FL summary proposed discussing aspects related to model Identification types: 
· How each type (A, B1, B2) works, their procedures, and where they are used
In model Type A model is identified to NW and UE without over-the-air signalling. This approach would require UE/NW offline co-engineering alignment. In case the model is not expected to be updated frequently, i.e., models that generalize well for different scenario, this approach can be manageable. UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report since, as mentioned, those models would be mostly “static”. 
[bookmark: _Toc146898920]If model ID based LCM is supported, Model type A is suitable for models that are not expected to be updated very frequently (i.e. wide range of applicability). If so, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report. 
Type B1 is more suited for model that needs frequent/fast updates. In some cases, it could be a previously Type A identified model that for some reason does not perform well and needs updates. Additionally, for some use cases, where it is difficult to train a generalized model, the model delivered to the UE depends on the scenario/configuration/etc. identifying those models to NW/UE offline is not scalable approach. Then Type B1 can be used for identifying models with such constraint applicability. In this case, it is not suitable to use the UE capability reporting to report such frequent updates and other means should be investigated. However, it’s up to RAN2 to decide.
[bookmark: _Toc146898921]If model ID based LCM is supported, Type B1 is suitable for indicating models that require dynamic adaptation of the functionality (models that are updated frequently, or models with limited applicability).
For Type B2, the model identification would be part of the model transfer from NW to UE, where the NW would indicate a model ID for the model being transferred to the UE. To respond to the FL question, our view is the procedures is up to RAN2 to decide, RAN1 could instead focus on the identifying typical numbers for how often a model is to be updated as input for RAN2 discussions. Hence, we propose the following:
[bookmark: _Toc146898774]Conclude that it is up to RAN2 to define the exact procedures for type A, B1, B2. RAN1 to study the following aspects to identify the necessity for each type as a basis for RAN2 discussions:
· [bookmark: _Toc146898775]How frequent a model is expected to be updated or new models are delivered to the UE, to address the need for type A or type B1,
· [bookmark: _Toc146898776]Need for model transfer, to motivate the introduction of type B2.

[bookmark: _Ref127440061]Model transfer/deployment
	Observation
· Scenario/configuration specific (including site-specific configuration/channel conditions) models may provide performance benefits in some studied use cases (i.e., when a single model cannot generalize well to multiple scenarios/configurations/sites).
· At least, when UE has limitation to store all related models, model delivery/transfer, if feasible, to UE may be beneficial, at the cost of overhead/latency associated with model delivery/transfer.
· Note: On-device Finetuning/retraining, if feasible, of a single model may be an alternative to model delivery/transfer.
· Note: a single model may generalize well in some studied use cases. 
· Note: Model transfer/delivery to UE may also face challenges, e.g., proprietary issues /burdens in some scenarios



Analysis of the cases for model delivery/transfer
In RAN1#112, the following cases were agreed to facilitate the discussion of model delivery/transfer for UE-side or UE-part models. 
	Agreement 
To facilitate the discussion, consider at least the following Cases for model delivery/transfer to UE, training location, and model delivery/transfer format combinations for UE-side models and UE-part of two-sided models. 

	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top
	Outside 3gpp Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format
	3GPP Network
	NW-side

	z3
	model transfer in open format
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE
	3GPP Network
	NW-side



Note: The Case definition is only for the purpose of facilitating discussion and does not imply applicability, feasibility, entity mapping, architecture, signalling nor any prioritization.
Note: The Case definition is NOT intended to introduce sub-levels of Level z.
Note: Other cases may be included further upon interest from companies.
FFS: Z4 and Z5 boundary 



In the RAN1#113, FL summarized the pros/cons of the different model transfer/delivery cases above as the following format.
	[FL4] Proposed conclusion 7-21b:
The following summarizes the use cases, benefits, challenges/requirements, and potential specification impact of model delivery/transfer Cases for UE-sided/part models. 
For the table, the baseline for comparison is
· Collaboration Level y, with model delivery from the UE-side server to UE
· The UE-side model is trained offline at the UE side. (The same is assumed for Cases z1 and z3.)
· The UE-part of the two-sided model is is trained offline at the UE-side, e.g. via sequential training. (The sameis assumed for Cases z1 and z3.)
· The trained model is quantized, compiled, and tested offline before use. (The sameis assumed for Cases z1 and z2.)

	
	Benefits
	Challenges / requirements
	Potential specification impact 

	y
	-
	-
	-

	Z1
	B2
	C1, C2, C8
	S0

	Z2
	B2
	C1, C2, C3, C9
	S0, [S1]

	Z3
	B1, B2, B3
	C1, C3, C4, C5, C6, C8
	S0, S1

	Z4
	B1, B2, B3, B4
	C3, C4, C5, C6, C7, C9
	S0, S1

	Z5
	B1, B2, B3, B4
	C3, C4, C5, C6, C7, C9, C10, C11
	S0, S1, S2



Benefits:
· B1: Shorter model parameter update timescale without requiring offline quantization, compiling, and testing
· B3: Flexibility for model structure update without offline co-engineering for two-sided models
· B4: Flexibility for model parameter update without offline co-engineering for two-sided models
Challenges and requirements:
· C3: Preservation of proprietary design
· Note: This may not be a concern if the model is widely known and does not involve any device-specific design decisions (such as number of layers, activation size, quantization, etc.) whose choice will constitute a design secret.
· C4: UE capability for accepting new parameters on an existing model structure, such as compiling (if needed), quantization, updating and running the model
· C5: Lack of performance guarantee and testability of an updated model prior to deployment, compared to the baseline scenario of going through offline quantization, compiling, and testing of the updated model with the rest of the modem implementation.
· Note: Performance can be monitored after the model is deployed.
· C9: Potentially suboptimal performance of an updated model due to lack of model quantization optimization during training, compared to the baseline scenario of going through offline quantization, compiling, and testing of the updated model.
· C10: Device specific optimization of the model structure
· C11: Device capability of running an unknown model structure
Potential specification impact:
· S0: Specification related to model transfer
· S1: Specification of model format for open-format model transfer
· S2: Flexible UE capability mechanism beyond model ID-based approach



Even though we don’t see the need of in-depth model transfer discussions in the SI, we consider it important for the completeness of the study and for future use (e.g., new use cases) to at least outline various alternatives for model transfer/delivery and list of pros/cons for each alternative. The previous list did not capture some challenges in our view, mainly:
· It is a heavy burden to 3GPP network to store, register, maintain, retrieve, and transfer UE models, since many different UE models are expected, considering factors like different UE vendors, different UE releases, different PHY functionalities, different deployment scenarios, etc. In our view, there is so far no compelling reason to store a UE’s model in 3GPP network, rather than in the UE’s server. 
· The NW might only be able to train a limited set of models, which might sacrifice the performance and efficiency of some UEs. It may also force the UE to use a generic hardware. These are not compatible with the fundamental design principle of the UE chip, which needs to run as efficiently as possible, e.g., high throughput, low power consumption, small chip size, lower memory size.

Furthermore, the previous list did not capture some benefits, such as:
· A NW trained model can reduce the number of possible unique models in the NW to monitor, leading to simplified model monitoring by larger possibility in reusing monitoring results across UEs
· Model transfer/delivery using any of the use cases in z1-z5 can enable the NW to perform such delivery/transfer when it has available resources,
· A NW model transfer/delivery can simplify the model identification procedure, NW is aware of when/which models are signaled

Our updated proposal is summarized below:
[bookmark: _Toc146898777]Consider the following updates on the benefits for the model transfer/delivery cases. 
· B1: Shorter model parameter update timescale (by not without  requiring offline quantization, compiling, and testing)
· B3: Flexibility for model structure update without offline co-engineering for two-sided models
· B4: Flexibility for model parameter update without offline co-engineering for two-sided models
· B6: Model transfer/delivery can be done efficiently when NW have available resources,
· B7: Simplified NW model-based LCM, since NW is aware of when/which models are deployed in UE,
· B8: NW train models valid for multiple UEs, simplifies NW-sided model monitoring of such UE models.

[bookmark: _Toc146898778]Consider the following updates on the challenges and requirements for the model transfer/delivery cases
· C3: Preservation of proprietary design
· Note: This may not be a concern if the model is widely known and does not involve any device-specific design decisions (such as number of layers, activation size, quantization, etc.) whose choice will constitute a design secret.
· C4: UE capability for accepting new parameters on an existing model structure, such as compiling (if needed), quantization, updating and running the model
· C5: Lack of performance guarantee and testability of an updated model prior to deployment, compared to the baseline scenario of going through offline quantization, compiling, and testing of the updated model with the rest of the modem implementation.
· Note: Performance can be monitored after the model is deployed.
· C9: Potentially suboptimal performance of an updated model due to lack of model quantization optimization during training, compared to the baseline scenario of going through offline quantization, compiling, and testing of the updated model.
· C10: Device specific optimization of the model structure
· C11: Device capability of running an unknown model structure
· C12: Ensuring that Model transfer/delivery occur when NW has available resources.
· C13: Burden on the NW to host, maintain, and transfer excessive number of models in device-specific format
· C14: Bilateral collaboration needed for UE-side to compile a NW-trained model into its proprietary format
· C15: NW to design models suitable for all UE vendors 

We prefer to avoid outline the specification impact for each case at this stage, there are too many unclarities in what would be such impact, however we can conclude that case y is not expected to have any impact. Also that the z3-z5 is expected to have more impact than z1-z2 due to the need of defining an open format. 
[bookmark: _Toc146898779]Consider the following note regarding the specification impact the model transfer/delivery cases.
· [bookmark: _Toc146898780]Case y: No specification impact
· [bookmark: _Toc146898781]Case z1-z5: Specification impact. 
· [bookmark: _Toc146898782]Case z3-z5 is expected to have more specification impact in comparison to case z1-2. 

It is observed that the above benefits/challenges for case y depends on which side that have the training responsibility of the model. Hence, we propose to add another row for case y, and propose the following mapping of the benefits/challenges/challenges:
For the table, the baseline for comparison is
· Collaboration Level y, with model delivery from the UE-side server to UE
· The UE-side model is trained offline at the UE side. (The same is assumed for Cases z1 and z3.)
· The UE-part of the two-sided model is is trained offline at the UE-side, e.g. via sequential training. (The same is assumed for Cases z1 and z3.)
· The trained model is quantized, compiled, and tested offline before use. (The same is assumed for Cases z1 and z2.)

[bookmark: _Ref146898505]Table 2: Benefits/Challenges for each model transfer/delivery case
	Case
	Benefits
	Challenges

	y when training at UE-side
	
	C12

	y when training at NW-side
	B8
	C12, C14, C15

	z1
	B6, B7
	C13

	z2
	B6, B7, B8
	C3, C9, C13, C14, C15

	z3
	B6, B7
	C3, C4, C5,C13, C15

	z4
	B1, B4, B6, B7,B8
	C3, C4, C5, C9,C13, C15

	z5
	B1, B3, B4, B6, B7,B8
	C3, C4, C5, C9, C10, C11,C13, C15


[bookmark: _Toc146887490]
[bookmark: _Toc146898783]Capture the benefits/challenges of model transfer/delivery according to Table 2
Functionality/Model Monitoring  
Monitoring of inactive models 

	Agreement
For the purpose of activation/selection/switching of UE-side models/UE-part of two-sided models /functionalities (if applicable), study necessity, feasibility and potential specification impact for methods to assess/monitor the applicability and expected performance of an inactive model/functionality, including the following examples:
· Assessment/Monitoring based on the additional conditions associated with the model/functionality
· Assessment/Monitoring based on input/output data distribution
· Assessment/Monitoring using the inactive model/functionality for monitoring purpose and measuring the inference accuracy
· Assessment/Monitoring based on past knowledge of the performance of the same model/functionality (e.g., based on other UEs)
FFS: Requirements for the assessment/monitoring to be reliable (e.g., sufficient data coverage during evaluation)
FFS: Additional aspects specific to the case where the inactive model has never been activated before, if any.



The procedure of monitoring inactive models is in our view an implementation issue at the UE, whenever a UE is monitoring an activated model, the UE could also perform monitoring of any of its inactivated model. It is hence unclear why we need to study the monitoring of such inactive models in RAN1. 
[bookmark: _Toc146898784]Conclude that there is no specification impact related to the monitoring of UE inactive models
Terminology on real-time and relaxed monitoring
	Part B: Aspects of data collection that require RAN1 feedback/inputs
To facilitate the discussion on data collection in RAN2 for further progress, RAN2 would like RAN1 to provide feedback/inputs on the following essential aspects:
· Data content
· Typical data size (value or value range) of the identified data content
· Reporting type (e.g., periodic, event triggered, other) of the identified data content
· Typical latency requirement (value or value range) to transfer the identified data content
RAN2 would require RAN1 feedback/inputs on the data collection requirements per LCM purpose (i.e., model training, inference and monitoring) for each (sub)use case, and the LCM sidedness should also be considered. Besides, RAN2 would also like to know to what extent the data would / should be specified (in detail).



There is an ongoing 3GPP discussion on how to monitor a UE-sided model/functionality, where RAN1 is preparing an LS response on part B from RAN2 [2]. One of the discussions comprises the latency requirements for monitoring, where the term “near-real-time” monitoring is mentioned as a candidate for defining such requirements. It should be noted that RAN1 have not made any agreement on the procedure of real-time monitoring of a NW or UE-sided model/functionality, this should be clarified before discussing the need for collecting such data. 
[bookmark: _Toc146898922]There is no agreement nor definition on “(near) real-time” monitoring in RAN1.
The performance of a model/functionality might be very different over the area where it is claimed to be valid, for example, based on the UE capability report, a model/functionality is valid in a certain cell or a number of cells. The UE might claim that a model may achieve 90% accuracy over such wide area. However, such accuracy could be due to in the figure below, Figure 3: Examples with regions where a model is not performing accurately.
2
3
1
Confined/Local environment
(Region where a real-time monitoring 
result is valid)
Environment
 (where model is applicable)
Examples with 3 UEs that each experience a confined/local environment (e.g. a channel coherence time interval), part of a larger environment

· Confined area 1,2 = 100% accuracy
· Confined area 3  = 70% accuracy
A model monitored over the wide area is a slow process and, in the example above will reach the desired accuracy requirement if samples are received uniformly. However, the performance in some parts of the model inference
Monitoring (estimate
inference accuracy)
Activate model?
Time-between monitoring procedure
Inference-accuracy based real-time monitoring.
[bookmark: _Ref142559283]Figure 4: Real-time monitoring with inference accuracy


local areas might be low. One solution for detecting a possible low accuracy region is to perform real-time monitoring and deactivate the model in a problematic area. Since such procedures typically correspond to some extra overhead in measurement or UE processing it should be kept a minimum level. To keep it at a minimal level, one key challenge is when/where/how to activate such monitoring procedure, and to determine for how long such monitoring results is valid. Figure 4 indicates our understanding of a possible schematic of real-time monitoring.
In general, the benefits/challenges with the different monitoring alternatives are summarized in the table below.
	Method
	Benefits
	Challenges

	(near) Real-time monitoring
	· Model is tested in each “local” area before used, hence performance is guaranteed over the local area.
· Simplified RAN4 testing [?]
	· When/How/where to perform the real-time monitoring and for how long the monitoring result is valid (e.g a coherence time interval or UE location) 
· Latency requirement in the data collection

	Relaxed Monitoring
	· Model monitoring can be done less frequently, e.g. when NW have low traffic
· No latency requirement in the data collection
	· Model might be used in low accuracy regions
· How to collect uniform samples over the area where model is claimed to be valid
· Large number of samples are needed 


[bookmark: _Ref142560519]Table 3: Real and non-real time monitoring challenges/benefits
[bookmark: _Toc146898785]Capture benefits/challenges of real-time and relaxed monitoring according to Table 3.
Furthermore, there are now formal definition for what is the definition of a “real-time” monitoring. Our views are captured in the terminology proposal below:
[bookmark: _Toc146898786]Agree to define the following terminology:
· [bookmark: _Toc146898787]Real-time monitoring: A procedure that monitors the inference performance of the AI/ML model for a UE confined environment (physical area and/or time window), a monitoring result is valid for such confined environment.
NW Assistance information
[bookmark: _Hlk143720546]During last meeting, the following has been discussed: 



Proposal 8-4b
· In functionality-based LCM, NW may provide assistance information in the form of scenario ID, configuration ID, site ID, or dataset ID explicit or implicit information to UE.
· UE may use the ID assistance information for 
· Dataset categorization for training
· Inference
· Model monitoring/assessment
· Transparent model selection and switching within a functionality
· Determining and dynamically indicating the support/applicability of a given functionality 
· Study whether/how information about scenarios, configurations, sites, and datasets may be indicated by UE capability.
Detailed contents of assistance information can be studied in each use case.

RAN1 should confirm the necessity for assistance information from NW to aid UE-side transparent model operations before discussing mechanisms to support it. The need for such information should be done on use-case basis. It is not clear what such information could comprise, and how it would be differentiated to the conditions outlined in the UE capability report. Nonetheless, a starting point would be to refer to the generalization observations derived from the evaluations for each use case to decide which information is needed for the UE to map the collected data, e.g. training samples, to specific models. 
[bookmark: _Toc146898788]Conclude that the need for assistance Information from NW to aid UE-side transparent model operations should be discussed on a use-case basis. 

[bookmark: _Toc126848916][bookmark: _Toc126849024][bookmark: _Toc126849822]Conclusions
In the previous sections we made the following observations: 
Observation 1	Model identification (“physical model” ID or “logical model” ID) for a model trained and monitored at the UE-side is not needed.
Observation 2	Functionality identification is sufficient for a model trained at the UE-side but monitored (if needed) at the NW-side. Model identification (“physical model” ID or “logical model” ID) is not needed.
Observation 3	For two-sided models, it is beneficial with an identifier-based procedure utilizing a pairing ID to identify a CSI generation model at the UE for a specific CSI reconstruction model used at the gNB. The pairing ID relation to model ID is unclear, one interpretation is that such pairing IDs is a model ID.
Observation 4	Model IDs can be useful in the scenario of model transfer, to enable the NW to indicate which of the transferred models the UE should activate/deactivate.
Observation 5	Compared to functionality-based LCM, model-ID based LCM has more challenges and brings overhead, management complexity and specification impact.
Observation 6	If model ID based LCM is supported, Model type A is suitable for models that are not expected to be updated very frequently (i.e. wide range of applicability). If so, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report.
Observation 7	If model ID based LCM is supported, Type B1 is suitable for indicating models that require dynamic adaptation of the functionality (models that are updated frequently, or models with limited applicability).
Observation 8	There is no agreement nor definition on “(near) real-time” monitoring in RAN1.

Based on the discussion in the previous sections we propose the following:
Proposal 2 Functionality based LCM is applicable for aligned understanding on the additional conditions. The following procedure is adopted: 
· 1) UE indicates the identified functionalities based on the conditions indicated via UE capability framework, where each functionality is defined via NW configuration(s).
· 2) NW configures the UE which implicitly activates the corresponding AI/ML functionality.
· 2*) UE can indicate applicable functionalities based on additional conditions outside of existing UE capability framework (prior/post of step 2, up to RAN2 to define the details)
RAN1 should focus on outlining for each use case the conditions part of “static” UE capability signalling, and which conditions that could be handled via a “dynamic” approach. Exact signalling details are up to RAN2.
· Outlined conditions could comprise information about scenarios, sites, and datasets
Conclude that functionality-based LCM actions such as activation/deactivation/switching is based on NW (re)-configuration.
Address the FFSs for functionality-based LCM according to
Agreement
For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.
· FFS: Signaling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities.  
Functionality-based LCM operations  activation/deactivation/ switching/fallback is based on NW (re)-configuration.
· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
Information that may be signalled from NW to aid UE-side transparent model operations should be identified on a use-case basis
· FFS: Other aspects that may constitute Functionality
UE can indicate updates on applicable functionalities based on additional conditions outside of existing UE capability framework
· FFS: which aspects should be specified as conditions or additional conditions of a Feature/FG available for functionality needs to be identified will be discussed in each sub-use-case agenda.
Regarding functionality-based LCM and model-ID-based LCM:
· Functionality-based LCM is the common baseline of the two LCMs in that it relies on legacy-like Features.
· Model-ID-based LCM is a unifying superset of the two LCMs in that functionality-based LCM can be considered as a special case of model-ID-based LCM that uses a single fixed/dummy model ID.
· Functionality-based LCM provides functionality-level management of AI/ML operations by NW for UE-side and two-sided models.
· Model-ID-based LCM additionally provides more granular, model-level management by NW of UE-side and UE-part of two-sided models, which may provide benefits in the following scenarios:
a. UE side models with model transfer
b. Pairing of two-sided models (if model ID can also be interpreted as a pairing ID)
c. For aligned understanding on the additional conditions (e.g., scenario/configuration/site/dataset) between UE and NW for scenario/configuration/site/dataset-specific AI/ML operations.
· Compared to functionality-based LCM, model-ID based LCM has more challenges and brings overhead, management complexity and specification impact.
Conclude that it is up to RAN2 to define the exact procedures for type A ,B1, B2. RAN1 to study the following aspects to identify the necessity for each type as a basis for RAN2 discussions:
· How frequent a model is expected to be updated or new models are delivered to the UE, to address the need for type A or type B1
· Need for model transfer, to motivate the introduction of type B2.
Consider the following updates on the benefits for the model transfer/delivery cases. 
· B1: Shorter model parameter update timescale (by not without  requiring offline quantization, compiling, and testing)
· B3: Flexibility for model structure update without offline co-engineering for two-sided models
· B4: Flexibility for model parameter update without offline co-engineering for two-sided models
· B6: Model transfer/delivery can be done efficiently when NW have available resources,
· B7: Simplified NW model-based LCM, since NW is aware of when/which models are deployed in UE,
· B8: NW train models valid for multiple UEs, simplifies NW-sided model monitoring of such UE models.

Consider the following updates on the challenges and requirements for the model transfer/delivery cases
· C3: Preservation of proprietary design
· Note: This may not be a concern if the model is widely known and does not involve any device-specific design decisions (such as number of layers, activation size, quantization, etc.) whose choice will constitute a design secret.
· C4: UE capability for accepting new parameters on an existing model structure, such as compiling (if needed), quantization, updating and running the model
· C5: Lack of performance guarantee and testability of an updated model prior to deployment, compared to the baseline scenario of going through offline quantization, compiling, and testing of the updated model with the rest of the modem implementation.
· Note: Performance can be monitored after the model is deployed.
· C9: Potentially suboptimal performance of an updated model due to lack of model quantization optimization during training, compared to the baseline scenario of going through offline quantization, compiling, and testing of the updated model.
· C10: Device specific optimization of the model structure
· C11: Device capability of running an unknown model structure
· C12: Ensuring that Model transfer/delivery occur when NW has available resources.
· C13: Burden on the NW to host, maintain, and transfer excessive number of models in device-specific format
· C14: Bilateral collaboration needed for UE-side to compile a NW-trained model into its proprietary format
· C15: NW to design models suitable for all UE vendors 

Consider the following note regarding the specification impact the model transfer/delivery cases.
· Case y: No specification impact
· Case z1-z5: Specification impact. 
· Case z3-z5 is expected to have more specification impact in comparison to case z1-2. 
Capture the benefits/challenges of model transfer/delivery according to Table 2
Conclude that there is no specification impact related to the monitoring of UE inactive models
Capture benefits/challenges of real-time and relaxed monitoring according to Table 3.
Agree to define the following terminology:
· Real-time monitoring: A procedure that monitors the inference performance of the AI/ML model for a UE confined environment (physical area and/or time window), a monitoring result is valid for such confined environment.
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