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1. Introduction
At the RAN#101 meeting, the following open issues for RAN1 have been identified in the status report of this study item [1]:
· Complete General Framework (agenda 9.2.1):
· Further discussion and conclusion on functionality-based LCM and model-ID-based LCM, including model identification procedures
· Further discussion and conclusion on model delivery/transfer analysis
· Finalize CSI work (agenda 9.2.2.2):
· Two-sided model training type pro/cons analysis
· Data collection and performance  monitoring for both, one-sided and two-sided models, including ground-truth related and dataset delivery related aspects 
· Inference-related framework, e.g., CSI configuration, payload related aspects, quantization
· Two-sided model pairing mechanism
· Close the loop with RAN2 and RAN4 on any pertinent item:
· Finalize RAN2 LS reply (Part 2)
· Finalize TR: 
· Get notation uniform across use cases. 
· General Framework finalization incl. applicability of some of the agreements made for specific use cases to the general framework. 
· General clean-up, e.g., stating conclusion or lack of conclusion on a number of study areas.
· Conclusions and recommendations
In this contribution, we provide our views on potential conclusions and recommendations regarding AI/ML positioning accuracy enhancement for this study item. Note the intention of this document is to serve as a starting point in order to facilitate discussion.

2. Highlights of observations and agreements for AI/ML positioning
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In this section, we provide a highlighted summary of observations and agreements related to positioning accuracy enhancements during the SI.
Sub-use cases:
The following are selected as representative sub-use cases: 
· Direct AI/ML positioning: 
-	AI/ML model output: UE location
-	e.g., fingerprinting based on channel observation as the input of AI/ML model 
· AI/ML assisted positioning: 
-	AI/ML model output: new measurement and/or enhancement of existing measurement
-	e.g., LOS/NLOS identification, timing and/or angle of measurement, likelihood of measurement

The following cases of AI/ML based positioning accuracy enhancement are considered for the study:
· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning

Positioning accuracy performance evaluations:
Direct AI/ML positioning can significantly improve the positioning accuracy compared to existing RAT-dependent positioning methods when the generalization aspects are not considered.
AI/ML assisted positioning can significantly improve the positioning accuracy compared to existing RAT-dependent positioning methods when the generalization aspects are not considered.
Evaluation of the following generalization aspects show that the positioning accuracy of direct AI/ML positioning deteriorates when the AI/ML model is trained with dataset of one deployment scenario, while tested with dataset of a different deployment scenario. 
-	The generalization aspects include:
-	Different drops 
-	Different clutter parameters 
-	Different InF scenarios
-	Network synchronization error 
-	Companies have provided evaluation results which show that the positioning accuracy on the test dataset can be improved by better training dataset construction and/or model fine-tuning/re-training.
-	Better training dataset construction: The training dataset is composed of data from multiple deployment scenarios, which include data from the same deployment scenario as the test dataset. 
-	Model fine-tuning/re-training: the model is re-trained/fine-tuned with a dataset from the same deployment scenario as the test dataset.
Note: ideal model training and switching may provide the upper bound of achievable performance when the AI/ML model needs to handle different deployment scenarios.
For AI/ML assisted positioning with timing information (e.g., ToA) as model output, evaluation of the following generalization aspects show that: 
· the positioning accuracy deteriorates when the AI/ML model is trained with dataset of one deployment scenario, while tested with dataset of a different deployment scenario. 
· Different drops 
· Different clutter parameters 
· Different InF scenarios
· the positioning accuracy may or may not deteriorate when the AI/ML model is trained with dataset of one deployment scenario, while tested with dataset of a different deployment scenario.
· Network synchronization error 
· UE/gNB RX and TX timing error
· SNR mismatch 
· Channel estimation error
For AI/ML assisted positioning, evaluation results demonstrate that for the generalization aspects of:
· Different drops 
· Different clutter parameters 
· Different InF scenarios
· Network synchronization error 
· UE/gNB RX and TX timing error
· SNR mismatch 
· Channel estimation error
if the positioning accuracy would deteriorate when the AI/ML model is trained with dataset of one deployment scenario and tested with dataset of a different deployment scenario, the positioning accuracy on the test dataset can be improved by better training dataset construction and/or model fine-tuning/re-training.
· Better training dataset construction: The training dataset is composed of data from multiple deployment scenarios, which include data from the same deployment scenario as the test dataset. 
· Model fine-tuning/re-training: the model is re-trained/fine-tuned with a dataset from the same deployment scenario as the test dataset.
Note: ideal model training and switching may provide the upper bound of achievable performance when the AI/ML model needs to handle different deployment scenarios.

Data collection (for training, monitoring, inference, etc.):
The following options of entity and mechanisms to generate ground truth label are identified
· At least PRU is identified to generate ground truth label for UE-based positioning with UE-side model (Case 1) and UE-assisted positioning with UE-side model (Case 2a)
· At least LMF with known PRU location is identified to generate ground truth label for UE-assisted/LMF-based positioning with LMF-side model (Case 2b) and NG-RAN node assisted positioning with LMF-side model (Case 3b)
· At least network entity with known PRU location is identified to generate ground truth label for NG-RAN node assisted positioning with gNB-side model (Case 3a)
· when beneficial and necessary (e.g., limited PRU availability)
· UE with estimated/known location generates ground truth label and corresponding label quality indicator
· based on non-NR and/or NR RAT-dependent and/or NR RAT-independent positioning methods
· At least for UE-based positioning with UE-side model (Case 1) and UE-assisted positioning with UE-side model (Case 2a)
· Network entity generates ground truth label and corresponding label quality indicator
· based on non-NR and/or NR RAT-dependent and/or NR RAT-independent positioning methods 
· At least for UE-assisted/LMF-based positioning with LMF-side model (Case 2b),  NG-RAN node assisted positioning with gNB-side model (Case 3a) and NG-RAN node assisted positioning with LMF-side model (Case 3b)
· Note: user data privacy needs to be preserved
The following options of entity to generate other training data (at least measurement corresponding to model input) are identified
· For UE-based with UE-side model (Case 1) and UE-assisted positioning with UE-side (Case 2a) or LMF-side model (Case 2b)
· PRU 
· UE
· For NG-RAN node assisted positioning with Network-side model (Case 3a and Case 3b)
· TRP
Note: transfer of training data from the entity generating training data to a different entity is not precluded and associated potential specification impact is to be considered

Regarding data collection for AI/ML based positioning, at least the following information of data with potential specification impact are identified.
· Ground truth label
· Report from the label data generation entity
· Measurement (corresponding to model input)
· Report from the measurement data generation entity
· Quality indicator
· For and/or associated with ground truth label and/or measurement 
· Report from the label and/or the measurement data generation entity and/or as request from a different (e.g., data collection, etc.) entity
· RS configuration(s)
· At least for deriving measurement
· Request from data generation entity (UE/PRU/TRP) to LMF and/or as LMF assistance signaling to UE/PRU/TRP
· Note1: there may not be any enhancements on top of existing RS configuration(s) or any new RS configuration(s) for positioning measurement
· Time stamp
· At least for and/or associated with collected data 
· Separate time stamp for measurement and ground truth label, when measurement and ground truth label are generated by different entities
· Report from data generation entity together with collected data and/or as LMF assistance signaling
· Note2: there may not be any enhancements on top of time stamp in existing positioning measurement report or any new time stamp report for positioning measurement
· Note3: whether and how the above information can be applied to different aspects of AI/ML LCM (e.g., training, updating, monitoring, etc.) can be discussed
· Note4: transfer of data from the entity generating data to a different entity is not precluded from RAN1 perspective
· Note5: If any specification impact is identified, the impact may be different between positioning use cases (Case 1/2a/2b/3a/3b).
· Note6: the necessity of other information (e.g., scenario identifier. LOS/NLOS condition, timing error, etc.) for data collection can be discussed

Monitoring:
At least the following monitoring methods with potential specification impact are identified
· Model monitoring based on provided ground truth label (or its approximation)
· Monitoring metric: statistics of the difference between model output and provided ground truth label
· For monitoring UE-side and gNB-side model
· signaling from monitoring entity to request ground truth label (if needed)
· signaling from monitoring entity to request model output (if needed)
· signaling for potential request/report of monitoring metric (if needed)
· Note: there may not be any specification impact
· For monitoring LMF-side model
· signaling from LMF to request measurement(s) (if needed)
· Model monitoring without ground truth label
· Monitoring metric
· Statistics of measurement(s) compared to the statistics associated with the training data. Note: the measurement(s) may or may not be the same as model input.
· Statistics of model output compared to the statistics associated with the training data and/or its own previous inference output
· For monitoring UE-side and gNB-side model
· signaling from LMF to facilitate the monitoring entity to derive the monitoring metric (if needed)
· signaling from monitoring entity to request measurement(s) (if needed)
· signaling for potential request/report of monitoring metric (if needed)
· Note: there may not be any specification impact
· For monitoring LMF-side model
· signaling from LMF to request measurement(s) (if needed)
Note: no extensive evaluation results on model monitoring metric comparison have been carried out
Note: there is no consensus during SI on whether monitoring metric will have spec impact or not

The following entities are identified to derive monitoring metric
· UE at least for Case 1 and 2a (with UE-side model)
· gNB at least for Case 3a (with gNB-side model)
· LMF at least for Case 2b and 3b (with LMF-side model)
· LMF for Case 2a (with UE-side model) and Case 3a (with gNB-side model) at least when monitoring is based on provided ground truth label (or its approximation)

Inference:
For assisted AI/ML positioning with UE-assisted (Case 2a) and NG-RAN node assisted positioning (Case 3a), at least the following types of model inference output are identified as candidates providing performance benefits
· Timing estimation
· Note: the report to LMF is derived based on and maybe different from the model inference output
· LOS/NLOS indicator

For direct AI/ML positioning with LMF-side model (Case 2b and 3b), the following types of measurement report are identified if beneficial and necessary (e.g., tradeoff positioning accuracy requirement and signaling overhead), 
· take into account that existing Rel-16/17 measurement and/or expected Rel-18 measurement report may contain timing, power and phase information of the channel response
· measurement report, which contains timing, power and phase information of the channel response
· At least for Case 3b
· measurement report, which contains timing and power information of the channel response
· measurement report, which contains timing information of the channel response
· Note: combinations of multiple measurement reports and/or post processing of the measurement reports are not precluded

3. Use cases of AI/ML positioning
At RAN#101, there’s a view to further discuss whether to support all 5 cases of AI/ML positioning for the potential Rel-19 AI/ML WI [2]. In this section, we provided our views.

First of all, as observed by the evaluation results, both direct AI/ML positioning and AI/ML assisted positioning can significantly improve the positioning accuracy compared to existing RAT-dependent positioning methods.

Note that these 5 cases are considered in terms of potential specification impact during the study rather than for positioning accuracy performance comparison and hence no extensive evaluation results have been reported comparing against each case.
· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
As indicated in section 2, in order to support AI/ML positioning, the most obvious specification impact (i.e., enhancement on top of existing specification) is for data generation and collection, which is essential for all aspects of AI/ML operation (training, monitoring, inference, etc.) in general. Among the collected data, enhancement to measurement report (e.g., based on extensions to current measurement report or with new measurement report) is necessary for direct AI/ML positioning (Case 2b and 3b) as model inference input and for AI/ML assisted positioning (Case 2a and 3a) where report to LMF is based on model inference output. Note that enhancement to measurement report can be applied to Case 1 for training data collection as well but likely not for model monitoring and/or inference of Case 1. It is observed that the specification effort to support label and associated data other than measurement might be much less on top of existing positioning measurement. 
The following table summarizes the potential specification impact for data collection in general. From RAN1 perspective, other than potential measurement, signaling and procedure for training which is common for all cases, Case 1 has minimal specification impact for monitoring and inference. Case 2a and 3a are AI/ML enhancement for existing DL and UL positioning solutions, respectively. While Case 2b and 3b are AI/ML enhancement at LMF with UE and gNB assisted measurement. It is observed that there’s minor difference in terms of specification efforts between Case 2a and 3a, as well as between Case 2b and 3b. In other words, there’s little saving on specification efforts if any one of case is not supported 

	
	For training
	For monitoring
	For inference

	Case 1
	Label, measurement and associated data
	No explicit spec impact on measurement and/or label report
	No explicit spec impact on measurement as model input 

	Case 2a
	Label, measurement and associated data
	measurement (if needed)
label for label-based monitoring (if needed)
	Report based on UE model output (intermediate measurement) to LMF

	Case 2b
	Label, measurement and associated data
	measurement (if needed)
	Measurement report from UE for LMF-side model input

	Case 3a
	Label, measurement and associated data
	measurement (if needed)
label for label-based monitoring (if needed)
	Report based on gNB model output (intermediate measurement) to LMF

	Case 3b
	Label, measurement and associated data
	measurement (if needed)
	Measurement report from gNB for LMF-side model input



Lastly, in conventional RAT-dependent positioning, DL-only UE-based, DL and UL UE-assisted and NG-RAN node assisted positioning methods are all specified for the consideration of different deployments and/or scenarios. We think the same motivation holds for the considered 5 cases where each case has their benefits when various factors are considered (e.g., UE-side or NW-side model development and/or deployment usage depends on operator/vendor preference etc.). Excluding any one case may actually limit the flexibility of deployments. For instance, excluding Case 2b while including Case 3b will prevent the usage of direct AI/ML positioning with DL and UL positioning solutions (i.e., M-RTT). Similarly, excluding Case 3a while including Case 2a, or vice versa will also prevent the usage of AI/ML assisted positioning with DL and UL positioning solutions.  
In conclusion, we recommend including all five cases if AI/ML positioning were in the scope of a potential AI/ML WI. 
Proposal 1:
If AI/ML positioning were in the scope of a potential AI/ML WI, include all five studied cases (Case 1 to 3b). 

4. Text Proposal for TR conclusion
 In this section, we provide draft text proposal to facilitate discussion on conclusions and recommendations regarding AI/ML positioning for this study item.

Proposal 2:
Use the following draft text proposal as a starting point for discussion on conclusions for AI/ML positioning
Finalize text proposal and capture it in Section 8 of the 3GPP TR 38.843
[bookmark: _Toc533023413][bookmark: _Toc536119035]-------------------------------------------- Start of Text Proposal ----------------------------------------------------------------
This study focused on the analysis of potential enhancements necessary to enable AI/ML for positioning accuracy enhancements with NR RAT-dependent positioning methods. 
Evaluation scenarios and KPIs were identified for system level analysis of AI/ML enabled RAT-dependent positioning techniques as described in Section 6.4.
Direct AI/ML positioning and AI/ML assisted positioning were identified and selected as the representative sub-use cases. Evaluation results have shown that in considered evaluation scenarios, both direct AI/ML positioning and AI/ML assisted can significantly improve the positioning accuracy compared to existing RAT-dependent positioning methods. Various aspects of AI/ML for positioning accuracy enhancement were investigated and evaluated as described in Section 6.4 that provides summary of evaluation results from different sources. 
The necessity, feasibility and potential enhancements to facilitate support of AI/ML for positioning accuracy enhancements with NR RAT-dependent positioning methods were studied. Various aspects (training data generation and collection, monitoring and inference) of AI/ML for positioning accuracy enhancements were identified as necessary and beneficial as outlined in Section 7.
The following aspect was identified as necessary to enable AI/ML for positioning accuracy enhancements with NR RAT-dependent positioning methods and is recommended to be specified:
-	Measurements, assistance signalling and procedures
-	For AI/ML training data generation and collection
-	For AI/ML inference with UE-assisted and NG-RAN node assisted positioning solutions
-	Potentially for AI/ML monitoring
A variety of enhancements for measurements (e.g., based on extensions to current positioning measurements or with new measurements) were considered beneficial in some scenarios and are recommended to be studied further and if needed, specified during normative work. 
Based on conducted analysis, it is recommended to proceed with a normative work to support AI/ML enhancements with the following positioning techniques:
-	DL, UL and DL+UL positioning methods 
-	UE-based, UE-assisted and NG-RAN node assisted positioning solutions

-------------------------------------------- End of Text Proposal -----------------------------------------------------------------
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5. Conclusion
In this contribution, we have provided draft text proposal for TR conclusion summarizing AI/ML positioning part of the Study from RAN1 perspective. We suggest to use this text as a starting point for discussion and update it, if necessary. We have the following proposals.

Proposal 1:
If AI/ML positioning were in the scope of a potential AI/ML WI, include all five studied cases (Case 1 to 3b). 

Proposal 2:
Use the following draft text proposal as a starting point for discussion on conclusions for AI/ML positioning
Finalize text proposal and capture it in Section 8 of the 3GPP TR 38.843
-------------------------------------------- Start of Text Proposal ----------------------------------------------------------------
This study focused on the analysis of potential enhancements necessary to enable AI/ML for positioning accuracy enhancements with NR RAT-dependent positioning methods. 
Evaluation scenarios and KPIs were identified for system level analysis of AI/ML enabled RAT-dependent positioning techniques as described in Section 6.4.
Direct AI/ML positioning and AI/ML assisted positioning were identified and selected as the representative sub-use cases. Evaluation results have shown that in considered evaluation scenarios, both direct AI/ML positioning and AI/ML assisted can significantly improve the positioning accuracy compared to existing RAT-dependent positioning methods. Various aspects of AI/ML for positioning accuracy enhancement were investigated and evaluated as described in Section 6.4 that provides summary of evaluation results from different sources. 
The necessity, feasibility and potential enhancements to facilitate support of AI/ML for positioning accuracy enhancements with NR RAT-dependent positioning methods were studied. Various aspects (training data generation and collection, monitoring and inference) of AI/ML for positioning accuracy enhancements were identified as necessary and beneficial as outlined in Section 7.
The following aspect was identified as necessary to enable AI/ML for positioning accuracy enhancements with NR RAT-dependent positioning methods and is recommended to be specified:
-	Measurements, assistance signalling and procedures
-	For AI/ML training data generation and collection
-	For AI/ML inference with UE-assisted and NG-RAN node assisted positioning solutions
-	Potentially for AI/ML monitoring
A variety of enhancements for measurements (e.g., based on extensions to current positioning measurements or with new measurements) were considered beneficial in some scenarios and are recommended to be studied further and if needed, specified during normative work. 
Based on conducted analysis, it is recommended to proceed with a normative work to support AI/ML enhancements with the following positioning techniques:
-	DL, UL and DL+UL positioning methods 
-	UE-based, UE-assisted and NG-RAN node assisted positioning solutions

-------------------------------------------- End of Text Proposal -----------------------------------------------------------------

2 
3 
3.1 
Reference
[1] RP-232659	Status Report of Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface
[2] RP-232611	Moderator's summary for REL-19 RAN1 topic AI (Artificial Intelligence)/ML (Machine Learning) for Air interface


1/9
