3GPP TSG-RAN WG1 Meeting #114bis	  R1-2308917
Xiamen, China, October 9 - 13, 2023

Agenda Item:	8.14.3
Source:	Huawei, HiSilicon
Title:	Highlights for the evaluation on AI/ML based CSI feedback enhancement
Document for:	Discussion and Decision

Introduction
After the RAN1#114 meeting [1], “Evaluation on AI/ML for CSI feedback enhancement” is one of the sub agendas of Rel-18 air-interface AI/ML for which the discussions are completed, and the evaluation results have been endorsed at TR 38.843 [2]. From the Moderator’s understanding, the issues for TR clean-up may include:
· Provision of new contents which have not been captured in TR but deemed by Moderator as helpful for TR.
· Clarification on the studied areas, e.g., which have the conclusion/observation and which do not.
· High level observations for the studied areas.
· Recommendations on the solutions/sub use cases from the evaluation perspective.
This contribution will discuss the above aspects. In addition, TP is provided for section 6.2 of TR 38.843 on other miscellaneous points.
Provision of new contents to TR 38.843
Brief description on how AI/ML works for CSI enhancements
In the current TR, for CSI compression, there are separate paragraphs describing the terms of “CSI generation part”, “CSI reconstruction part”, “quantization/dequantization”, “input/output CSI”, etc., which may not be crystal-clear on how these functionalities would operate to achieve the end-to-end AI/ML system to the readers.
To make it more readable, it is considered to add a figure to express the procedure of inference for CSI compression. Considering we have not excessively studied the pre-processing for the input CSI, e.g., SVD decomposition, or angular-delay domain conversion, etc., these pre-processing are not included in the description.
Proposal 1: Adopt the TP in Section 2.1 to TR 38.843 to describe the procedure of inference for CSI compression.
	------------------ Text Proposal for 38.843 v1.0.0 Clause 6.2.1 ------------------
[bookmark: _Toc135002573][bookmark: _Toc137744865]6.2.1	Evaluation assumptions, methodology and KPIs
*** Unchanged text is omitted ***
CSI compression sub use case specific aspects: 
The following figure describes the inference procedure for CSI compression. For generating the input of CSI generation model, it may need some further pre-processing on the measured channel; for the output of the CSI reconstruction model, some further post-processing may also be applied.
[image: ]
Figure X Description of the CSI compression inference procedure. 
For the evaluation of the AI/ML based CSI compression sub use case, companies are encouraged to report details of their models, including:
*** Unchanged text is omitted ***


Observations on complexity
In the evaluation assumptions, the complexity (including FLOPs, AI/ML model size, and number of parameters) is determined as one metric. But there is no corresponding observation to capture/summarize the complexity metric submitted by companies. 
	KPIs and Evaluation metrics: 
-	Capability/complexity: Floating point operations (FLOPs), AI/ML model size, number of AI/ML parameters
-	Reported separately for the CSI generation part and the CSI reconstruction part (for CSI compression sub-use case)


To complete the study, the complexity values in terms of FLOPs and number of parameters are summarized and captured to the TR. For the AI/ML model size, as it is more or less proportional with the number of parameters while its size depends on the simulation environment which may be different over companies; therefore, the AI/ML model size is not captured.
Note that for CSI compression, only AI/ML models for Rank 1 are taken into consideration. For Rank 2/4, the complexity value is relevant with the rank>1 options so that it is more difficult to calibrate over companies; in addition, some of the submitted results are not consistent with the Rank 1 results of the same company. 
Proposal 2: Adopt the TP in Section 2.2 to TR 38.843 to capture the complexity results for CSI compression and CSI prediction.
	------------------ Text Proposal for 38.843 v1.0.0 Clause 6.2.2 ------------------
[bookmark: _Toc135002574][bookmark: _Toc137744866]6.2.2	Performance results
*** Unchanged text is omitted ***
Observations: 
CSI compression
For the evaluation of CSI compression, for the type of AI/ML model input (for CSI generation part)/output (for CSI reconstruction part), a vast majority of companies adopt precoding matrix as model input/output.
Note: For the evaluations of CSI compression with 1-on-1 joint training, 22 sources take precoding matrix without angular-delay domain conversion as the model input/output; 2 sources take precoding matrix with angular-delay domain representation as the model input/output. No company submitted explicit channel matrix as input.
The complexity metric in terms of FLOPs and number of parameters of AI/ML models adopted in the evaluations of CSI compression with Max rank 1 are summarized in the following figure, where the complexity for the CSI generation part and the complexity for the CSI reconstruction part are illustrated separately. 
-  A majority of 23 sources adopt the CSI generation model subject to the FLOPs from 10M to 800M, and 24 sources adopt the CSI reconstruction model subject to the FLOPs from 10M to 1100M.
[bookmark: _GoBack]-  A majority of 20 sources adopt the CSI generation model subject to the number of parameters from 1M to 13M, and 21 sources adopt the CSI reconstruction model subject to the FLOPs from 1M to 17M.
-  Results refer to Table 1 of R1-2308917.
[image: ]
Figure X Complexity of AI/ML models from evaluation results in terms of FLOPs and number of parameters for CSI compression. 
For the evaluation of the AI/ML based CSI compression sub use case, companies are encouraged to report details of their models, including:
*** Unchanged text is omitted ***
CSI Prediction
The complexity values in terms of FLOPs and number of parameters of AI/ML models adopted in the evaluations of CSI prediction are summarized in the following figure. 
-  Results refer to Table 2 of R1-2308917.
[image: ]
Figure X Complexity of AI/ML models from evaluation results in terms of FLOPs and number of parameters for CSI prediction. 
For the AI/ML based CSI prediction, compared with the benchmark of the nearest historical CSI:
*** Unchanged text is omitted ***


As a note of the sources for CSI compression (Rank 1):
Table 1. Complexity of AI/ML models from evaluation results for CSI compression
	Source
	CSI generation part
	CSI reconstruction part

	
	AI/ML model backbone
	FLOPs/M
	Number of parameters/M
	AI/ML model backbone
	FLOPs/M
	Number of parameters/M

	Huawei#1
	Transformer
	800
	13
	Transformer
	1100
	17

	Huawei#2
	Transformer, LSTM
	600
	6
	Transformer, LSTM
	600
	6

	Nokia
	Transformer
	12
	0.6
	Transformer
	12
	0.6

	Futurewei#1
	CNN
	354
	2.4
	CNN
	580
	3.8

	Futurewei#2
	CNN
	360
	5.2
	CNN
	586
	6.5

	Lenovo
	Transformer
	
	0.61
	Resedual Block
	
	0.76

	ZTE
	Transformer
	25
	4
	Transformer
	28
	5

	Vivo
	Transformer
	85.44
	6.9
	Transformer
	109.86
	9

	OPPO
	Transformer
	21.4
	10.7
	Transformer
	21.4
	10.7

	Spreadtrum
	Transformer
	800
	10.5
	Transformer
	800
	10.5

	Fujitsu
	Transformer
	15.7
	1.34
	Transformer
	15.7
	1.34

	NTT DOCOMO
	Transformer
	44.2
	4
	Transformer
	44.2
	4

	Intel
	Transformer
	270
	10.7
	Transformer
	270
	10.7

	MediaTek
	Transformer
	84
	3.2
	Transformer
	84
	3.2

	CATT
	Transformer
	10
	2.51
	Transformer
	10.2
	2.52

	China Telecom
	Transformer
	18.9
	1.6
	Transformer
	134.3
	1.7

	Qualcomm
	Transformer
	10
	0.1
	Transformer
	10
	0.1

	BJTU
	CsiNet+
	0.403
	0.036
	CsiNet+
	18.2
	0.0645

	ETRI#1
	Transformer
	48
	1.71
	Transformer
	48
	1.71

	ETRI#2
	Transformer
	146.88
	5.25
	Transformer
	146.88
	5.25

	ETRI#3
	Transformer
	96
	3.42
	Transformer
	96
	3.42

	ETRI#4
	Transformer
	293.76
	10.5
	Transformer
	293.76
	10.5

	Xiaomi
	Transformer
	258
	10.72
	Transformer
	258
	10.72

	CMCC
	Transformer
	21.426
	10.713
	Transformer
	21.426
	10.713

	Ericsson
	ResNet-like CNN
	0.029
	0.026
	ResNet-like CNN
	0.031
	0.027

	Samsung
	Bi-LSTM
	19.1
	0.6
	Bi-LSTM
	47
	2


As a note of the sources for CSI prediction:
Table 2. Complexity of AI/ML models from evaluation results for CSI prediction
	Source
	AI/ML model backbone
	FLOPs/M
	Number of parameters/M

	Huawei
	MLP-mixer
	12
	0.33

	ZTE
	LSTM
	188.3
	18.5

	Spreadtrum#1
	FCN
	2.4
	1.2

	Spreadtrum#2
	ConvLSTM
	82
	0.35

	Samsung
	Bi-LSTM
	71.6
	5.3

	Fujitsu
	MLP-mixer
	24
	1.6

	CATT
	ConvLSTM
	58.23
	0.041

	Apple
	LSTM
	0.017
	0.005

	vivo
	2D-FCN
	77
	0.29

	MediaTek
	CNN
	1920
	0.75

	Nokia#1
	Convolutional LSTM
	0.129
	0.004368

	Nokia#2
	Convolutional BiLSTM
	0.8459
	0.012048

	ETRI #1
	Conv-LSTM
	1481.87
	178.71

	ETRI #2
	Conv-LSTM
	341.97
	178.71

	Xiaomi
	LSTM
	1.904
	0.952

	CMCC
	Full connection block
	1.589
	0.797

	NVIDIA
	CNN
	180.2
	0.3

	OPPO
	MLP-mixer
	46
	23

	CEWiT
	ConvLSTM
	0.1
	2.5


[bookmark: _Ref129681832]Clarification on the studied areas
During the SI, a number of areas have been studied and the corresponding agreements/conclusions are generated on the simulation assumptions, simulation cases, etc. In the end, some of the studied areas have the corresponding observations, while some others do not generate the corresponding observations (e.g., due to insufficient evaluation results). To clarify the studied areas including the ones having observations and the ones lack of observations, the following proposed conclusion is then raised (whether the following proposed conclusion is to be captured to the TR is TBD).
Proposal 3: For clarification on the studied areas, the following aspects have been studied for the evaluation on CSI feedback enhancement in Rel-18:
· The following aspects have been studied for the evaluation on AI/ML based CSI compression:
· From the perspective of basic performance gain over non-AI/ML benchmark (assuming 1 on 1 joint training without considering generalization), 
· It has been studied with corresponding observations on: 
· the metrics of SGCS, mean UPT, 5% UPT, CSI feedback overhead reduction, [and complexity]
· the benchmark of R16 Type II codebook
· It has been studied but is lack of observations on: 
· the metric of NMSE
· the benchmarks of Type I codebook and R17 Type II codebook
· From the perspective of AI/ML solutions (assuming 1 on 1 joint training without considering generalization), 
· It has been studied with corresponding observations on: model input/output type, monitoring for intermediate KPI (including NW side monitoring and UE side monitoring), quantization methods (including quantization awareness for training, and quantization format), and high resolution ground-truth CSI for training, with the metric of SGCS (in particular, for monitoring, the metric also includes monitoring accuracy)
· It has been studied but is lack of observations on: the options of CQI calculation, and the options of rank>1 solution
· From the perspective of generalization over various scenarios (assuming 1 on 1 joint training),
· It has been studied with corresponding observations on (with the metric of SGCS): 
· the scenarios including various deployment scenarios, various outdoor/indoor UE distributions, various carrier frequencies, and various TxRU mappings
· the approach of dataset mixing (generalization Case 3)
· It has been studied but is lack of observations on: 
· other aspects of scenarios
· the approach of fine-tuning
· From the perspective of scalability over various configurations (assuming 1 on 1 joint training),
· It has been studied with corresponding observations on (with the metric of SGCS): 
· the configurations including various bandwidths, various CSI feedback payloads, and various antenna port numbers
· the approach of dataset mixing (generalization Case 3), and the approach of fine-tuning for CSI feedback payloads
· the scalability solutions
· It has been studied but is lack of observations on: 
· other aspects of configurations
· the approach of fine-tuning for configurations other than CSI feedback payloads
· From the perspective of multi-vendor joint training (without considering generalization),
· It has been studied with corresponding observations on (with the metric of SGCS): 
· joint training between 1 NW part model and M>1 UE part models, and joint training between 1 UE part model and N>1 NW part models
· It has been studied but is lack of observations on: 
· joint training between N>1 NW part models and M>1 UE part models
· performance comparison between simultaneous training and sequential training
· From the perspective of separate training (without considering generalization),
· It has been studied with corresponding observations on (with the metric of SGCS): 
· NW first training, including 1 NW part model to 1 UE part model with same backbone and with different backbones, and 1 UE part model to N>1 NW part models
· UE first training, including 1 NW part model to 1 UE part model with same backbone and with different backbones, and 1 NW part model to M>1 UE part models
· Impact of shared dataset under 1 NW part model to 1 UE part model for NW first training and UE first training
· It has been studied but is lack of observations on: 
· the metric of air-interface overhead of information (e.g., dataset) sharing
· The following aspects have been studied for the evaluation on AI/ML based CSI prediction:
· From the perspective of basic performance gain over non-AI/ML benchmark (without considering generalization), 
· It has been studied with corresponding observations on: 
· the metrics of SGCS, mean UPT, 5% UPT, [and complexity];
· the benchmarks of nearest historical CSI and auto-regression/Kalman filter based CSI prediction.
· Note: the benchmark of level x based CSI prediction is represented by generalization cases.
· It has been studied but is lack of observations on: 
· the impact of modeling spatial consistency
· the metrics of NMSE
· From the perspective of AI/ML solutions (without considering generalization), 
· It has been studied with corresponding observations on (with the metric of SGCS and the benchmark of nearest historical CSI): impact of input type, impact of UE speed, impact of prediction window, impact of observation window
· From the perspective of generalization over various scenarios,
· It has been studied with corresponding observations on (with the metric of SGCS): 
· the scenario including various UE speeds
· the approach of dataset mixing (generalization Case 3)
· It has been studied but is lack of observations on: 
· various deployment scenarios, various carrier frequencies, and other aspects of scenarios.
· the approach of fine-tuning
· From the perspective of scalability over various configurations, it has been studied but is lack of observations.
High level observations to TR 38.843
The observations drawn in previous meetings are in sophisticated format with respect to the inclusion of numbers, sources, etc. To provide high level insights in a neat and more readable format, the following proposal is given.
Proposal 4: Capture the following high level observations for CSI compression to TR 38.843:
· From the perspective of model input/output type, it is more beneficial in performance by considering precoding matrix as the model input (for CSI generation part)/output (for CSI reconstruction part) than explicit channel matrix
· From the perspective of intermediate KPI based monitoring
· For the monitoring at NW side, it is beneficial to achieve increased monitoring accuracy by considering R16 eType II CB with new/larger parameter(s) as the ground-truth CSI format for monitoring. On the other hand, the new/larger parameter(s) may lead to increased air-interface overhead compared to R16 eType II CB with legacy parameters
· For the monitoring at UE side, it is beneficial to achieve monitoring with smaller air-interface overhead by considering proxy model at UE. On the other hand, the monitoring accuracy of the proxy model may be impacted when the scenario changes so that unseen test data occurs
· From the perspective of quantization methods for CSI feedback, 
· [bookmark: _Hlk146741508]For the quantization awareness for training, it is beneficial to avoid severe performance degradation by considering quantization aware training with fixed/pre-configured quantization method/parameters (Case 2-1) or jointly updated quantization method/parameters (Case 2-2). In particular, it is more beneficial in performance for Case 2-2 over Case 2-1 under vector quantization format
· For the quantization format, vector quantization format achieves comparable performance with scalar quantization format
· From the perspective of high resolution ground-truth CSI for training, it is beneficial to avoid severe performance degradation while on the other hand achieving significant overhead reduction compared to unquantized ground-truth CSI (e.g., Float32) by considering R16 eType II CB with new/larger parameter(s) as the ground-truth CSI format for training. On the other hand, the new/larger parameter(s) may lead to increased overhead compared to R16 eType II CB with legacy parameters
· From the perspective of generalization over various scenarios or scalability over various configurations, compared to generalization Case 1 where the AI/ML model is trained with dataset subject to a certain scenario#B/configuration#B and applied for inference with a same scenario#B/configuration#B,
· For generalization Case 2 where the AI/ML model is trained with dataset from a different scenario#A/configuration#A, generalized performance may be achieved for some certain combinations of scenario#A/configuration#A and scenario#B/configuration#B but not for others
· For generalization Case 3 where the training dataset is constructed with data samples subject to multiple scenarios/configurations including scenario#B/configuration#B, generalized performance of the AI/ML model can be achieved
· In particular, appropriate scalability solution (e.g., truncation/padding, adaptive quantization granularities, adaptation layer in the AI/ML model) may need to be performed to scale the dimensions of the AI/ML model when the training dataset includes data samples subject to configuration#A which has different input/output dimension than configuration#B
· From the perspective of training collaboration types, compared to 1-on-1 joint training, both multi-vendor joint training and separate training may suffer performance loss to some extent.
· In particular, for multi-vendor joint training, minor or moderate degradation is observed
· In particular, for separate training, the performance loss depends on the factors of backbone alignment, and multi-vendor training behavior:
· For separate training of 1 NW part model and 1 UE part model, under both NW first training and UE first training, if backbones are aligned between two sides, minor degradation is observed; otherwise, additional degradation is suffered, leading to minor or moderate degradation
· For NW first training with 1 UE part model to N>1 NW part models, or UE first training with 1 NW part model to M>1 UE part models, additional degradation is suffered, leading to minor, moderate, or significant degradation; whether there is significant performance loss may depend on the training approach
Proposal 5: Capture the following high level observations for CSI prediction to TR 38.843:
· From the perspective of model input/output type, it is more beneficial in performance by considering raw channel matrix as the model input than precoding matrix
· The gain of AI/ML based CSI prediction over the benchmark of the nearest historical CSI is impacted by the length of the observation window length, prediction window length, and UE speed
· From the perspective of generalization over various UE speeds, compared to generalization Case 1 where the AI/ML model is trained with dataset subject to a certain UE speed#B and applied for inference with a same UE speed#B,
· For generalization Case 2 where the AI/ML model is trained with dataset from a different UE speed#A, generalized performance may be achieved for some certain combinations of UE speed#A and UE speed#B but not for others
· For generalization Case 3 where the training dataset is constructed with data samples subject to multiple UE speeds including UE speed#B, generalized performance of the AI/ML model can be achieved
Recommendations to TR 38.843
This section is a place holder since the discussions for CSI other aspects are not completed. The recommendations can be provided when more progress on the remaining issues of other aspects are achieved.
Other miscellaneous points of TP for Section 6.2 of TR 38.843
The following corrections are proposed in forms of TP for Section 6.2 of TR 38.843 v1.0.0 [2].
Proposal 6: Capture the TP in Section 6.1 and Section 6.2 to TR 38.843.
TP for section 6.2.1 of TR 38.843
The following issues are provided.
	Issue#1 Changes to the EVM table
	Description of issue:
1) “Ideal DL channel estimation” related description moved from the text to the EVM table. – it is part of the “channel estimation” elaboration, and should be moved into the EVM tables for both SLS table and LLS table.
2) Editorial correction on font size.
3) Editorial correction – the original agreement has typo error and this can be corrected in TR.
4) For CSI prediction, both non-AI/ML and nearest historical CSI w/o prediction are baselines as per the agreement. The current TR version says “companies to report” either option, which is not accurate.
5) The “Note” under the SLS EVM table should be also applied to the LLS table.

	------------------ Text Proposal for 38.843 v1.0.0 ------------------
6.2.1	Evaluation assumptions, methodology and KPIs
*** Unchanged text is omitted ***
For calibration purposes on the dataset and/or AI/ML model across companies, companies were encouraged to align the parameters (e.g., for scenarios/channels) for generating the dataset in the simulation as a starting point. 
For the evaluation of the AI/ML based CSI feedback enhancement, for ‘Channel estimation’, ideal DL channel estimation is optionally taken into the baseline of evaluation methodology for the purpose of calibration and/or comparing intermediate results (e.g., accuracy of AI/ML output CSI, etc.). Up to companies to report whether/how ideal channel is used in the dataset construction and performance evaluation/inference. 
Note: Eventual performance comparison with the benchmark release and drawing SI conclusions should be based on realistic DL channel estimation. 
*** Unchanged text is omitted ***
Table 6.2.1-1: Baseline System Level Simulation assumptions for AI/ML based CSI feedback enhancement evaluations
	Parameter
	Value

	*** Unchanged text is omitted ***

	CSI feedback
	Feedback assumption at least for baseline scheme
- CSI feedback periodicity (full CSI feedback): 5 ms (baseline)
- Scheduling delay (from CSI feedback to time to apply in scheduling): 4 ms

	Overhead
	Companies shall provide the downlink overhead assumption (i.e., whether the CSI-RS transmission is UE-specific or not and take that into account for overhead computation)

	Traffic model
	At least, FTP model 1 with packet size 0.5 Mbytes is assumed.
Other options are not precluded

	Traffic load (Resource utilization)
	20/50/70%. Companies are encouraged to report the MU-MIMO utilization.  

	UE distribution
	CSI compression: 80% indoor (3 km/h), 20% outdoor (30 km/h)
CSI prediction: 100% outdoor (10, 20, 30, 60, 120 km/h) including outdoor-to-indoor car penetration loss per TR 38.901 if the simulation assumes UEs inside vehicles. No explicit trajectory modeling considered for evaluations. 

	UE receiver
	MMSE-IRC as the baseline receiver

	Feedback assumption
	Realistic

	Channel estimation         
	Realistic as a baseline. Up to companies to choose the error modelling method for realistic channel estimation.
Ideal DL channel estimation is optionally taken into the baseline of evaluation methodology for the purpose of calibration and/or comparing intermediate results (e.g., accuracy of AI/ML output CSI, etc.). Up to companies to report whether/how ideal channel is used in the dataset construction and performance evaluation/inference.
Note: Eventual performance comparison with the benchmark release and drawing SI conclusions should be based on realistic DL channel estimation.
FFS ideal channel estimation

	*** Unchanged text is omitted ***

	Baseline for performance evaluation
	For CSI compression:
Companies need to report which option is used between:
- Rel-16 TypeII Codebook as the baseline for performance and overhead evaluation.
- Rel-17 TypeII Codebook as the baseline for performance and overhead evaluation.

Additional assumptions from R17 TypeII EVM: Same consideration with respect to utilizing angle-delay reciprocity should be considered taken for the AI/ML based CSI feedback and the baseline scheme if R17 TypeII codebook is selected as baseline.

Optionally, Type I Codebook (if it outperforms Type II Codebook) can be considered for comparing AI/ML schemes.

For CSI-prediction: 
Both of the followings are taken as baselines
Companies need to report which option is used between:
· The nearest historical CSI without prediction
· Non-AI/ML or AI/ML with collaboration Level x based CSI prediction for which corresponding details would need to be reported
Note: the specific non-AI/ML based CSI prediction is compatible with R18 MIMO; collaboration level x AI/ML based CSI prediction could be implementation based AI/ML compatible with R18 MIMO as an example.

For the evaluation of CSI enhancements, companies can optionally provide the additional throughput baseline based on CSI without compression (e.g., eigenvector from measured channel), which is taken as an upper bound for performance comparison.



Note:	the baseline EVM is used to compare the performance with the benchmark release, while the AI/ML related parameters (e.g., dataset construction, generalization verification, and AI/ML related metrics) can be of additional/different assumptions. The conclusions for the use cases in the SI should be drawn based on generalization verification over potentially multiple scenarios/configurations.
Table 6.2.1-2 presents the baseline link level simulation assumptions for AI/ML based CSI feedback enhancement evaluations. 
Table 6.2.1-2: Baseline Link Level Simulation assumptions for AI/ML based CSI feedback enhancement evaluations
	Parameter
	Value

	Duplex, Waveform 
	FDD (TDD is not precluded), OFDM 

	Carrier frequency
	2GHz as baseline, optional for 4GHz

	Bandwidth
	10MHz or 20MHz

	Subcarrier spacing
	15kHz for 2GHz, 30kHz for 4GHz

	Nt
	32: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ

	Nr
	4: (1,2,2,1,1,1,2), (dH,dV) = (0.5, 0.5)λ

	Channel model
	CDL-C as baseline, CDL-A as optional

	UE speed
	3kmhr, 10km/h, 20km/h or 30km/h to be reported by companies

	Delay spread
	30ns or 300ns

	Channel estimation
	Realistic channel estimation algorithms (e.g., LS or MMSE) as a baseline, FFS ideal channel estimation
Ideal DL channel estimation is optionally taken into the baseline of evaluation methodology for the purpose of calibration and/or comparing intermediate results (e.g., accuracy of AI/ML output CSI, etc.). Up to companies to report whether/how ideal channel is used in the dataset construction and performance evaluation/inference.
Note: Eventual performance comparison with the benchmark release and drawing SI conclusions should be based on realistic DL channel estimation.

	Rank per UE
	Rank 1-4. Companies are encouraged to report the Rank number, and whether/how rank adaptation is applied


Note:	the baseline EVM is used to compare the performance with the benchmark release, while the AI/ML related parameters (e.g., dataset construction, generalization verification, and AI/ML related metrics) can be of additional/different assumptions. The conclusions for the use cases in the SI should be drawn based on generalization verification over potentially multiple scenarios/configurations.
*** Unchanged text is omitted ***




	Issue#2 Changes to the KPI part
	Description of issue:
1) Redundant description on the metric of memory storage in the current TR.
2) Typo error on “<” and “>” when capturing the formula from agreement to TR.
	Agreement
To evaluate the performance of the intermediate KPI based monitoring mechanism for CSI compression,  is in forms of
…
Option 2: Binary state where  and  have different relationships to their threshold(s), i.e., , where  can be same or different from 




	------------------ Text Proposal for 38.843 v1.0.0 ------------------
6.2.1	Evaluation assumptions, methodology and KPIs
*** Unchanged text is omitted ***
KPIs and Evaluation metrics: 
-	Capability/complexity: Floating point operations (FLOPs), AI/ML model size, number of AI/ML parameters AI/ML memory storage in terms of AI/ML model size and number of AI/ML parameters reported by companies who may select either or both
-	Reported separately for the CSI generation part and the CSI reconstruction part (for CSI compression sub-use case) 
-	When reporting the computational complexity including the pre-processing and post-processing, the complexity metric of FLOPs may be reported separately for the AI/ML model and the pre/post processing. While reporting the FLOPs of pre-processing and post-processing the following boundaries are considered:
-	Estimated raw channel matrix per each frequency unit as an input for pre-processing of the CSI generation part.
-	Precoding vectors per each frequency unit as an output of post-processing of the CSI reconstruction part.
-	AI/ML memory storage in terms of AI/ML model size and number of AI/ML parameters is adopted as part of the ‘Evaluation Metric’, and reported by companies who may select either or both.
*** Unchanged text is omitted ***
-	CSI compression: Intermediate KPI: monitoring mechanism considered as: 
*** Unchanged text is omitted ***
-	Step 2: For each of the K test samples, a bias factor of monitored intermediate KPI (KPIDiff) is calculated as a function of KPIDiff = f ( KPIActual , KPIGenie ), where KPIActual is the actual intermediate KPI, and KPIGenie is the genie-aided intermediate KPI. 
*** Unchanged text is omitted ***
-	KPIDiff = f ( KPIActual , KPIGenie ) can take the following forms: 
-	Option 1 (baseline for calibration): Gap between KPIActual and KPIGenie, i.e. KPIDiff = (KPIActual - KPIGenie); Monitoring accuracy is the percentage of samples for which | KPIDiff| < KPIth 1, where KPIth 1 is a threshold of the intermediate KPI gap which can take the following values: 0.02, 0.05 and 0.1.
-	Option 2 (optional and up to companies to report): Binary state where KPIActual and KPIGenie, have different relationships to their threshold(s), i.e., KPIDiff = (KPIActual > KPIth 2, KPIGenie > < KPIth 3) OR (KPIActual < KPIth 2, KPIGenie < > KPIth 3), where KPIth 2 is considered to be the same as KPIth 3. Monitoring accuracy is the percentage of samples for which KPIDiff = 0. 
*** Unchanged text is omitted ***




	Issue#3 Changes on model generalization part
	Description of issue:
1) The agreement has been updated and covered by later agreements and can be removed from the TR.
2) There is no follow up to the FFS. It can be removed from TR.
3) “Model fine-tuning” is relevant with the generalization part. It can be moved to be under the “Model generalization” part.

	------------------ Text Proposal for 38.843 v1.0.0 ------------------
6.2.1	Evaluation assumptions, methodology and KPIs
*** Unchanged text is omitted ***
[bookmark: _Hlk132042455]Model generalization:
In order to study the verification of generalization, the following aspects are encouraged to be reported:
-	The configuration(s)/scenario(s) for training dataset, including potentially the mixed training dataset from multiple configurations/scenarios
-	The configuration(s)/scenario(s) for testing/inference
-	The detailed list of configuration(s) and/or scenario(s)
The following cases are considered for verifying the generalization performance of an AI/ML model over various scenarios/configurations:
*** Unchanged text is omitted ***
To verify the generalization/scalability performance of an AI/ML model over various configurations (e.g., which may potentially lead to different dimensions of model input/output), the set of configurations are considered focusing on one or more of the following aspects:
-	Various bandwidths (e.g., 10MHz, 20MHz) and/or frequency granularities, (e.g., size of subband)
-	Various sizes of CSI feedback payloads, FFS candidate payload number
-	Various antenna port layouts, e.g., (N1/N2/P) and/or antenna port numbers (e.g., 32 ports, 16 ports)
*** Unchanged text is omitted ***
For CSI compression, to achieve the scalability over different output dimensions of CSI generation part (e.g., different generated CSI feedback dimensions), the generalization cases of are elaborated as follows
-	Case 1: The AI/ML model is trained based on training dataset from a fixed output dimension Y1 (e.g., a fixed CSI feedback dimension), and then the AI/ML model performs inference/test on a dataset from the same output dimension Y1.
-	Case 2: The AI/ML model is trained based on training dataset from a single output dimension Y1, and then the AI/ML model performs inference/test on a dataset from a different output dimension Y2.
-	Case 3: The AI/ML model is trained based on training dataset by mixing datasets subject to multiple dimensions of Y1, Y2,..., Yn, and then the AI/ML model performs inference/test on a single dataset of Y1, or Y2,…, or Yn.
-	Notes: For Case 1/2/3, companies to report whether the output of the CSI generation part is before quantization or after quantization. For Case 2/3, the solutions to achieve the scalability between Yi and Yj, are reported by companies, including, e.g., truncation, additional adaptation layer in AI/ML model, etc.
Model Fine-tuning: 
For the evaluation of the potential performance benefits of model fine-tuning of CSI feedback enhancement, which is optionally assessed, the following case is considered:
-	The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model is updated based on a fine-tuning dataset different than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B. After that, the AI/ML model is tested on a different dataset than Scenario#A/Configuration#A, e.g., subject to Scenario#B/Configuration#B, Scenario#A/Configuration#B. 
-	In this case, the fine-tuning dataset setting (e.g., size of dataset) is to be reported along with the improvement of performance.
Further details on evaluations including training collaboration types
*** Unchanged text is omitted ***
For SLS, spatial consistency Procedure A with 50m decorrelation distance from TR 38.901 is used (if not used, assumptions used need to be reported). UE velocity vector is assumed as fixed over time in Procedure A modelling. 

Model Fine-tuning: 
For the evaluation of the potential performance benefits of model fine-tuning of CSI feedback enhancement, which is optionally assessed, the following case is considered:
-	The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model is updated based on a fine-tuning dataset different than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B. After that, the AI/ML model is tested on a different dataset than Scenario#A/Configuration#A, e.g., subject to Scenario#B/Configuration#B, Scenario#A/Configuration#B. 
-	In this case, the fine-tuning dataset setting (e.g., size of dataset) is to be reported along with the improvement of performance.
*** Unchanged text is omitted ***




	Issue#4 Changes on training collaboration types
	Description of issue:
1) High level description of the two-sided model is particularly for inference (rather than training), and should be moved to “CSI compression sub use case specific aspects”.
2) “Dataset construction” related descriptions are moved to sub-bullets under “Step 2” for the paragraph of the sequential training procedure – they are applicable not only to multi-vendors but also to 1 NW to 1 UE separate training.
	Agreement
For the evaluation of an example of Type 3 (Separate training at NW side and UE side) with sequential training, companies to report the set of information (e.g., dataset) shared in Step 2
· For NW-first training
· Dataset construction, e.g., the set of information includes the input and output of the Network side CSI generation part, or includes the output of the Network side CSI generation part only, or other information if applicable.
· Quantization behavior, e.g., whether the shared output of the Network side CSI generation part is before or after quantization.
· For UE-first training
· Dataset construction, e.g., the set of information includes the input and label of the UE side CSI reconstruction part, or includes the input of the UE side CSI reconstruction part only, or other information if applicable.
· Quantization behavior, e.g., whether the shared inputof the UE side CSI reconstruction part is before or after quantization.




	------------------ Text Proposal for 38.843 v1.0.0 ------------------
6.2.1	Evaluation assumptions, methodology and KPIs
*** Unchanged text is omitted ***
Further details on evaluations including training collaboration types
For the evaluation of the AI/ML based CSI compression sub use cases, a two-sided model is considered as a starting point, including an AI/ML-based CSI generation part to generate the CSI feedback information and an AI/ML-based CSI reconstruction part which is used to reconstruct the CSI from the received CSI feedback information. At least for inference, the CSI generation part is located at the UE side, and the CSI reconstruction part is located at the gNB side.
For the evaluation of Type 2 (Joint training of the two-sided model at network side and UE side, respectively), following procedure is considered as an example:
*** Unchanged text is omitted ***
For the evaluation of an example of Type 3 (Separate training at NW side and UE side), the following procedure is considered for the sequential training starting with NW side training (NW-first training):
-	Step1: NW side trains the NW side CSI generation part (which is not used for inference) and the NW side CSI reconstruction part jointly
-	Step2: After NW side training is finished, NW side shares UE side with a set of information (e.g., dataset) that is used by the UE side to be able to train the UE side CSI generation part
-	Companies to report Dataset construction, e.g., the set of information includes the input and output of the Network side CSI generation part, or includes the output of the Network side CSI generation part only, or other information if applicable. Also report the Quantization behaviour, e.g., whether the shared output of the Network side CSI generation part is before or after quantization.
-	Step3: UE side trains the UE side CSI generation part based on the received set of information
-	Other Type 3 NW-first training approaches are not precluded 
For the evaluation of an example of Type 3 (Separate training at NW side and UE side), the following procedure is considered for the sequential training starting with UE side training (UE-first training):
-	Step1: UE side trains the UE side CSI generation part and the UE side CSI reconstruction part (which is not used for inference) jointly
-	Step2: After UE side training is finished, UE side shares NW side with a set of information (e.g., dataset) that is used by the NW side to be able to train the CSI reconstruction part
-	Companies to report Dataset construction, e.g., the set of information includes the input and label of the UE side CSI reconstruction part, or includes the input of the UE side CSI reconstruction part only, or other information if applicable. Also, report the Quantization behaviour, e.g., whether the shared input of the UE side CSI reconstruction part is before or after quantization.
-	Step3: NW side trains the NW side CSI reconstruction part based on the received set of information
-	Other Type 3 UE-first training approaches are not precluded
*** Unchanged text is omitted ***
For the evaluation of an example of Type 3 (Separate training at NW side and UE side), the following evaluation cases for sequential training are considered for multi-vendors:
*** Unchanged text is omitted ***
-	Case 2: For UE-first training, Type 3 training between one NW part model and M>1 separate UE part models
-	Note: Case 2 can be also applied to the M>1 UE part models to N>1 NW part models
-	Companies to report the AI/ML structures for the M>1 UE part models and the NW part model
-	Companies to report the dataset used at UE part models, e.g., same or different dataset(s) among M UE part models
-	Companies to report Dataset construction, e.g., the set of information includes the input and label of the UE side CSI reconstruction part, or includes the input of the UE side CSI reconstruction part only, or other information if applicable. Also, report the Quantization behaviour, e.g., whether the shared input of the UE side CSI reconstruction part is before or after quantization.
-	Case 3: For NW-first training, Type 3 training between one UE part model and N>1 separate NW part models
-	Note: Case 3 can be also applied to the N>1 NW part models to M>1 UE part models
-	Companies to report the AI/ML structures for the UE part model and the N>1 NW part models
-	Companies to report the dataset used at NW part models, e.g., same or different dataset(s) among N NW part models
-	Companies to report Dataset construction, e.g., the set of information includes the input and output of the Network side CSI generation part, or includes the output of the Network side CSI generation part only, or other information if applicable. Also report the Quantization behaviour, e.g., whether the shared output of the Network side CSI generation part is before or after quantization.
-	Case 4: 1-on-1 training with joint training: benchmark/upper bound for performance comparison.
*** Unchanged text is omitted ***
CSI compression sub use case specific aspects: 
For the evaluation of the AI/ML based CSI compression sub use cases, a two-sided model is considered as a starting point, including an AI/ML-based CSI generation part to generate the CSI feedback information and an AI/ML-based CSI reconstruction part which is used to reconstruct the CSI from the received CSI feedback information. At least for inference, the CSI generation part is located at the UE side, and the CSI reconstruction part is located at the gNB side.
For the evaluation of the AI/ML based CSI compression sub use case, companies are encouraged to report details of their models, including:
*** Unchanged text is omitted ***




	Issue#5 Changes on CSI compression sub use case specific aspects
	Description of issue:
1) Some of the bullets (input/output type, quantization awareness for training, quantization of ground-truth CSI format) under the 1st paragraph of this part are agreed evaluation assumptions; saying “companies are encouraged to report” is a bit weak. Suggest moving them to individual paragraphs.
2) The agreement for considering PC6&PC8 as baseline for performance comparison is moved from Section 6.2.2 to 6.2.1 – it is part of EVM rather than results.
3) Some editorial changes.

	------------------ Text Proposal for 38.843 v1.0.0 ------------------
6.2.1	Evaluation assumptions, methodology and KPIs
*** Unchanged text is omitted ***
For the evaluation of the AI/ML based CSI compression sub use case, companies are encouraged to report details of their models, including:
-	The structure of the AI/ML model, e.g., type (CNN, RNN, Transformer, Inception, …), the number of layers, branches, real valued or complex valued parameters, etc.
-	AI/ML model input (for CSI generation part)/output (for CSI reconstruction part) types for evaluations:
-	Raw channel matrix (in frequency or delay domain), e.g., channel matrix with dimensions of Tx, Rx, and frequency unit
-	Precoding matrix (as a group of eigenvectors or an eTypeII-like reporting)
-	Data pre-processing/post-processing
-	Loss function
-	Specific quantization/dequantization method, e.g., vector quantization, scalar quantization, etc, considering the following aspects: 
For the evaluation of the AI/ML based CSI compression sub use cases, at least the following types of AI/ML model input (for CSI generation part)/output (for CSI reconstruction part) are considered for evaluations:
-	Raw channel matrix, e.g., channel matrix with the dimensions of Tx, Rx, and frequency unit. Companies to report the raw channel is in frequency domain or delay domain.
-	Precoding matrix. Companies to report the precoding matrix is a group of eigenvector(s) or an eType II-like reporting (i.e., eigenvectors with angular-delay domain representation).
For the evaluation of quantization aware/non-aware training, the following cases are considered and reported by companies
-	Case 1: Quantization non-aware training, where the float-format variables are directly passed from CSI generation part to CSI reconstruction part during the training
-	Fixed/pre-configured quantization method/parameters is applied for the inference phase. Companies to report the design of the fixed/pre-configured quantization method/parameters, e.g., quantization resolution, vector quantization codebook, etc 
-	Case 2: Quantization-aware training, where quantization/dequantization is involved in the training process
-	Case 2-1: Fixed/pre-configured quantization method/parameters are applied during the training phase; the same quantization codebook is applied for the inference phase. Companies to report the design of the fixed/pre-configured quantization method/parameters, e.g., quantization resolution, vector quantization codebook, etc.
-	Case 2-2: The quantization method/parameters are updated in together with the AI/ML models during the training; when training is finished, the final quantization codebook is applied for the inference phase. Companies to report how to update the quantization method/parameters during the training
-	Quantization methods including uniform vs non-uniform quantization, scalar versus vector quantization, and associated parameters, e.g., quantization resolution, etc.
-	How to use the quantization methods are reported by companies
For evaluating the performance impact of ground-truth quantization in the CSI compression, 
-	Considering performance impact of ground truth quantization in the CSI compression
-	Studying study high resolution quantization methods for ground truth CSI, including at least the following options: 
-	High resolution scalar quantization 
-	High resolution codebook quantization, e.g., Rel-16 TypeII-like method with new parameters, in which case companies are to report the R16 Type II parameters with specified or new/larger values to achieve higher resolution of the ground-truth CSI labels, e.g., L,, , reference amplitude, differential amplitude, phase, etc
-	Float32 adopted as the baseline/upper-bound for performance comparisons
-	Consider the legacy values of PC6&PC8 for performance comparison
	*** Unchanged text is omitted ***	
6.2.2	Performance results
	*** Unchanged text is omitted ***	
-	Ground-truth CSI quantization method: Float32, i.e., without quantization (baseline/upper-bound for performance comparison)
-	Other high resolution CSI quantization methods can be additionally submitted for comparison, e.g., R16 eType II-like method with new parameters (consider the legacy values of PC6&PC8 as the baseline/lower-bound of performance comparison), scalar quantization, etc. 
	*** Unchanged text is omitted ***	




	Issue#6 Changes on CSI prediction sub use case specific aspects
	Description of issue:
For the previous paragraph on “The input CSI type, e.g., raw channel matrix, eigenvector(s) of the raw channel matrix, feedback CSI information, etc.”, a narrow down was performed in a later conclusion, where “feedback CSI information” is precluded. Therefore, the updated input types are added.

	------------------ Text Proposal for 38.843 v1.0.0 ------------------
6.2.1	Evaluation assumptions, methodology and KPIs
*** Unchanged text is omitted ***
CSI prediction sub use case specific aspects: 
For the evaluation of the AI/ML based CSI prediction sub use case, companies are encouraged to report details of their models, including:
-	The structure of the AI/ML model, e.g., type (FCN, RNN, CNN,…), the number of layers, branches, format of parameters, etc.
-	The input CSI type, e.g., raw channel matrix, eigenvector(s) of the raw channel matrix, feedback CSI information, etc.
-	Including assumptions on the observation window, i.e., number/time distance of historic CSI/channel measurements
-	The output CSI type, e.g., channel matrix, eigenvector(s), feedback CSI information, etc.
-	Including assumptions on the prediction window, i.e., number/time distance of predicted CSI/channel
-	Data pre-processing/post-processing
-	Loss function
For the evaluation of the AI/ML based CSI prediction, both of the following types of AI/ML model input are considered for evaluations:
-	Raw channel matrixes.
-	Eigenvector(s).
For SLS, spatial consistency Procedure A with 50m decorrelation distance from TR 38.901 is used (if not used, assumptions used need to be reported). UE velocity vector is assumed as fixed over time in Procedure A modelling. 
*** Unchanged text is omitted ***



TP for section 6.2.2 of TR 38.843
The following issues are provided.
	Issue#1 Changes on the calibration part
	Description of issue:
1) The CQI calculation options belong to CSI compression specific EVM. The corresponding paragraph can be moved to the end of “CSI compression sub use case specific aspects:” part in Sec 6.2.2.
2) The paragraph is for CSI compression specific recommendations and the calibration is only applicable to 1-on-1 joint training (i.e., Table 1); the current version does not mention CSI compression.

	------------------ Text Proposal for 38.843 v1.0.0 ------------------
6.2.1	Evaluation assumptions, methodology and KPIs
*** Unchanged text is omitted ***
CSI compression sub use case specific aspects: 
*** Unchanged text is omitted ***
For CSI compression sub use case with rank ≥ 1, AI/ML model setting to adapt to ranks/layers to be reported amongst the following options:
*** Unchanged text is omitted ***
-	For CSI compression sub use case with rank >1, the storage of memory storage/number of parameters is reported as the summation of memory storage/number of parameters over all models potentially used for any layer/rank, e.g.,
-	Option 1-1 (rank specific)/Option 3-2 (layer common and rank specific): Sum of memory storage/number of parameters over all rank specific models.
-	Option 1-2 (rank common): A single memory storage/number of parameters for the rank common model.
-	Option 2-1 (layer specific and rank common): Sum of memory storage/number of parameters over all layer specific models.
-	Option 2-2 (layer specific and rank specific): Sum of memory storage/number of parameters for the specific models over all ranks and all layers in per rank.
-	Option 3-1 (layer common and rank common): A single memory storage/number of parameters for the common model
For the evaluation of CSI compression, the specific CQI determination method(s) for AI/ML can be reported by introducing an additional field in the template, e.g.,
-	Option 2a: CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference with potential adjustment.
-	Option 2a-1: The CSI reconstruction part for CQI calculation at the UE same as the actual CSI reconstruction part at the NW.
-	Option 2a-2: The CSI reconstruction part for CQI calculation at the UE is a proxy model, which is different from the actual CSI reconstruction part at the NW.
-	Option 2b: CQI is calculated using two stage approach, UE derives CQI using precoded CSI-RS transmitted with a reconstructed precoder.
-	Option 1a: CQI is calculated based on the target CSI from the realistic channel estimation.
-	Option 1b: CQI is calculated based on the target CSI from the realistic channel estimation and potential adjustment.
-	Option 1c: CQI is calculated based on traditional codebook.
*** Unchanged text is omitted ***
6.2.2	Performance results
	*** Unchanged text is omitted ***	
For the evaluation of CSI compression, the specific CQI determination method(s) for AI/ML can be reported by introducing an additional field in the template, e.g.,
-	Option 2a: CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference with potential adjustment.
-	Option 2a-1: The CSI reconstruction part for CQI calculation at the UE same as the actual CSI reconstruction part at the NW.
-	Option 2a-2: The CSI reconstruction part for CQI calculation at the UE is a proxy model, which is different from the actual CSI reconstruction part at the NW.
-	Option 2b: CQI is calculated using two stage approach, UE derives CQI using precoded CSI-RS transmitted with a reconstructed precoder.
-	Option 1a: CQI is calculated based on the target CSI from the realistic channel estimation.
-	Option 1b: CQI is calculated based on the target CSI from the realistic channel estimation and potential adjustment.
-	Option 1c: CQI is calculated based on traditional codebook.
For the evaluation of CSI compression of 1-on-1 joint training without model generalization/scalability, the The following baselines are recommended to facilitate calibration of results: 
-	Benchmark: R16 eType II CB; 
-	Others can be additionally submitted, e.g., Type I CB.
-	Input/Output type: Eigenvectors of the current CSI
-	Other can be additionally submitted, e.g., eigenvectors with additional past CSI, eType II-like input, raw channel matrix, etc.
	*** Unchanged text is omitted ***	




	Issue#2 Changes on the observation part
	Description of issue:
1) For observations for mean UPT and 5% UPT under FTP, CSI compression, two notes under Max rank 4 in the endorsed observations are missed from the TR. The Tdoc num being referred of FL summary is also incorrect.
2) For observation for intermediate KPI based monitoring for monitoring Case 1, editorial changes.
3) For observations for quantization methods for CSI compression, some of the values in the endorsed observations are not correctly captured to TR.
4) For observations for separate training, some of the values/text in the endorsed observations are not correctly captured to TR.
5) For observation for scalability over CSI payload sizes, the online added “finetuning” content is moved from inside Generalization Case 3 bullet to a separate bullet – they are subject to different approaches.
	Agreement
For the evaluation of CSI enhancements, update the observations drawn in previous meetings to Updated Observation 2.1.1, Updated Observation 2.1.4, Updated Observation 2.1.5, Observation 2.1.9, and Updated Observation 2.1.11 in R1-2308340.
Note: for update observation 2.1.4, for Rank 2, 2 sources [xiaomi, MediaTek] observe the performance gain of 2% at CSI overhead B (medium overhead).
[bookmark: _Hlk145935212]Note: for Updated Observation 2.1.11, Scalability of AI/ML based CSI compression over various CSI payload sizes can also be achieved by finetuning models on CSI payload size#B, showing loss [0%~-2.2%] by 2 sources [Ericsson, vivo].




	------------------ Text Proposal for 38.843 v1.0.0 ------------------
6.2.2	Performance results
	*** Unchanged text is omitted ***	
For the evaluation of AI/ML based CSI compression compared to the benchmark in terms of mean UPT under FTP traffic, more gains are achieved by Max rank 2 compared with Max rank 1 in general:
*** Unchanged text is omitted ***
· For Max rank 4:
*** Unchanged text is omitted ***
· For RU≥70%, 3 sources observe the performance gain of -1%~17%
· 3 sources observe the performance gain of 3%~17% at CSI overhead A (small overhead);
· 2 sources observe the performance gain of 6.64%~17% at CSI overhead B (medium overhead);
· 3 sources observe the performance gain of -1%~8.40% at CSI overhead C (large overhead);
· Note: 1 source observes significant gain or significant loss under Max rank 4 due to specific CQI/RI selection method (e.g., Option 1a/2a) for AI/ML and/or CQI/RI determination method for eType II benchmark.
The above results are based on the following assumptions besides the assumptions of the agreed EVM table:
· Precoding matrix of the current CSI is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· 1-on-1 joint training is assumed.
· The performance metric is mean UPT for Max rank 1, Max rank 2, or Max rank 4.
· Benchmark is Rel-16 Type II codebook.
· Note: Results refer to Table 5.12 of R1-2308342 R1-2308340.
*** Unchanged text is omitted ***
For the evaluation of AI/ML based CSI compression compared to the benchmark in terms of 5% UPT under FTP, more gains are achieved by Max rank 2 compared with Max rank 1 in general:
*** Unchanged text is omitted ***
· For Max rank 4:
*** Unchanged text is omitted ***
· For RU≥70%, 3 sources observe the performance gain of 2%~31%
· 3 sources observe the performance gain of 5.8%~31% at CSI overhead A (small overhead);
· 2 sources observe the performance gain of 10.2%~30% at CSI overhead B (medium overhead);
· 3 sources observe the performance gain of 2%~15% at CSI overhead C (large overhead);
· Note: 1 source observes significant gain or significant loss under Max rank 4 due to specific CQI/RI selection method (e.g., Option 1a/2a) for AI/ML and/or CQI/RI determination method for eType II benchmark.
	*** Unchanged text is omitted ***

For the evaluation of intermediate KPI based monitoring mechanism for CSI compression, for monitoring Case 1, in terms of monitoring accuracy with Option 1,
· For ground truth CSI format of R16 eType II CB, monitoring accuracy is increased with the increase of the resolution for the ground-truth CSI (number of bits for each sample of ground-truth CSI) in general, with the impact of increased overhead, wherein
· for ground truth CSI format of R16 eType II CB with PC#6, 4 sources observe KPIDiff KPIDiff as 13.2%~71.6%/ 28.5%~100%/ 68.4%~100% for KPIth_1KPIth_1=0.02/0.05/0.1, respectively.
· Note: two sources observed averaging on the test samples improves the monitoring accuracy.
· for ground truth CSI format of R16 eType II CB with PC#8, 5 sources observe KPIDiff KPIDiff as 21%~43.0%/ 48.1%~79.1%/ 79.8%~97.1% for KPIth_1KPIth_1=0.02/0.05/0.1, respectively.
· for ground truth CSI format of R16 eType II CB with new parameter of 580-750bits CSI payload size, 2 sources observe KPIDiff KPIDiff as 35.4%~63%/ 77.9%~93.0%/ 99.5%~99.9% for KPIth_1KPIth_1=0.02/0.05/0.1, respectively, which have 12.7%~20%/ 13.9%~29.8%/ 8%~31.1% gain over PC#8.
· for ground truth CSI format of R16 eType II CB with new parameter of around 1000bits CSI payload size, 4 sources observe KPIDiff KPIDiff as 34.9%~89%/ 82.9%~100%/ 99.9%~100% for KPIth_1KPIth_1=0.02/0.05/0.1, respectively, which have 12.2%~68%/ 18%~43.62%/ 2.9%~31% gain over PC#8 from 3 sources and 4.67%~10.6%/ 0%~5.88%/ 0%~0.49% gain over PC#6 from 1 source.
· for ground truth CSI format of R16 eType II CB with new parameter of around 1600bits CSI payload size, 2 sources observe KPIDiff KPIDiff as 89.1%~97%/ 99.9%~100%/ 100% for KPIth_1KPIth_1=0.02/0.05/0.1, respectively, which have 76%/33%/3% gain over PC#8 from 1 source.
· for ground truth CSI format of 4 bits scalar quantization, 2 sources observe KPIDiff KPIDiff as 9.4%~47%/ 96.3%~100%/ 100% for KPIth_1KPIth_1=0.02/0.05/0.1, respectively.
	*** Unchanged text is omitted ***
For the comparison of quantization methods for CSI compression, quantization non-aware training (Case 1) is in general inferior to the quantization aware training (Case 2-1/2-2), and may lead to lower performance than the benchmark:
· For scalar quantization, compared with benchmark,
· -2.4%~-43.2% degradations are observed for  quantization non-aware training (Case 1) from 6 sources.
· 3.9%~8.64% gains are observed for quantization aware training with fixed/pre-configured quantization method/parameters (Case 2-1) from 5 sources, which are 17.3%~83.2% gains over  quantization non-aware training (Case 1) from 5 sources and 7.56%~11.55%  gains over  quantization non-aware training (Case 1) from 1 source.
· Note: 0.72% gains are observed for Case 2-1 from 1 source due to SQ parameter chosen without matching latent distribution, which achieves 13.9% gains over Case 1.
· 8.91% 7.55% gains are observed for quantization aware training with jointly updated quantization method/parameters (Case 2-2) from 1 source, which are 23.1% gains over  quantization non-aware training (Case 1) from 1 source.
· For vector quantization, compared with benchmark,
· -2%~-10% degradations are observed for  quantization non-aware training (Case 1) from 1 source.
· 5.64%~7.55% 8.91% gains are observed for quantization aware training with fixed/pre-configured quantization method/parameters (Case 2-1) from 3 sources, which are 3%~21.6% gains over  quantization non-aware training (Case 1) from 3 sources.
· 4.6%~13.01% gains are observed for quantization aware training with jointly updated quantization method/parameters (Case 2-2) from 7 sources, which are 10.7%~30% gains over  quantization non-aware training (Case 1) from 4 sources and 3.66%~9.8% gains over  quantization non-aware training (Case 1) from 2 sources.
· In general, Case 2-2 outperforms Case 2-1 with 0.46%~5.1% 3.8% gains, as observed by 6 sources.
*** Unchanged text is omitted ***
For the comparison of quantization methods for CSI compression, in general vector quantization (VQ) has comparable performance with scalar quantization (SQ):
· For SQ and VQ under the same training case, it is 
· observed by 3 sources that VQ under Case 2-1 has -1%~-4.5% degradation over SQ under Case 2-1, 
· observed by 1 source that VQ under Case 2-1 has 1.1% gain over SQ under Case 2-1, and 
· observed by 3 sources that VQ under Case 2-2 has 0.7%~3.8% 5.1% gain over SQ under Case 2-2.
· Note: VQ under Case 2-1 has 8% gains over SQ under Case 2-1 as observed from 1 source due to SQ parameter chosen without matching latent distribution.
	*** Unchanged text is omitted ***
For the evaluation of NW first separate training with dataset sharing manner for CSI compression for the pairing of 1 NW to 1 UE (Case 1), as compared to 1-on-1 joint training between the NW part model and the UE part model,
· For the NW first separate training case where the same backbone is adopted for both the NW part model and the UE part model, minor degradation is observed for both the cases where the shared output of the Network side CSI generation part is before or after quantization:
· For the case where the shared output of the Network side CSI generation part is after quantization, 9 sources observe -0%~-0.5% degradation, 10 sources observe -0.5%~-1% degradation, and 2 sources observe -1%~-1.3% degradation.
· For the case where the shared output of the Network side CSI generation part is before quantization, 6 sources observe -0%~-0.8% degradation, and 1 source observes -1%~-1.5% degradation.
· Note: the dataset sharing behaviour from above sources follows the example of the agreement “the set of information includes the input and output of the Network side CSI generation part, or includes the output of the Network side CSI generation part only”.
	*** Unchanged text is omitted ***
For the evaluation of NW/UE first separate training with dataset sharing manner for CSI compression for the pairing of 1 NW to 1 UE (Case 1), as compared to the case where the same set of dataset is applied for training the NW part model and training the UE part model, if the dataset#2 applied for training the UE/NW part model is a subset of the dataset#1 applied for training the NW/UE part model,
· If the dataset#2 is appropriately selected, minor additional performance degradation can be achieved, as -0%~-0.59% gap is observed from 3 sources.
· If the dataset#2 has a significantly reduced size compared to dataset#1, moderate/significant additional performance degradation may occur, as -0.6%~-4.83% gap is observed from 4 sources.
· Note: the dataset sharing behavior from above sources follows the example of the agreement where “the set of information includes the input and output of the Network side CSI generation part, or includes the output of the Network side CSI generation part only”.
	*** Unchanged text is omitted ***
For the evaluation of UE first separate training with dataset sharing manner for CSI compression for the pairing of 1 NW to 1 UE (Case 1), as compared to 1-on-1 joint training between the NW part model and the UE part model,
· For the UE first separate training case where the same backbone is adopted for both the UE part model and the NW part model, minor degradation is observed in general for both the cases where the shared input of the UE side CSI reconstruction part is before or after quantization:
· For the case where the shared input of the UE side CSI reconstruction part is after quantization, 9 sources observe -0%~-0.42% degradation, 2 sources observe -0.7%~-0.9% degradation, and 3 sources observe -1.05%~-1.8% degradation.
· For the case where the shared input of the UE side CSI reconstruction part is before quantization, 3 sources observe -0%~-0.8% degradation, and 2 sources observe -1.3% -1.8%~-2.9% degradation.
· Note: the dataset sharing behaviour from above sources follows the example of the agreement where “the set of information includes the input and label of the UE side CSI reconstruction part, or includes the input of the UE side CSI reconstruction part only”.
	*** Unchanged text is omitted ***
For the scalability verification of AI/ML based CSI compression over various CSI payload sizes, compared to the generalization Case 1 where the AI/ML model is trained with dataset subject to a certain CSI payload size#B and applied for inference with a same CSI payload size#B,
· For generalization Case 2, significant performance degradations are observed in general, as -5.3%~-14.7% degradations are observed by 2 sources.
· Generalized performance of the AI/ML model can be achieved (-0%~-5.9%loss) under generalization Case 3 for the inference on CSI payload size#B, if the training dataset is constructed with data samples subject to multiple CSI payload sizes including CSI payload size#B, and an appropriate scalability solution is performed to scale the dimension of the AI/ML model, shown by 13 sources (10 sources showing -0%~-2.2% loss, 7 sources showing -2.3%~-5.9% loss, 5 sources showing positive gain). The scalability solution is adopted as follows:
· Pre/post-processing of truncation/padding, adopted by 6 sources, showing -0% ~-5.9% loss or positive gain.
· Various quantization granularities, adopted by 1 source, showing -0.7% loss or positive gain.
· Adaptation layer in the AL/ML model, adopted by 6 sources, showing -0%~-4.78% loss or positive gain.
· Finetuning models on CSI payload size#B, showing loss [0%~-2.2%] by 2 sources
· Note: Significant degradations of up to -14.22% are still observed by 2 sources for generalization Case 3.
· Generalized performance of the AI/ML model can also be achieved by finetuning models on CSI payload size#B, showing loss [0%~-2.2%] by 2 sources
The above results are based on the following assumptions:
*** Unchanged text is omitted ***


Conclusions
In this contribution, we discussed the clean-ups to the TR 38.843 on the evaluation of CSI feedback enhancements. Based on the discussions, we have the following proposals.
Proposal 1: Adopt the TP in Section 2.1 to TR 38.843 to describe the procedure of inference for CSI compression.
Proposal 2: Adopt the TP in Section 2.2 to TR 38.843 to capture the complexity results for CSI compression and CSI prediction.
Proposal 3: For clarification on the studied areas, the following aspects have been studied for the evaluation on CSI feedback enhancement in Rel-18:
· The following aspects have been studied for the evaluation on AI/ML based CSI compression:
· From the perspective of basic performance gain over non-AI/ML benchmark (assuming 1 on 1 joint training without considering generalization), 
· It has been studied with corresponding observations on: 
· the metrics of SGCS, mean UPT, 5% UPT, CSI feedback overhead reduction, [and complexity]
· the benchmark of R16 Type II codebook
· It has been studied but is lack of observations on: 
· the metric of NMSE
· the benchmarks of Type I codebook and R17 Type II codebook
· From the perspective of AI/ML solutions (assuming 1 on 1 joint training without considering generalization), 
· It has been studied with corresponding observations on: model input/output type, monitoring for intermediate KPI (including NW side monitoring and UE side monitoring), quantization methods (including quantization awareness for training, and quantization format), and high resolution ground-truth CSI for training, with the metric of SGCS (in particular, for monitoring, the metric also includes monitoring accuracy)
· It has been studied but is lack of observations on: the options of CQI calculation, and the options of rank>1 solution
· From the perspective of generalization over various scenarios (assuming 1 on 1 joint training),
· It has been studied with corresponding observations on (with the metric of SGCS): 
· the scenarios including various deployment scenarios, various outdoor/indoor UE distributions, various carrier frequencies, and various TxRU mappings
· the approach of dataset mixing (generalization Case 3)
· It has been studied but is lack of observations on: 
· other aspects of scenarios
· the approach of fine-tuning
· From the perspective of scalability over various configurations (assuming 1 on 1 joint training),
· It has been studied with corresponding observations on (with the metric of SGCS): 
· the configurations including various bandwidths, various CSI feedback payloads, and various antenna port numbers
· the approach of dataset mixing (generalization Case 3), and the approach of fine-tuning for CSI feedback payloads
· the scalability solutions
· It has been studied but is lack of observations on: 
· other aspects of configurations
· the approach of fine-tuning for configurations other than CSI feedback payloads
· From the perspective of multi-vendor joint training (without considering generalization),
· It has been studied with corresponding observations on (with the metric of SGCS): 
· joint training between 1 NW part model and M>1 UE part models, and joint training between 1 UE part model and N>1 NW part models
· It has been studied but is lack of observations on: 
· joint training between N>1 NW part models and M>1 UE part models
· performance comparison between simultaneous training and sequential training
· From the perspective of separate training (without considering generalization),
· It has been studied with corresponding observations on (with the metric of SGCS): 
· NW first training, including 1 NW part model to 1 UE part model with same backbone and with different backbones, and 1 UE part model to N>1 NW part models
· UE first training, including 1 NW part model to 1 UE part model with same backbone and with different backbones, and 1 NW part model to M>1 UE part models
· Impact of shared dataset under 1 NW part model to 1 UE part model for NW first training and UE first training
· It has been studied but is lack of observations on: 
· the metric of air-interface overhead of information (e.g., dataset) sharing
· The following aspects have been studied for the evaluation on AI/ML based CSI prediction:
· From the perspective of basic performance gain over non-AI/ML benchmark (without considering generalization), 
· It has been studied with corresponding observations on: 
· the metrics of SGCS, mean UPT, 5% UPT, [and complexity];
· the benchmarks of nearest historical CSI and auto-regression/Kalman filter based CSI prediction.
· Note: the benchmark of level x based CSI prediction is represented by generalization cases.
· It has been studied but is lack of observations on: 
· the impact of modeling spatial consistency
· the metrics of NMSE
· From the perspective of AI/ML solutions (without considering generalization), 
· It has been studied with corresponding observations on (with the metric of SGCS and the benchmark of nearest historical CSI): impact of input type, impact of UE speed, impact of prediction window, impact of observation window
· From the perspective of generalization over various scenarios,
· It has been studied with corresponding observations on (with the metric of SGCS): 
· the scenario including various UE speeds
· the approach of dataset mixing (generalization Case 3)
· It has been studied but is lack of observations on: 
· various deployment scenarios, various carrier frequencies, and other aspects of scenarios.
· the approach of fine-tuning
· From the perspective of scalability over various configurations, it has been studied but is lack of observations.
Proposal 4: Capture the following high level observations for CSI compression to TR 38.843:
· From the perspective of model input/output type, it is more beneficial in performance by considering precoding matrix as the model input (for CSI generation part)/output (for CSI reconstruction part) than explicit channel matrix
· From the perspective of intermediate KPI based monitoring
· For the monitoring at NW side, it is beneficial to achieve increased monitoring accuracy by considering R16 eType II CB with new/larger parameter(s) as the ground-truth CSI format for monitoring. On the other hand, the new/larger parameter(s) may lead to increased air-interface overhead compared to R16 eType II CB with legacy parameters
· For the monitoring at UE side, it is beneficial to achieve monitoring with smaller air-interface overhead by considering proxy model at UE. On the other hand, the monitoring accuracy of the proxy model may be impacted when the scenario changes so that unseen test data occurs
· From the perspective of quantization methods for CSI feedback, 
· For the quantization awareness for training, it is beneficial to avoid severe performance degradation by considering quantization aware training with fixed/pre-configured quantization method/parameters (Case 2-1) or jointly updated quantization method/parameters (Case 2-2). In particular, it is more beneficial in performance for Case 2-2 over Case 2-1 under vector quantization format
· For the quantization format, vector quantization format achieves comparable performance with scalar quantization format
· From the perspective of high resolution ground-truth CSI for training, it is beneficial to avoid severe performance degradation while on the other hand achieving significant overhead reduction compared to unquantized ground-truth CSI (e.g., Float32) by considering R16 eType II CB with new/larger parameter(s) as the ground-truth CSI format for training. On the other hand, the new/larger parameter(s) may lead to increased overhead compared to R16 eType II CB with legacy parameters
· From the perspective of generalization over various scenarios or scalability over various configurations, compared to generalization Case 1 where the AI/ML model is trained with dataset subject to a certain scenario#B/configuration#B and applied for inference with a same scenario#B/configuration#B,
· For generalization Case 2 where the AI/ML model is trained with dataset from a different scenario#A/configuration#A, generalized performance may be achieved for some certain combinations of scenario#A/configuration#A and scenario#B/configuration#B but not for others
· For generalization Case 3 where the training dataset is constructed with data samples subject to multiple scenarios/configurations including scenario#B/configuration#B, generalized performance of the AI/ML model can be achieved
· In particular, appropriate scalability solution (e.g., truncation/padding, adaptive quantization granularities, adaptation layer in the AI/ML model) may need to be performed to scale the dimensions of the AI/ML model when the training dataset includes data samples subject to configuration#A which has different input/output dimension than configuration#B
· From the perspective of training collaboration types, compared to 1-on-1 joint training, both multi-vendor joint training and separate training may suffer performance loss to some extent.
· In particular, for multi-vendor joint training, minor or moderate degradation is observed
· In particular, for separate training, the performance loss depends on the factors of backbone alignment, and multi-vendor training behavior:
· For separate training of 1 NW part model and 1 UE part model, under both NW first training and UE first training, if backbones are aligned between two sides, minor degradation is observed; otherwise, additional degradation is suffered, leading to minor or moderate degradation
· For NW first training with 1 UE part model to N>1 NW part models, or UE first training with 1 NW part model to M>1 UE part models, additional degradation is suffered, leading to minor, moderate, or significant degradation; whether there is significant performance loss may depend on the training approach
Proposal 5: Capture the following high level observations for CSI prediction to TR 38.843:
· From the perspective of model input/output type, it is more beneficial in performance by considering raw channel matrix as the model input than precoding matrix
· The gain of AI/ML based CSI prediction over the benchmark of the nearest historical CSI is impacted by the length of the observation window length, prediction window length, and UE speed
· From the perspective of generalization over various UE speeds, compared to generalization Case 1 where the AI/ML model is trained with dataset subject to a certain UE speed#B and applied for inference with a same UE speed#B,
· For generalization Case 2 where the AI/ML model is trained with dataset from a different UE speed#A, generalized performance may be achieved for some certain combinations of UE speed#A and UE speed#B but not for others
· For generalization Case 3 where the training dataset is constructed with data samples subject to multiple UE speeds including UE speed#B, generalized performance of the AI/ML model can be achieved
Proposal 6: Capture the TP in Section 6.1 and Section 6.2 to TR 38.843.
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