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1 Proposals 
#10 General observation for generalization
Observation 6.2.2C
Different location of AI/ML model (e.g., NW side model, or UE side model) may have different generalization requirements:  
For NW side model, 
· generalization performance with various gNB settings and various Set B of beams may not be an issue since the gNB settings are most likely to be fixed or limited to a given gNB (at least seen by AI/ML before)
· for DL Tx beam prediction, generalization performance with various unseen UE parameters is acceptable at least with the measurement from the best or fixed Rx beam. 
· Tx-Rx beam pair prediction, generalization performance with various UE parameters, i.e., different number of beams in a seen UE codebook when inference using a subset of Rx beams of training is acceptable. 
· for Tx-Rx beam pair prediction, the significant generalization performance degradation with unseen various UE parameters (i.e., different UE codebooks, and/or different UE antenna array dimensions) can be improved to achieve less than 5% degradation (2 sources) and 16%~26% degradation (1 source) in terms of Top-1 beam prediction accuracy with the model training with mixed data compared to generalization performance Case 1.
· Note: with same amount of data for training for different scenarios for Case 3
· Alternatively, AI/ML model can be trained for different scenarios and rely on model switching based on applicable scenario which would improve generalization performance.
For UE side model, 
· generalization performance with unseen various UE parameters may not be an issue 
· the significant generalization performance degradation with unseen various gNB setting (i.e., different gNB antenna array dimensions, and/or DL Tx beam codebook) or unseen various Set B of beam(pairs) can be improved to achieve
· (for gNB setting) less than 5% (6 sources), 10%~15% (2 sources), and 2%~32% (1 source) degradation in terms of Top-1 beam prediction accuracy compared with the model training with mixed data to generalization performance Case 1, and 16%~20% (1 source) degradation in terms of Top-1 beam prediction accuracy compared with the model finetune to generalization performance Case 1.
· (for Set B of beam(pairs)) less than 10% (all 7 sources) degradation in terms of Top-1 beam prediction accuracy compared with the model training with mixed data to generalization performance Case 1.
· Note: For gNB setting, generalization performance Case 3 may depend on how different the gNB settings are across training and inference
· Note: with same amount of data for training for different scenarios for Case 3
· Alternatively, AI/ML model can be trained for different scenarios and rely on model switching based on applicable scenario which would improve generalization performance.

#11 Observation for BMCase-2 when Set B is a subset of Set A
Proposal for online:
Observation 4.1.4 in R1-2308585 is confirmed 

Observation 4.1.4 
For BM-Case2, when Set B patten is a subset of Set A in each time instance, for DL Tx beam prediction with the measurements from the best Rx beam or Tx-Rx beam pair prediction, without considering generalization aspects, with the following assumptions: 
· UE speed: 30km/h (unless otherwise stated)
· Prediction time: 40ms/80ms/160ms/320ms/640ms/others
· With and without UE rotation
· Fixed Set B patterns or preconfigured Set B pattens in each measurement instances (unless otherwise stated)
Note that ideal measurements are assumed
· Beams could be measured regardless of their SNR.
· No measurement error.
· No quantization for the L1-RSRP measurements.
· No constraint on UCI payload overhead for full report of the L1-RSRP measurements of Set B for NW-side models are assumed. 
Note: In some evaluations results, non-AI baseline (Option 2) may have better performance in terms of Top-1 beam prediction accuracy than the ratio of Set B/Set A. This is because the Top-1 beam distribution among Set A of beams are not uniform while the Set B pattern may be well designed or happen to be the beams that have high probability to be the Top-1 beam. 
Note: non-AI baseline Option 2: sample and hold based on the measurements in the last time instance (unless otherwise stated)
(A) For Tx DL beam prediction without UE rotation, AI/ML can provide good beam prediction accuracy and gain comparing with non-AI baseline (Option 2) with same RS/measurement overhead: 
· With measurements of fixed Set B or variable Set B with pre-configured patterns of beams that of 1/2 of Set A of beams in one time instance, 
· 1/2 RS overhead in spatial domain can be achieved comparing with non-AI baseline (Option 1) assuming all Set A of beams needs to be measured at each time instances for measurement and prediction. More RS overhead can be achieved considering additional temporal domain RS overhead reduction. 
· Top-1 DL Tx beam prediction accuracy: 
· evaluation results from [1 source: Ericsson] show that AI/ML can achieve 86.4%/83.5% prediction accuracy for prediction time 40ms/160ms, with 32 Tx beam in Set A, and Set B is different in each time instance.
· wherein, measurements from 3 time instances with measurement periodicity of 80ms are used.
· Wherein, 80.5%/70% prediction accuracy can be achieved by non-AI baseline (Option 2) with assumption that the selection of 1/2 of beams selected in baseline are the most frequently used in the evaluated scenario. 
· evaluation results from [1 source: vivo] show that AI/ML can achieve 94.5%/93.7%/92.1% prediction accuracy for prediction time 80ms/160ms/320ms with 32 Tx beam in Set A, and Set B is the same in each time instance.
· wherein, measurements from 2 time instances with measurement periodicity of 80ms are used 
· wherein, 71%/69.9%/68% prediction accuracy can be achieved by non-AI baseline with the assumption that 16 Tx beams are measured in total and preferred beam pattern is used. 
· Where the Rx beam of best beam pair within Set A is assumed to obtained the measurement of Set B.
· evaluation results from [1 source: Nokia] show that AI/ML can achieve 67.1%/65.01% prediction accuracy for prediction time 80ms with 32 Tx beam in Set A for 30km/h/60km/h respectively, and Set B is the same in each time instance.
· wherein, measurements from 5 time instances with measurement periodicity of 80ms are used 
· wherein, 44.35%/44.29% prediction accuracy can be achieved for 30km/h/60km/h respectively by non-AI baseline (Option 2) 
· evaluation results from [1 source: Apple] show that AI/ML can achieve 75.34% prediction accuracy for prediction time 160ms with 32 Tx beams in Set A for 30km/h, and Set B is the same in each time instance.
· wherein, measurements from 4 time instances with measurement periodicity of 160ms are used 
· wherein, 44.36% prediction accuracy can be achieved for 30km/h by non-AI baseline (Option 2).
· With measurements of fixed Set B or variable Set B with pre-configured patterns of beams that of 1/4 of Set A of beams in one time instance, 
· 1/4 RS overhead in spatial domain can be achieved comparing with non-AI baseline (Option 1) assuming all Set A of beams needs to be measured at each time instances for measurement and prediction. More RS overhead can be achieved considering additional temporal domain RS overhead reduction. 
· Top-1 DL Tx beam prediction accuracy: 
· evaluation results from [1 source: vivo] show that AI/ML can achieve 93.4%/92.4%/90.5% and 91.3%/90.6%/89.1% prediction accuracy for prediction time 80ms/160ms/320ms, with 32 Tx beam in Set A, and Set B is different and same in each time instance respectively
· wherein, measurements from 2 instances with measurement periodicity of 80ms are used respectively.
· Wherein, 70.5%/69.4%/67.4% and 42.5%/42.2%/41.5% prediction accuracy can be achieved by non-AI baseline (Option 2) with the assumption that 16 Tx beams are measured in total and preferred beam pattern is used.
· Where the Rx beam of best beam pair within Set A is assumed to obtained the measurement of Set B.
· evaluation results from [1 source: Huawei/HiSi] show that AI/ML can achieve 56.4%/52.7% prediction accuracy for prediction time 80ms/160ms, with 64 Tx beam in Set A and Set B is the same in each time instance
· wherein, measurements from 2 time instances with measurement periodicity of 80ms/160ms are used respectively
· wherein, 63.25%/58.45% prediction accuracy can be achieved by non-AI baseline (Option 1) when measuring Set A during observation and then applying sample-and-hold
· evaluation results from [1 source: CMCC] show that AI/ML can achieve 83.15%/79.53%/79.43% prediction accuracy for prediction time 40ms/80ms/160ms, with 32 Tx beam in Set A and Set B is the same in each time instance
· wherein, measurements from 4 time instances with measurement periodicity of 40ms are used,
· 32.8%/32.8%/32.7% prediction accuracy can be achieved by non-AI baseline (Option 2) 
· Wherein, the Rx beam of best beam pair within Set A is assumed to obtained the measurement of Set B.
· evaluation results from [1 source: ZTE] show that AI/ML can achieve 88%~90% prediction accuracy for prediction time 160ms/320ms/480ms/640ms/800ms, with 32 Tx beam in Set A and Set B is the same in each time instance
· wherein, measurements from 5 time instances with measurement periodicity of 160ms are used,
· 16%~22% prediction accuracy can be achieved by non-AI baseline (Option 2) 
· Where the best Rx beam for each Tx beam within Set B is assumed to obtained the measurement of Set B.
· evaluation results from [1 source: CATT] show that AI/ML can achieve 88%/86%/ 82% prediction accuracy for prediction time 40ms/160ms/320ms, with 32 Tx beam in Set A and Set B is the same in each time instance
· wherein, measurements from 8 time instances with measurement periodicity of 40ms are used,
· 36.2%/35.8%/35.3% prediction accuracy can be achieved by non-AI baseline (Option 2) on the best Tx beam with highest L1-RSRP in the all time instances
· for random Set B pattern (Set B/Set A=1/4，the SetB is randomly changed in Set A in each time instance), compared to the above case, for Top-1 beam prediction accuracy, evaluation results show about 6% beam prediction accuracy degradation. 
· wherein, the Rx beam of best beam pair within Set B is assumed to obtained the measurement of Set B
· evaluation results from [1 source: Samsung] show that AI/ML can achieve 73.8%/73.3% and 76.9%/73.08% prediction accuracy for prediction time 160ms/320ms, with 32 Tx beam in Set A, and Set B is the same and different in each time instance respectively
· wherein, measurements from 4 time instances with measurement periodicity of 160ms/320ms are used respectively,
· 24%/24.7% and 18.1%/17% prediction accuracy can be achieved for same and different Set B pattern respectively with non-AI baseline (Option 2) 
· evaluation results from [1 source: Nokia] show that AI/ML can achieve 61.9%/56.35% prediction accuracy for prediction time 80ms with 32 Tx beam in Set A for 30km/h/60km/h respectively, and Set B is the same in each time instance.
· wherein, measurements from 5 time instances with measurement periodicity of 80ms are used 
· wherein, 20.3%/22% prediction accuracy can be achieved for 30km/h/60km/h respectively by non-AI baseline (Option 2) 
· evaluation results from [1 source: Xiaomi] show that AI/ML can achieve 61.7%~55.6% prediction accuracy for prediction time 80ms~960ms, with 32 Tx beam in Set A, and Set B is the same in each time instance
· wherein, measurements from 4 time instances with measurement periodicity of equal to or 2 times of the prediction time are used respectively,
· 18.6%~8.8% prediction accuracy can be achieved for same Set B pattern with non-AI baseline (Option 2) based on the measurements of the last time instance
· Note: RS overhead reduction
· Under the assumption of setting Case A, AI/ML can achieve 57.8%~61.0% beam prediction accuracy in terms of Top-1 beam prediction accuracy for 160ms to 960ms prediction time
· up to 4/5 RS/measurement overhead reduction can be obtained with measurements from 4 time instances with measurement periodicity of 160ms to 960ms.
· Under the assumption of setting Case B, AI/ML can provide more than 90% RS/measurement overhead reduction: 
· AI/ML can achieve 58% beam prediction accuracy, while non-AI baseline (Option 2) can only achieve 10% beam prediction accuracy in term of Top-1 beam prediction accuracy for 960ms prediction time 
· With non-AI baseline (Option 2), 18.6% of Top-1 beam prediction accuracy can be achieved with 80ms prediction time. 
· Under the assumption of setting Case B+, AI/ML can provide 87.5% RS/measurement overhead reduction: 
· AI/ML can achieve 55.6%~59.5% beam prediction accuracy in terms of Top-1 beam prediction accuracy with 160ms to 960ms prediction time 320ms to 1920ms measurement periodicity (4 measurement time instance). 
· evaluation results from [1 source: Apple] show that AI/ML can achieve 67.25% prediction accuracy for prediction time 160ms with 32 Tx beams in Set A for 30km/h, and Set B is the same in each time instance.
· wherein, measurements from 4 time instances with measurement periodicity of 160ms are used 
· wherein, 23.95% prediction accuracy can be achieved for 30km/h by non-AI baseline (Option 2).
· With measurements of fixed Set B or variable Set B with pre-configured patterns of beams that of 1/8 of Set A of beams in one time instance, 
· 1/8 RS overhead in spatial domain can be achieved comparing with non-AI baseline (Option 1) assuming all Set A of beams needs to be measured at each time instances for measurement and prediction. More RS overhead can be achieved considering additional temporal domain RS overhead reduction. 
· Top-1 DL Tx beam prediction accuracy: 
· evaluation results from [1 source: Samsung] show that AI/ML can achieve 67.4%/67.8%/ 70%/66.9%/67.5%/64.9%/62.9% prediction accuracy for prediction time 160ms/320ms/480ms/ 640ms/800ms/960ms, with 32 Tx beam in Set A, and Set B is the same in each time instance.
· wherein, measurements from 8 time instances with measurement periodicity of 160ms are used 
· 9%/8.9%/8.8%/8.7%/8.5%/8.4% prediction accuracy can be achieved by non-AI scheme (Option 2) 
· evaluation results from [1 source: vivo] show that AI/ML can achieve 94%/93.5%/92.6%/90.7% prediction accuracy for prediction time 40ms/80ms/160ms/320ms, with 32 Tx beam in Set A, and Set B is different in each time instance respectively
· wherein, measurements from 4 time instances with measurement periodicity of 40ms is used.
· Wherein, 70.7%/70.2%/69.1%/67.2% prediction accuracy can be achieved by non-AI baseline (Option 2) with the assumption that 16 Tx beams are measured in total and preferred beam pattern is used. 
· Where the Rx beam of best beam pair within Set A is assumed to obtained the measurement of Set B.
· evaluation results from [1 source: CMCC] show that AI/ML can achieve 76.1%/75.2%/70.7% prediction accuracy for prediction time 40ms/80ms/160ms, with 32 Tx beam in Set A and Set B is the same in each time instance
· wherein, measurements from 4 time instances with measurement periodicity of 40ms are used,
· 18.0%/17.9%/17.8% prediction accuracy can be achieved by non-AI baseline (Option 2)
· wherein the Rx beam of best beam pair within Set A is assumed to obtained the measurement of Set B.
· evaluation results from [1 source: CATT] show that AI/ML can achieve 81.7%/81.1%/80.6% prediction accuracy for prediction time 40ms/160ms/320ms, with 32 Tx beam in Set A and Set B is the same in each time instance
· wherein, measurements from 8 time instances with measurement periodicity of 40ms are used,
· 30.7%/30.4%/30% prediction accuracy can be achieved by non-AI baseline (Option 2) based on the best Tx beam with highest L1-RSRP in all the time instances
· for random Set B pattern (SetB/SetA=1/8，the SetB is randomly changed in Set A in each time instance), compared to the above case, for Top-1 beam prediction accuracy, evaluation results show about 5% beam prediction accuracy degradation. 
· wherein, the Rx beam of best beam pair within Set B is assumed to obtained the measurement of Set B
· evaluation results from [1 source: Apple] show that AI/ML can achieve 56.91% prediction accuracy for prediction time 160ms with 32 Tx beams in Set A for 30km/h, and Set B is the same in each time instance.
· wherein, measurements from 4 time instances with measurement periodicity of 160ms are used 
· wherein, 18.75% prediction accuracy can be achieved for 30km/h by non-AI baseline (Option 2).
(B) For Tx DL beam prediction with UE rotation, based on evaluation from 2 sources, AI/ML can provide good beam prediction accuracy and gain comparing with non-AI baseline (Option 2) with same RS/measurement:
· with measurements of fixed Set B of beams that of 1/3 of Set A of beams in one time instance. (Note that more RS overhead can be achieved considering additional temporal domain RS overhead reduction) 
· 1/3 RS overhead in spatial domain can be achieved comparing with non-AI baseline (Option 1) assuming all Set A of beams needs to be measured at each time instances for measurement and prediction. More RS overhead can be achieved considering additional temporal domain RS overhead reduction.
· Evaluation results from [1 source: Qualcomm] show that AI/ML can achieve
· 77.5% Top-1 beam prediction accuracy for 160ms prediction time and 200ms measurement periodicity wherein, 33.4% prediction accuracy can be achieved by non-AI baseline (Option 2), and 43.3% beam prediction accuracy can be achieved by a combination of spatial interpolation (radial basis function interpolation) followed by sample-and-hold. 
· Under the assumption of Case B+, 93.3% RS overhead reduction can be achieved compared to non-AI baseline (Option 1) assuming all Set A of beams needs to be measured every 40ms at each time instances for measurement and prediction.
· Wherein, UE rotation is modelled every 40ms with constant 10 RPM rotation speed in all three rotational axes, with rotational direction chosen uniformly at random among the three axes.
· With measurements of variable Set B (with preconfigured Set B pattern in each time instances) of beams that of 1/3 of Set A of beams in one time instance, 
· 1/3 RS overhead in spatial domain can be achieved comparing with non-AI baseline (Option 1) assuming all Set A of beams needs to be measured at each time instances for measurement and prediction. More RS overhead can be achieved considering additional temporal domain RS overhead reduction.
· Evaluation results from [1 source: Qualcomm] show that AI/ML can achieve 
· 78%/76%/73.8%/68.6% Top-1 beam prediction accuracy for 160ms/320ms/480ms/960ms prediction time and 200ms/360ms/520ms/1000ms measurement periodicity
· wherein, 71.5%/63%/56.5%/45.3% prediction accuracy can be achieved by non-AI baseline (Option 2), in which for each prediction instance, the latest measurement for each beam in Set A is used as the predicted value for that beam.
· wherein, Set B patterns in Set A/Set B consecutive time slots partition Set A. 
· Under the assumption of Case B+, 93.3%/96.3%/97.4%/98.7% RS overhead reduction can be achieved compared to non-AI baseline (Option 1) assuming all Set A of beams needs to be measured every 40ms at each time instances for measurement and prediction for 160ms/320ms/480ms/960ms prediction time. 
· Wherein, UE rotation is modelled every 40ms with constant 10 RPM rotation speed in all three rotational axes, with rotational direction chosen uniformly at random among the three axes.
· With measurements of fixed Set B of beams that of 1/4 of Set A of beams in one time instance, 
· 1/4 RS overhead in spatial domain can be achieved comparing with non-AI baseline (Option 1) assuming all Set A of beams needs to be measured at each time instances for measurement and prediction. More RS overhead can be achieved considering additional temporal domain RS overhead reduction.
· Top-1 DL Tx beam prediction accuracy: 
· evaluation results from [1 source: Samsung] show that AI/ML can achieve 71.8%/57.3% prediction accuracy for prediction time 160ms/320ms, with 32 Tx beam in Set A, and Set B is the same in each time instance respectively
· wherein, measurements from 4 time instances with measurement periodicity of 160ms/320ms are used respectively,
· 24.3%/14.2% prediction accuracy can be achieved for same and different Set B pattern respectively with non-AI baseline (Option 2) 
· Wherein, UE rotation is modelled every 20ms with a rotation speed uniformly distributed within {0, 60} RPM, and the rotation direction is {1/4 of data with randomly to left or right in horizontal, 1/4 of data always to left, 1/4 of data always to right, 1/4 of data to left and right in turn} with random initial directly. 
(C) For beam pair prediction without UE rotation, based on evaluation of most sources, AI/ML can provide good beam prediction accuracy and gain comparing with non-AI baseline (Option 2) with same RS/measurement overhead.
· With measurements of fixed Set B or variable Set B with preconfigured pattern in each time instance of beams that of 1/4 of Set A of beams in one time instance, 
· 1/4 RS overhead can be achieved comparing with non-AI baseline (Option 1) assuming all Set A of beams needs to be measured at each time instances for measurement and prediction. More RS overhead can be achieved considering additional temporal domain RS overhead reduction.
· Top-1 beam pair prediction accuracy: 
· evaluation results from [1 source: CMCC] show that AI/ML can achieve 76.3%/74.7%/72% prediction accuracy for prediction time 40ms/80ms/160ms, with 32 Tx beams and 8 Rx beams in Set A, and Set B is the same in each time instance
· wherein, measurements from 4 time instances with measurement periodicity of 40ms are used
· 32.7%/32.6%/32.5% prediction accuracy can be achieved by non-AI baseline (Option 2) 
· evaluation results from [1 source: ZTE] show that AI/ML can achieve 88%~90% prediction accuracy for prediction time 160ms/320ms/480ms/640ms/800ms, with 32 Tx beams and 8 Rx beams in Set A, and Set B is the same in each time instance
· wherein, measurements from 5 time instances with measurement periodicity of 160ms are used
· 19%~23% prediction accuracy can be achieved by non-AI baseline (Option 2)
· evaluation results from [1 source: BJTU] show that AI/ML can achieve 80.97%/80.17%/75.86% prediction accuracy for prediction time 40ms/80ms/160ms, with 32 Tx beam and 4 Rx beam in Set A, and Set B is the same in each time instance
· wherein, measurements from 4 time instances with measurement periodicity of 40ms are used,
· 38.6%/38.0%/37.2% prediction accuracy can be achieved by non-AI baseline (Option 2) 
· evaluation results from [1 source: xiaomi] show that AI/ML can achieve 63.2%/~57.7% prediction accuracy for prediction time 80ms~960ms, with 32 Tx beam and 8 Rx beam in Set A, and Set B is the same in each time instance
· wherein, measurements from 4 time instances with measurement periodicity same as or 2 times of the prediction time are used 
· 22.3%~10.7% prediction accuracy can be achieved by non-AI baseline (Option 2) 
· RS overhead reduction
· Under the assumption of setting Case A, AI/ML can achieve 58.1%~62.0% beam prediction accuracy in terms of Top-1 beam prediction accuracy for 160ms to 960ms prediction time, up to 4/5 RS/measurement overhead reduction can be obtained with measurements from 4 time instances with measurement periodicity of 160ms to 960ms.
· Under the assumption of setting Case B, AI/ML can provide more than 90% RS/measurement overhead reduction:
· AI/ML can achieve 58.1% beam prediction accuracy, while non-AI baseline (Option 2) can only achieve 12.7% beam prediction accuracy in term of Top-1 beam prediction accuracy for 960ms prediction time 
· With non-AI baseline (Option 2), 22.3% of Top-1 beam prediction accuracy can be achieved with 80ms prediction time. 
· Under the assumption of setting Case B+, AI/ML can provide 87.5% RS/measurement overhead reduction: 
· AI/ML can achieve 57.1%~60.7% beam prediction accuracy in terms of Top-1 beam prediction accuracy with 160ms to 960ms prediction time /320ms to 1920ms measurement periodicity (4 measurement time instance). 
· evaluation results from [1 source: Samsung] show that AI/ML can achieve 48.2%/51.6% prediction accuracy for prediction time 160ms, with 32 Tx beam and 8 Rx beam in Set A, and Set B is the same and different in each time instance respectively
· wherein, measurements from 4 time instances with measurement periodicity of 160ms are used,
· 16.2%/22.9% prediction accuracy can be achieved by non-AI baseline (Option 2) based on the measurements of the last time instance
· With measurements of fixed Set B of beams that of 1/8 of Set A of beams in one time instance, 
· 1/8 RS overhead can be achieved comparing with non-AI baseline (Option 1) assuming all Set A of beams needs to be measured at each time instances for measurement and prediction. More RS overhead can be achieved considering additional temporal domain RS overhead reduction. 
· Top-1 beam pair prediction accuracy: 
· evaluation results from [1 source: CATT] show that AI/ML can achieve 76.7%/74.1%/73.6% prediction accuracy for prediction time 40ms/160ms/320ms, with 256 (32Tx*8Rx) beam pairs in Set A and Set B (4Tx*8Rx) is the same in each time instance 
· wherein, measurements from 8 time instances with measurement periodicity of 40ms are used,
· 30.1%/29.7%/29.1% prediction accuracy can be achieved by non-AI baseline (Option 2) based on the measurements in all time instances
· evaluation results from [1 source: BJTU] show that AI/ML can achieve 77.0%/76.2%/72.0% and 74.2%/73.0%/69.8% prediction accuracy for prediction time 40ms/80ms/160ms, with 32 Tx beams and 4 Rx beams in Set A, and Set B is the same in each time instance with all measurements from all Rx beams and half of Rx beams respectively
· wherein, measurements from 4 time instances with measurement periodicity of 40ms are used,
· 9.88%/9.60%/8.95% and 14.57%/14.45%/14.27% prediction accuracy can be achieved by non-AI baseline (Option 2) for the case with all Rx beams and half of Rx beams respectively
· With measurements of fixed Set B or variable Set B with pre-configured pattern in each time instance of beams that of 1/16 of Set A of beams in one time instance, 
· 1/16 RS overhead can be achieved comparing with non-AI baseline (Option 1) assuming all Set A of beams needs to be measured at each time instances for measurement and prediction. More RS overhead can be achieved considering additional temporal domain RS overhead reduction.
· Top-1 beam pair prediction accuracy: 
· evaluation results from [1 source: BJTU] show that AI/ML can achieve 50.58%/48.71%/44.33% and 63.94%/63.31%/60.49% prediction accuracy for 40ms/80ms/160ms prediction time with 32 Tx beam in Set A, and Set B is the same in each time instance with {8 Tx and 2 Rx} and {4 Tx and all Rx} respectively.
· wherein, measurements from 4 time instances with measurement periodicity of 40ms are used 
· 8.96%/8.91%/8.89% and 4.7%/4.56%/4.3% prediction accuracy can be achieved by non-AI scheme (Option 2) for the case with from all Rx beams and half of Rx beams respectively
· evaluation results from [1 source: CATT] show that AI/ML can achieve 89.1% / 86.4%/ 82.9% prediction accuracy for prediction time 40ms/160ms/320ms, with 256 (32Tx*8Rx) beam pairs in Set A and Set B (2Tx*8Rx) is different in each time instance 
· wherein, measurements from 8 time instances with measurement periodicity of 40ms are used,
· 69.4%/67.8%/66% prediction accuracy can be achieved by non-AI baseline (Option 2) based on the measurements in all time instances
(D)For beam pair prediction with UE rotation, evaluations from 2 sources show AI/ML can provide 44% or 15% beam prediction accuracy gain comparing with non-AI baseline (Option 2) with same RS/measurement overhead, with 78% or 30%~35% Top-1 beam prediction accuracy respectively.
· With measurements of fixed Set B or variable Set B with pre-configured pattern in each time instance of beams that of 1/4 of Set A of beams in one time instance, 
· 1/4 RS overhead can be achieved comparing with non-AI baseline (Option 1) assuming all Set A of beams needs to be measured at each time instances for measurement and prediction. More RS overhead can be achieved considering additional temporal domain RS overhead reduction.
· Top-1 beam pair prediction accuracy: 
· evaluation results from [1 source: Samsung] show that AI/ML can achieve 35.02%/29.2% prediction accuracy for prediction time 40ms/160ms, with 32 Tx beam and 8 Rx beam in Set A, and Set B is the same and different in each time instance respectively
· wherein, measurements from 4 time instances with measurement periodicity of 40ms/160ms are used,
· 19.7%/15.6% prediction accuracy can be achieved by non-AI baseline (Option 2) based on the measurements of the last time instance
· UE rotation is modelled every 20ms with a rotation speed uniformly distributed within {0, 60} RPM, and the rotation direction is {1/4 of data with randomly to left or right in horizontal, 1/4 of data always to left, 1/4 of data always to right, 1/4 of data to left and right in turn} with random initial directly. 
· With measurements of variable Set B with pre-configured patterns in each time instance of beams that of 1/16 of Set A of beams in one time instance, 
· 1/16 RS overhead can be achieved comparing with non-AI baseline (Option 1) assuming all Set A of beams needs to be measured at each time instances for measurement and prediction. More RS overhead can be achieved considering additional temporal domain RS overhead reduction.
· Top-1 beam pair prediction accuracy: 
· evaluation results from [1 source: Ericsson] show that AI/ML can achieve 78.1% prediction accuracy for prediction time 40ms with 32 Tx beams and 8 Rx beams in Set A, Set B is different in each time instance and 10 RPM rotation speed to fixed a direction 
· wherein, measurements from 3 time instances with measurement periodicity of 40ms or 80ms are used
· 42.4%/42.5% prediction accuracy can be achieved by non-AI scheme (Option 2)


#12 Generalization performance
Proposal for online:
Observation 6.1 in R1-2308585 is confirmed 
Note: this is an update of corresponding observation made in previous meeting 

Observation 6.1
The following generalization aspects were evaluated for at least BMCase-1 when Set B is a subset of Set A (and BMCase-2 if stated),
· Scenarios
· Various deployment scenarios,
· e.g., UMa, UMi 
· e.g., 200m ISD or 500m ISD 
· Various outdoor/indoor UE distributions, e.g., 100%/0%, 20%/80%, and others
· Various UE mobility (for BMCase-2 only), 
· e.g., 30km/h, 60km/h and others
· Configurations (parameters and settings)
· Various UE parameters, 
· e.g., UE codebook 
· e.g., UE antenna array dimensions
· e.g., different number beams in a seen UE codebook when inference using a subset of Rx beams of training
· Various gNB settings, 
· e.g., DL Tx beam codebook
· e.g., gNB antenna array dimensions
· Various Set A of beam(pairs) 
· Various Set B of beam (pairs)
Note: the following are assumed in the simulation unless otherwise stated
· For DL Tx beam prediction, the measurements from best Rx beam are used.
· Fixed Set B pattern.
· Without UE Rotation.
· Beams could be measured regardless of their SNR.
· No measurement error.
· Measured in a single-time instance (within a channel-coherence time interval).
· No quantization for the L1-RSRP measurements.
· No constraint on UCI payload overhead for full report of the L1-RSRP measurements of Set B for NW-side models are assumed. 
· Observations are applicable for both Tx beam and beam pair.
· The evaluation results are from BM-Case 1 and similar observation are expected for BM-Case 1 when Set B is different from Set A. 
Note that, in the following evaluation, model switching is not evaluated for generalization performance. 

Companies have provided evaluation results which show that Case 3 and/or Case 2A can provide better performance than Case 2. In most of the cases/evaluations, Case 3 has performance degradation than Case 1. From the evaluation results from some companies and for some scenarios, Case 3 may have similar or slightly higher performance than Case 1: 
· 2 sources: for various UE distribution with same or double training data size, 
· 1 source: for different ISDs with triple training data size.
(A) For some cases, Case 2 have some performance degradation than Case 1 in most of the cases/evaluations. In Case 2, AI/ML still can provide better performance than non-AI baseline option 2 (based on the measurements from Set B of beams):
· For various deployment scenarios: UMa/UMi (with the assumption of same down tilt, same or different NLOS probability, same or different ISD, same or different antenna height) 
· (Case 2) For generalization Case 2 compared to Case 1, 
· With the assumption of same ISD, antenna height and same NLOS probability for UMa/UMi, evaluation results from [4 sources: Futurewei, Fujitsu, OPPO, CEWiT] show less than 5% degradation, evaluation results from [4 sources: Ericsson, MediaTek, Lenovo, LG] show 5%~10% degradation 
· wherein [1 source: Ericsson] assumed different UE distribution with same ISD, antenna height, its results show 5%~17% and less than 5% degradation for 100% outdoor UE and 80%/20% in/outdoor UE, respectively, for different combinations of Set B and Set A (i.e., different ratio of Set B/Set A and Set B could be either subset of Set A or different from Set A) for Top-1 beam prediction accuracy, for DL Tx beam prediction. 
· With the assumption of different antenna height for UMa/UMi, 
· evaluation results from [1 source: CATT] show about 13% degradation for Top-1 beam prediction accuracy, for DL Tx beam prediction with same ISD
· evaluation results from [1 source: Xiaomi] show 16%, and 18% degradation for Top-1 beam prediction accuracy, for DL Tx beam and beam pair prediction respectively, with different ISD
· evaluation results from [1 source: vivo] show about 13% degradation for Top-1 beam prediction accuracy, for both DL Tx beam and beam pair prediction with same ISD, different antenna heights and NLOS probabilities
· (Case 3) For generalization Case 3 compared to Case 1, the evaluation results from [5 sources: CATT, Lenovo, Fujitsu, LG, vivo] show less than 5% degradation, and the evaluation results from [1 source: xiaomi] show 8% degradation for Top-1 beam prediction accuracy, for DL Tx beam and/or beam pair prediction.
· wherein [1 source: xiaomi] assumed different ISD and antenna height and the results show about 8% degradation for Top-1 beam prediction accuracy for both DL Tx beam and beam pair prediction. 
· Various deployment scenarios: ISD 200m/ISD 500m
· (Case 2) For generalization Case 2 compared to Case 1, evaluation results from [3 sources: Fujitsu, CATT, vivo] show about 1%~2% degradation, evaluation results from [2 sources: Lenovo, Nokia] show ~9% degradation for Top-1 beam prediction accuracy for DL Tx beam and/or beam pair prediction.
· (Case 3) For generalization Case 3 compared to Case 1, the evaluation results from [1 source: Nokia] show slightly better (1%~2% for Top-1 beam prediction accuracy) performance compared to Case 1 with triple size of training data for DL Tx beam prediction, and, the evaluation results from [1 source: Fujitsu] show about 1% degradation on Top-1 beam prediction accuracy for beam pair prediction with the same size of training data.
· Various deployment scenarios: 100% outdoor/20%outdoor
· (Case 2) For generalization Case 2 compared to Case 1, evaluation results from [4 sources: Fujitsu, Nokia, Interdigital, vivo] show less than 5% degradation, evaluation results from [3 sources: Ericsson, CEWiT, CATT] show 5%~10% degradation, evaluation results from [3 sources: xiaomi, ZTE, DOCOMO] show 10%~25% degradation for Top-1 beam prediction accuracy for DL Tx beam and/or beam pair prediction.
· In addition, [1 source: Samsung] evaluated the scenario with 80% outdoor/20% outdoor, and its evaluation results show about 20% degradation for Top-1 beam prediction accuracy for DL Tx beam prediction.
· In addition, [1 source: MediaTek] evaluated the scenario with 100% outdoor/0% outdoor, and its evaluation results show 10%~25% degradation for Top-1 beam prediction accuracy for DL Tx beam prediction.
· In addition, evaluation results from [1 source: InterDigital] show that the performance degradation becomes larger with smaller ratio of Set B/Set A. 
· wherein, [1 source: Ericsson] evaluated the scenario with ISD=200 in UMa for different combinations of Set B and Set A (i.e., different ratio of Set B/Set A and Set B could be either subset of Set A or different from Set A) and the results show 10%~17% degradation for Top-1 beam prediction accuracy for DL Tx beam prediction.  
· (Case 2A) For generalization Case 2A compared to Case 1, evaluation results from [1 source: Ericsson] show 1%~6% degradation for Top-1 beam prediction accuracy for DL Tx beam prediction.
· wherein, [1 source: Ericsson] evaluated the scenario ISD=200 in UMa for different number of epochs and number of data used for finetuning and the results show 1%~6% degradation for Top-1 beam prediction accuracy for DL Tx beam prediction. 
· In addition, [1 source: Samsung] evaluated the scenario with 80% outdoor/20% outdoor, and its evaluation results show 3%~8% degradation for Top-1 beam prediction accuracy for DL Tx beam prediction.
· (Case 3) For generalization Case 3 compared to Case 1, the evaluation results from [4 sources: ZTE, Fujitsu, vivo, InterDigital] show less than 2% degradation, and the evaluation results from [2 source: DoCoMo, xiaomi] show 10% degradation for Top-1 beam prediction accuracy compared to Case 1. However, the evaluation results from [1 source: Nokia] show slightly better (about 1% for Top-1 beam prediction accuracy) performance compared to Case 1 with double size of training data. 
· In additional, [1 source: Samsung] evaluated the scenario with 80% outdoor/20% outdoor, and its evaluation results show slightly better (about 4% for Top-1 beam prediction accuracy) performance compared to Case 1 with same training data size for DL Tx beam prediction.
· In additional, the evaluation results from [1 source: CATT] show that for generalization from 100% outdoor to 20% outdoor, 7% degradation for Top-1 beam prediction accuracy compared to Case 1. For generalization from 20% outdoor to 100% outdoor, about 4% degradation for Top-1 beam prediction accuracy compared to Case 1.
· For DL Tx beam prediction only, various UE parameters: different UE codebooks, and/or different UE antenna array dimensions
· (Case 2) For generalization Case 2 compared to Case 1, for Top-1 beam prediction accuracy
· evaluation results from [2 sources: Ericsson, Nokia] show less than 1% performance with different UE codebooks.
· evaluation results from [1 source: Qualcomm] show about 4% degradation, with different UE codebook, different number of Rx elements and panel location. 
· evaluation results from [1 source: Samsung] show about 10% degradation with both different number of UE Rx beams, different number of Rx elements, and about 5% degradation with both different number of UE Rx beams (where in Configuration #A, UE Rx beams are subset of UE Rx beams in Configuration #B), and same number of Rx elements,
· (Case 3) For generalization Case 3 compared to Case 1, the evaluation results from [1 source: Qualcomm] show 1~2.5% degradation with different number of UE Rx beams, different number of Rx elements and panel location, and evaluation results from [1 source: Samsung] show about 7.5% degradation with both different number of UE Rx beams, different number of Rx elements, for Top-1 beam prediction accuracy.
· For beam pair prediction only, various UE parameters: different number of beams in a seen UE codebook when inference using a subset of Rx beams of training
· (Case 2) For generalization Case 2 compared to Case 1, evaluation results from [2 sources: OPPO, Xiaomi] show 2%~15% degradation Top-1 beam prediction accuracy
· wherein, evaluation results from [1 source: Xiaomi] show 2% with different number of beams in a seen UE codebook for Top-1 beam prediction accuracy based on the assumption that training by 8 Rx beam and inference by 4 of 8 Rx beam.
· wherein, evaluation results from [1 source: OPPO] show 15% degradation with different number of beams in a seen UE codebook for Top-1 beam prediction accuracy based on the assumption that training by 4 Rx beam and inference by 2 of 4 Rx beam.

(B) For some cases, Case 2 have significant performance degradation than Case 1 in most of the cases/ evaluations. In Case 2, AI/ML can provide comparable or worse performance than non-AI baseline option 2 (based on the measurements from Set B of beams)
· Various deployment scenarios: UMa/UMi (With the assumption of different ISD, antenna height, down tilt and NLOS probability) 
· (Case 2) For generalization Case 2 compared to Case 1, evaluation results from [3 sources: Qualcomm, Samsung, Spreadtrum] show 20%~35% degradation for Top-1 beam prediction accuracy compared to Case 1, for DL Tx beam and/or beam pair prediction.
· (Case 3) For generalization Case 3 compared to Case 1, the evaluation results from [2 sources: Qualcomm, Samsung] show less than 5% degradation,
· [bookmark: _Hlk143751025]Various configurations (parameters and settings): different gNB antenna array dimensions, and/or DL Tx beam codebook 
· Note: different DL Tx beam codebooks will result in various Set A of beam(pairs) 
· (Case 2) For generalization Case 2 compared to Case 1, evaluation results from [2 source: vivo, Apple] show 15%~40% degradation, evaluation results from [5 sources: Nokia, Qualcomm, Lenovo, MediaTek] show 30%~50% degradation, evaluation results from [2 sources: Samsung, Fujitsu, ZTE, vivo] show about 60% degradation, evaluation results from [1 source: InterDigital] show about 70% degradation, for Top-1 beam prediction accuracy for DL Tx beam and/or beam pair prediction. [1 source: Apple] shows BM-AI can perform worse than the conventional approach’s with mismatched set A design.
· Wherein [1 source: vivo] show 15%-40% degradation for Top-1 beam accuracy assuming same DL Tx codebook (pointing angles) and different beam width, and 50%-60% degradation for Top-1 beam accuracy assuming different DL Tx codebooks (pointing angles) and same beam width for Tx beam and pair prediction
· wherein [2 source: Samsung, ZTE] assumed different Tx beam codebooks have different horizontal angles but the same gNB array/beamwidth and the results show about 56% degradation for Top-1 beam prediction accuracy with same training data size for DL Tx beam prediction. 
· wherein [1 source: Fujitsu] assumed different Tx beam codebooks have different horizonal beam angles and the different gNB array/beamwidth and the results show about 57% degradation for Top-1 beam prediction accuracy with same training data size for beam pair prediction. 
· wherein [2 sources: Qualcomm, MediaTek] assumed different Tx beam codebooks have the same beam pointing angles but have different beamwidth (due to different gNB array sizes) and the results show about 30% degradation for Top-1 beam prediction accuracy. 
· evaluation results from [1 source Apple] show performance degradation in terms of the top-1 beam accuracy from 73.9% to 34.2% at 4 beams in Set B, from 88.6% to 63.9% at 8 beams in set B, from 97.8% to 88.4% at 16 beams in set B.
· evaluation results from [5 sources: Qualcomm, Nokia, Lenovo, vivo, OPPO] show better performance than non-AI baseline option 2 (based on the measurements from Set B of beams). However, evaluation results from [5 sources: Samsung, Fujitsu, ZTE, Apple, InterDigital] similar or even worse performance than non-AI baseline option 2 (based on the measurements from Set B of beams). 
· (Case 2A) For generalization Case 2A compared to Case 1, evaluation results from [1 source: Samsung] show 16%~20% for Top-1 beam prediction accuracy for DL Tx beam prediction with the assumption that different Tx beam codebooks have different horizontal angles but the same gNB array/beamwidth.
· (Case 3) For generalization Case 3 compared to Case 1, the evaluation results from [6 sources: Nokia, Samsung, Fujitsu, ZTE, vivo, InterDigital] show less than 5% degradation, and the evaluation results from [2 sources: Qualcomm, Lenovo] show 10%~15% degradation for Top-1 beam prediction accuracy compared to Case 1. Evaluation results from [1 source: Apple] show there is 2%~32% degradation for Top-1 beam with 1 dB margin. 
· Wherein, [1 source: Nokia] assumes different beamwidth and double training data size 
· For Tx-Rx beam pair prediction only, various UE parameters: different UE codebooks, and/or different UE antenna array dimensions
· Note: different UE Rx beam codebooks will result in various Set A of beam pairs for beam pair prediction 
· (Case 2) For generalization Case 2 compared to Case 1, evaluation results from [4 sources: Fujitsu, Samsung, ZTE, Ericsson] show large degradation (i.e., >40%) with different number of elements (different beamwidth) and different UE codebooks for Top-1 beam prediction accuracy. 
· wherein, evaluation results from [1 source: Ericsson] show 12% and 52% degradation with UE codebook is different for Top-1 beam prediction accuracy with 1x4 Rx beam and with 2x2 Rx beam pattern and 1x4 Rx beam respectively. 
· (Case 3) For generalization Case 3 compared to Case 1, evaluation results from [1 source: Fujitsu, ZTE] show less than 5% degradation, and evaluation results from [1 source: Samsung] show 16%~26% degradation for Top-1 beam prediction accuracy, with different number of elements and/or different number of UE Rx
· [bookmark: _Hlk143751167]Various Set B of beams: different fixed Set B pattern
· (Case 2) For generalization Case 2 compared to Case 1, evaluation results from [9 sources: InterDigital, vivo, Lenovo, CATT, Futurewei, Fujitsu, Apple, Nokia, ZTE] show large degradation with different Set B pattern (different number and/or same number different Set B pattern) for DL Tx beam prediction and/or beam pair prediction.
· evaluation results from [1 source: Xiaomi] show 13~21% degradation with same evenly spaced in beam(pair) ID dimension without providing beam ID information as AI/ML inputs. 
· evaluation results from [1 source: Samsung] show 20%~40% degradation with different number of beams in Set B for BMCase-2
· evaluation results from [1 source: Apple] show the AI-BM performance can be worse than the conventional approach’s with mismatched set B design.
· (Case 3) For generalization Case 3 compared to Case 1, 
· evaluation results from [5 sources: Fujitsu, CATT, vivo, ZTE, InterDigital] show less than or about 5% degradation.  
· evaluation results from [1 source: xiaomi] show 14% degradation without providing beam ID information as AI/ML inputs.  
· evaluation results from [1 source: Samsung] show 3%~10% degradation with different number of beams in Set B for BMCase-2 
· evaluation results from [1 source: Nokia] show 8-10% degradation with different Set B pattern.
(C) For BMCase-2, various UE mobility, different companies reported different observation for Case 2. In Case 2, AI/ML still can provide comparable or worse performance than non-AI baseline option 2 (based on the measurements from Set B of beams)]
· For various UE mobility for BMCase-2: 30km/h / 60km/h / 90km/h 120km/h
· (Case 2) For generalization Case 2 compared to Case 1, 
· evaluation results from [3 sources: Huawei/HiSi, InterDigital, OPPO] show significant degradation i.e., >30% in terms of Top 1 prediction accuracy, and evaluation results from [1 source: ZTE] show about 19%~49% degradation for prediction time 160ms~800ms. 
· evaluation results from [4 sources: Lenovo, Nokia, Xiaomi, vivo] show >6% performance degradation in terms of Top 1 prediction accuracy and evaluation results from [3 sources: Samsung, CMCC, DOCOMO] show about 10~18% degradation
· (Case 3) For generalization Case 3 compared to Case 1, for Top-1 beam prediction accuracy
· the evaluation results from [3 sources: Huawei/HiSi, OPPO, Samsung] show 3~7% degradation for Top-1 beam prediction accuracy
· the evaluation results from [1 source: ZTE] show 8~14% degradation for Top-1 beam prediction accuracy
· the evaluation results from [1 source: DOCOMO] show <17% degradation for Top-1 beam prediction accuracy by training with same size of training data mixed of 30km/h, 60km/h and 90km/h. 
· the evaluation results from [1 source: Xiaomi] show about 1% degradation for Top-1 beam prediction accuracy for 30km/h and 60km/h, and show about 4%/8% degradation for Top-1 beam prediction accuracy for 30km/h and 90km/h.
· the evaluation results from [1 source: InterDigital] show comparable performance for Top-1 beam prediction accuracy for 30km/h and 60km/h
· the evaluation results from [3 sources: Nokia, vivo, CMCC] show slightly better (1%~2% for Top-1 beam prediction accuracy) performance compared to Case 1 with double or triple size of training data for DL Tx beam prediction.



