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1. Introduction
In this contribution, we summarize issues regarding AI/ML general aspects agenda in RAN1 #114. 
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2. Summary of contributions in RAN1#114
2.1 Definitions of terms, symbols and abbreviations

2.1.1 Proposals for changes
Company proposals
Fraunhofer:
Proposal 1: Change the Reinforcement Learning (RL) Definition as follows:
Reinforcement Learning (RL): A process of training an AI/ML model (policy) to interact with an environment and take actions (model’s output) based on the environment’s current state (model’s input), with the goal of maximizing the expected cumulative reward (feedback signal). For the AI/ML model (policy) training, direct interaction with the environment, available logged data from the environment, or a combination of both can be used.

2.1.2 New terminologies 
Company proposals
CATT
Proposal 1: Add the following definition of functionality switching in the terminology list:
	Functionality switching
	Deactivating a currently active AI/ML functionality and activating a different AI/ML functionality for a specific AI/ML-enabled feature.



Fraunhofer:
Proposal 7: The following concepts/terms shall be introduced:
· Fault: a specific problem caused by the performance degradation of the AI/ML model. For example, for a beam management model, the RSRP/SINR values of the chosen beams are declining.
· Fault indication: signs that could imply the existence of a fault. For example, a mismatch between the statistics of input data in the AI/ML model during Inference and the training data for the specific AI/ML model, could indicate a problem on the model’s performance.
· Fault type or root cause of a fault: the underlying reason a fault is observed. For example, we have a blockage or reflections in the radio environment and the AI/ML model’s performance degrades, as it is not trained for this. 


2.2 General AI/ML Framework
2.2.1 [bookmark: _Hlk127794106]Description of the stages of Machine Learning
Previous agreements
	RAN2 #121-bis-e Agreement
The general AI/ML framework consist of, (i) Data Collection, (ii) Model Training, (iii) Model Management, (iv) Model Inference, and (v) Model Storage.

RAN2 #122 Agreement
RAN2 agreed on below general AI/ML framework diagram with the following modifications: 
Intention is to cover functional arch in general, e.g., covering both be model based and/or functionality-based LCM 
“Model Storage” in the figure is only intended as a reference point (if any) for protocol terminations etc for model transfer/delivery etc. It is not intended to limit where models are actually stored. Add a note for this. 
Remove “Model” in Model Management and Model Inference and for the actions/the arrow form Management to Inference (to reduce the risk for misunderstanding). 
Management may be model based management, or functionality-based management. Add a mote for this. 
With the modifications above Figure 2 from R2-2305327 is agreed.






[bookmark: _Hlk135397074]Company proposals
Intel
Proposal-1: Support a modification of the RAN3 functional framework (37.817) by using components according to the agreed terminology in RAN1 (including model storage introduced in RAN2)


Nvidia
Proposal 1: The defining stages of AI/ML related algorithms, including the model generation, e.g., model training (including input/output, pre-/post-process, online/offline, etc.), model validation, model testing, the model inference operation, e.g., input/output, pre-/post-process, and the associated complexity, need to be analysed case by case.

AT&T
Proposal 1: Study a common framework for model and functionality identification to indicate a common understanding between network and UE across all sub-use cases. 

[bookmark: _Hlk142655472]Proposal 2: Include the following blocks as a starting point for high-level AI/ML framework diagram: 
Data collection, model training, model management/performance monitoring, model inference. Model storage.


Proposal 3: The following figure is used as the starting point for general AI/ML framework.
Model deployment/delivery/transfer


Figure 2. AI/ML Functional Architecture  
Note: 
· A block may be implemented in one or multiple entities, some of which may be 3GPP or non-3GPP entities.
· The interaction between block may or may not have impact on 3GPP signaling. 

[bookmark: _Hlk142655494]Proposal 4: The following figure is used as the starting point for AI/ML framework for functionality-based LCM.Figure 3: AI/ML functional architecture for functionality-based LCM.
Inference
Monitoring data
Data Collection
Functionality Management/ Performance Monitoring
Inference data
Functionality control (activation/ deactivation/ switching/ selection/ fallback)
Output
Feedback

Note: 
· A block may be implemented in one or multiple entities, some of which may be 3GPP or non-3GPP entities.


TCL Communication:
Proposal 1: The MEC can be taken as the Starpoint for AI/MI model LCM, and RAN should focus on AI/ML model inference-relate processes designing, including configuration, active/deactivate/switching mechanism, monitoring and CSI enhancement etc.

2.2.2 Collaboration levels
[bookmark: _Hlk135397078]Previous agreements
	 Agreement (from RAN1 #109-e)
Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1. Level x: No collaboration
2. Level y: Signaling-based collaboration without model transfer
3. Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary 

Working Assumption (from RAN1 #110-bis-e)
· Define Level y-z boundary based on whether model delivery is transparent to 3gpp signalling over the air interface or not.
· Note: Other procedures than model transfer/delivery are decoupled with collaboration level y-z.
· Clarifying note: Level y includes cases without model delivery.

Agreement (from RAN1 #110-bis-e)
· Clarify Level x/y boundary as:
Level x is implementation-based AI/ML operation without any dedicated AI/ML-specific enhancement (e.g., LCM related signalling, RS) collaboration between network and UE.
(Note: The AI/ML operation may rely on future specification not related to AI/ML collaboration. The AI/ML approaches can be used as baseline for performance evaluation for future releases.)




Company proposals
CATT
Table 1 Relationship between collaboration levels, functional/model identification and LCM procedures
	Identification 
	Model transfer
	Collaboration level
	LCM procedure within 3GPP

	No identification 
	N/A
	Level x
	No. LCM is up to implementation, i.e. out of 3GPP network.

	Functionality identification
	Not support
	Level y
	Functionality-based LCM, e.g. AI/ML functionality activation/deactivation/switching, fallback to non-AI/ML based approach, performance monitoring.

	Model identification
	Not support
	Level y
	Model-ID-based LCM (without model transfer), e.g. AI/ML model activation/deactivation, model selection/switching/monitoring, etc.

	
	Support
	Level z
	Model-ID-based LCM, all LCM procedures in level y + model transfer.


Proposal 2: From UE’s perspective,
· If UE/UE-side supports functionality identification, collaboration level y can be achieved. Functionality-based LCM can be supported, e.g. AI/ML functionality activation/deactivation/switching, fallback to non-AI/ML based approach, performance monitoring.
· If UE/UE-side supports model identification but not model transfer, collaboration level y can be achieved. Most model-ID-based LCM procedures within 3GPP network can be supported, e.g. AI/ML model activation/deactivation/selection/switching, model monitoring, fallback, etc.
· If UE/UE-side supports model identification and model transfer, collaboration level z can be achieved. All model-ID-based LCM procedures can be supported. 

LG
Proposal #9: For collaboration level z, RAN1 should focus on RAN1-specific issues only.

CMCC
Proposal 1: Confirm the working assumption on Level y-z boundary.
· Define Level y-z boundary based on whether model delivery is transparent to 3gpp signalling over the air interface or not.
· Note: Other procedures than model transfer/delivery are decoupled with collaboration level y-z.
· Clarifying note: Level y includes cases without model delivery.

Nvidia
Proposal 2: RAN1 to further clarify the meaning of “dedicated AI/ML-specific enhancement.” 
· For example, if RAN1 introduced the feature that “UE to report the measurement results of more than 4 beams in one reporting instance” for AI/ML based beam management, would the feature be qualified as “dedicated AI/ML-specific enhancement”?


2.2.3 ML model Life Cycle Management
Previous agreements
	RAN1 #110 Agreement 
Study the following aspects, including the definition of components (if needed) and necessity, in Life Cycle Management
· Data collection
· Note: This also includes associated assistance information, if applicable.
· Model training
· [Model registration]
· Model deployment
· Note: Terminology is to be defined. This includes process of compiling a trained AI/ML model and packaging it into an executable format and delivering to a target device. 
· [Model configuration]
· Model inference operation
· Model selection, activation, deactivation, switching, and fallback operation
· Note: some of them to be refined
· Model monitoring
· Model update
· Note: Terminology is to be defined. This includes model finetuning, retraining, and re-development via online/offline training.
· Model transfer
· UE capability
Note: Some aspects in the list may not have specification impact.
Note: Aspects with square brackets are tentative and pending terminology definition.
Note: More aspects may be added as study progresses. 




2.2.3.1 Data collection

Previous agreements
	Conclusion from RAN#1 110-bis-e
Data collection may be performed for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc. each may be done with different requirements and potential specification impact.
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)
RAN1#113 Agreement
Consider at least the following aspects and if applicable, the corresponding potential specification impact related to data collection:
· Measurement configuration and reporting
· Contents, type and format of data including:
· Data related to model input
· Data related to ground truth 
· Quality of the data
· Other information
· Signaling of assistance information for categorizing the data
· Note: The study should consider the feasibility of disclosure of proprietary information
· Signaling for data collection procedure
· Note 1: Use-case specific details can be studied in respective agenda items
· Note 2: Signaling mechanism details can be studied by appropriate working groups.

RAN2 #121 agreement
Proposal 1: - RAN2 to simultaneously focus on studying data collection solutions for both NW- and UE-sided AIML models, including assistance signalling and (dataset) reporting from the concerning entity.​ 
Proposal 2: -  Study RAN2 implications of data collection for all concerning LCM purpose, e.g., model training/monitoring/selection/update/inference/etc.​ 
Proposal 3: -  RAN2 to separately analyse the data collection requirements and solutions for the different LCM purposes. FFS if general frameworks/solutions could be adopted.​ 
Proposal 4: - Wait for RAN1 requirements before discussing specific data collection solutions for use cases and for the related (LCM) procedures. In the meantime, RAN2 can summarize the implementation of existing frameworks while focusing on different performance metrics.​ 
Proposal 5: - When summarizing the different data collection frameworks, RAN2 can start by considering the following metrics: a) the content of the data, b) the data size, c) latency and periodicity, d) signalling, entities involved, and configuration aspects. FFS on how to handle security/privacy.​ 
Proposal 6: - Consider the following existing frameworks as starting points to be considered for data collection: SON & MDT, UE assistance information, RRM measurement reports, CSI reporting framework, LPP Provide location information. FFS whether other frameworks should be discussed.​ 
Proposal 7: - Upon receiving specific (RAN1) requirements, RAN2 to decide whether the existing frameworks can be reused/extended, or whether a new framework is required.
Proposal 8: - For data collection, RAN2 will simply keep progressing and will inform of concerning agreements to RAN1 when necessary

P1-P8 are loosely endorsed with the understanding that we can also go beyond, e.g., analyse other methods. 

RAN2 #121 agreement
R2 may consider including the existing EVEX framework for this SI, FFS exactly what this means, can discuss next meeting

RAN2 #121-bis-e Agreement
•	Extend the previously endorsed table with 3 columns: Inference, Monitoring and Training, and explain in free text the applicability of the data collection method to the LCM purpose and the use case(s).
•	P1: RAN2 to understand/determine/capture requirements of data collection for the LCM functionalities and document the results. FFS on the exact presentation format. Expect RAN1 to provide some related information. 
•	P2: RAN2 to capture the analysis (see P1 above) separately for the use-cases, i.e., CSI feedback enhancement, beam management and positioning enhancement.  FFS how we do the formatting/presentation of the results. 
•	P3: Study the applicability (and limitations) of each identified data collection framework for each of the identified LCM purposes, i.e., inference, monitoring and (offline) training. FFS how we do the formatting/presentation of the results.
•	P4: With more progress on architectural discussion, consider the suitability of each identified data collection framework for the termination points and mapping with the location of LCM purposes/functions (inference, monitoring, (offline) training) 
- Model sidedness (UE side, NW side, two sided) FFS 
- Use case mapping FFS
•	P5: RAN2 to modify the previously endorsed table by adding 3 additional columns: inference; monitoring and (offline) training. Whether to, and how to further restructure the table is FFS.

RAN2 #122 Agreement
The following agreements were made for LS to RAN1 
P1a: For the LS to RAN1 on data collection requirement, inform RAN1 that the reply should be per use case and per LCM purpose (i.e., Model training, inference and monitoring), and LCM sidedness should also be considered. 
RAN 2 assumes that for the data collection in some scenarios (e.g., internal data up to implementation or the existing data are enough), possibly no RAN2 specification effort is needed in some scenarios, e.g. (not exhaustive):
For model inference of UE-sided model, input data for model inference is available inside the UE.
For UE-side (real time) monitoring of UE-sided model, performance metrics are available inside the UE. UE can independently monitor a model's performance without any data input from NW. 
P2a: LS to ask RAN1 to provide the required data content per use case and per LCM purpose, when available, and to what extent said data would / should be specified (in detail).
P2b: LS to ask RAN1 about the reporting type (e.g., periodic, event triggered, other) of the identified data content. 
P3: LS to ask RAN1 about the typical size (value or value range) of the identified data content. 
P4a: For the latency requirement of data collection, RAN2 assumes: - for all types of offline model training (i.e., UE- /NW-/ two-sided model training), there is no latency requirement for data collection  
For model inference, when required data comes from other entities, there is a latency requirement for data collection
For model monitoring, when required monitoring data (e.g., performance metric) comes from the other entities, there is a latency requirement for data collection.
P4b: LS to RAN1 to confirm the WA (in P4a) on the latency requirement, and ask RAN1 about the typical latency requirement (value or value range) to transfer the identified data content.
P5a: For the data generation entity and termination entity deployed at different entities, RAN2 assumes: 
For CSI enhancement and beam management use cases: 
For model training, training data can be generated by UE/gNB and terminated at gNB/OAM/OTT server. 
For NW-sided model inference, input data can be generated by UE and terminated at gNB. 
For UE-side model inference, input data/assistance information can be generated by gNB and terminated at UE. 
For model monitoring at NW side, performance metrics can be generated by UE and terminated at gNB. 
For positioning enhancement use case: 
For model training, training data can be generated by UE/gNB and terminated at LMF/OTT server. 
For NW-sided model inference, input data can be generated by UE/gNB and terminated at LMF and/or gNB. 
For UE-side model inference, input data/assistance information can be generated by LMF/gNB and terminated at the UE. 
For model monitoring at NW side, performance metrics can be generated by UE/gNB and terminated at LMF. 
P5b: LS to RAN1 to confirm the WA (in P5a) on the generation entity and termination entity of the identified data content and ask for supplement, if any.
P6a: RAN2 assumes that the analysis/selection of the data collection frameworks should focus on the RRC_CONNECTED state (for both data generation and reporting). Analysis and potential enhancement on the non-connected state can be revisited when needed.
P6b: LS to RAN1 to confirm the WA (in P6a) on RRC state of data collection.




Company proposals
FutureWei
Proposal 1: Consider the following additional aspects, and if applicable, the corresponding potential specification impact related to data collection:
· Quality of the data
· FFS: how to indicate quality of the data
· Method of indicating the capabilities (e.g., storage capacity) of one side to the other side
· Mechanism(s) of reducing the size of data needs to be indicated to the other side over the air interface.
Nvidia
Proposal 10: For AI/ML LCM, study potential specification impact related to data collection for different purposes, including model training, model inference, model monitoring, model selection, model update, etc.
Proposal 11: For AI/ML model training in each NR air interface enhancement, study potential specification impact related to measurement configuration and reporting, contents, type and format of data (e.g., data related to model input, data related to ground truth, quality of the data), signaling of assistance information for categorizing the data, signaling for data collection procedure.
Huawei, HiSilicon
Proposal 7: For the study of data collection, both PHY and RRC signaling can be considered for data reporting with respect to different requirements of training, inference, and monitoring.
· Legacy signaling frameworks (e.g., CSI report in RAN1 or MDT report in RAN2) can be reused and there seems no motivation to introduce new mechanism.
Proposal 8: Assistance information, regardless of explicit information or implicit information based on ID, is studied with lower priority.
Spreadtrum
[bookmark: OLE_LINK56]Proposal 1: For measurement and reporting of data collection, L1 and L3 measurement and reporting can be considered at least for CSI/BM use cases. Wherein L1 procedure is more for model management.
Proposal 2: On demand data collection can be considered, at least for data collection at UE side.
Proposal 3: The metric to evaluate the quality of data should be studied, e.g., SNR/RSRP can be considered.
Proposal 4: For assistance information, study the following information:
· Information for the purpose/type of data collection, e.g., for which use case/feature, for model monitoring or training
· Information for data related, e.g., data size, data format, time scale for data reporting;
· Information for categorizing data, e.g., scenario/cell information, configuration, UE speed
· Information which may involve in privacy issue, e.g., UE/gNB hardware information including TXRU mapping
Continental Automotive
Proposal 10: Data subsetting is used to split the complete dataset collection for selective data transfer based on data quality measurement.
Proposal 11: Mapping relationship between data collection and assistance information is used to further reduce signalling overhead related to data collection of each LCM phases.
Vivo
Proposal 20: Send LS to SA2 and SA4 to study the potential specification impact of at least model transfer/deliver, model training, data collection and model identification.
Intel
Proposal-2: The following is a summary of our views on data-collection latency and data-size requirements:
	Purpose of data collection
	Latency requirement
	Data size requirement
	Example of data collected

	Training
	hours or days
	Large
	many measurements from many devices to training location

	Monitoring (fast)
	Near-real-time 
(e.g., 100s of ms to a few seconds)
	Limited
	a few measurements / metrics from one device

	Inference
	Time-critical 
(e.g., a few ms)
	Limited
	a single measurement from one device



Proposal-3: Support assistance information from NW to UE and UE to NW to facilitate data collection for training at the UE and at the NW respectively
Google
Proposal 10: Support to perform the data collection based on SSB/CSI-RS, which can also be used for other functionalities, e.g., non-AI/ML based measurement and report.
Proposal 11: Support to define a mechanism to maintain the same understanding between the NW and UE on when to perform the measurement for an SSB/CSI-RS for data collection.
Proposal 12: Support to report a hypothetical measurement error for ground truth data in the UE report for data collection.
NEC
Proposal 4: Study a hierarchical structure to configure the linkage between the AI/ML framework and the legacy CSI/BM/positioning framework.
Proposal 5: At least for CSI/BM use cases, study sub configuration based method to control the total number of required CSI-ReportConfig.
Fujitsu
[bookmark: _Hlk142593893]Proposal-4:
Three model/functionality monitoring modes can be categorized to distinguish its data collection requirements:
· Fast monitoring: the follow-up model operations can be decided quickly based on a few measurements.
· Slow monitoring mode-1: the follow-up model operations can only be decided with enough numbers of measurements. Data-distribution-based analysis is often used in this mode. 
· Slow monitoring mode-2: the follow-up model operations can only be decided with enough data samples and sufficient data coverage.  One typical case is to assess an untested model/functionality in the live network, with reference to the data size and data distributions of the corresponding RAN4 test.
Data collection and monitoring procedures for each mode can be studied in use case agenda if applicable.

[bookmark: _Hlk142593927]Proposal-5: with updates on monitoring, the revised version of the data collection requirement can be considered as the feedback to RAN2: 

	Purpose of data collection
	Latency requirement
	Dataset size requirement
	Example of data collected

	Offline training initial training / redevelopment
	Relaxed 
(e.g., hours or days)
	Large
	many measurements from many devices to training entity server

	Slow monitoring mode-1
(for model update decision, initial activation)
	Relaxed 
(e.g., minutes or hours)
	Large
	many measurements / metrics from one device

	Slow monitoring mode-2
(for assessment of untested model)
	Relaxed
(e.g., hours or more)
	Large
	Large, sufficient data coverage should be considered for a reliable assessment. Data volume can refer to data samples using in a RAN4 test.

	Fast monitoring
(for model switching, fallback, reactivation)
	Near-real-time 
(e.g., 100s of ms to a few seconds)
	Limited
	a few measurements / metrics from one device

	Inference
	Time-critical 
(e.g., a few ms)
	Limited
	a single measurement from one device


Note: the highlighted parts are newly added to the previous FL’s summary.
CMCC
Proposal 2: To enable the development of a set of specific models, study the way to associate the dataset with a specific scenario/configuration/site.
Proposal 3: To further improve the system performance, study the mechanism to reduce overhead of data collection in LCM.
Fraunhofer
Proposal 2: The signaling/configuration for data collection should include a quality requirement/threshold for the ground truth labels. If such requirement is not guaranteed to be met, then data collection should not be initiated.
Proposal 3: To reduce the complexity and signaling overhead of the training data collection process, a mechanism that identifies when a part of the input space is sufficiently represented in the already collected data should be in place.
Proposal 4: To ensure sufficient input data coverage during verification of a UE-side or two-sided AI/ML model after identification but prior to its first active use, the UEs capable of performing this validation are given specific patterns of input data (and/or side information) as queries to look for. Once such patterns are detected, data collection for the model validation process is triggered.
Xiaomi
Proposal 1: Consider to support data collection in RRC_INACTIVE mode at least for AI-based positioning
NTT DOCOMO
Proposal 11: Discuss the data collection requirement according to the purpose of data collection.
Proposal 12: Clarify the entity collecting the dataset for each purpose. 
Proposal 13: Study assistance signalling including configuration/deployment ID.
Proposal 13: Study DL RS configuration request mechanism for UE side data collection.  
NYCU
Proposal 1: Select data with the assistant information for model monitoring/switching may be further study.
Proposal 2: Support to study dataset ID for the purpose of categorizing data.
Samsung
Proposal#9: Study the necessity, requirement and specification of data collection for two cases of purposes
· Case1 : Near-real-time purposes, e.g., model monitoring, inference, selection, switching, etc.
· Case2:  Non-real-time purposes, e.g., model training, update
Proposal#11: Study per each use case the feasibility/frequency/overhead of dataset collection before designing the dataset sharing framework
Lenovo
Proposal 1: Associate the dataset for the AI/ML functionality/model with applicable scenarios, which benefits the performance conformance test and the application condition indication in functionality/model identification.
Proposal 2: Categorize the requirements on the latency and payload sizes of data collection as the guidance for all sub use cases, as illustrated as:
Latency requirements: relax (e.g., hours and above), non-real-time (e.g., second to hour), new-real-time (e.g., hundreds of seconds) and real-time/time-critical (e.g., ms);
Payload size requirements: large (e.g., Mbytes), medium large (e.g., Kbytes), medium small (e.g., 100bytes) and small (e.g., 10 bytes).
CAICT
Proposal 2: The joint design of L1 and RRC signaling for data collection still needs more discussion.
AT & T
Proposal 12: The different purposes of data collection are associated with different latency and data size requirements as described in the following table:
	Purpose of data collection
	Latency requirement
	Frequency
	Dataset size requirement
	Example of data collected

	Offline training
	Relaxed 
(e.g., hours or days)
	NW-triggered or periodic
	Large
	many measurements from many devices to training entity server

	Slow monitoring
(For model update decision)
	Relaxed 
(e.g., minutes or hours)
	NW-triggered or periodic
	Large
	many measurements / metrics from one device

	Fast monitoring
(For model switching or fallback)
	Near-real-time 
(e.g., 100s of ms to a few seconds)
	NW-triggered
	Limited
	a few measurements / metrics from one device

	Inference
	Time-critical 
(e.g., a few ms)
	Periodic (based on NW trigger)
	Limited
	a single measurement from one device



Note: Requirement for the size of each data sample depend on the use case.

Proposal 13: The analysis/selection of the data collection frameworks should focus on the RRC_CONNECTED state (for both data generation and reporting).
Proposal 14: For model monitoring at UE side, performance feedback could be generated by gNB and terminated at the UE.  

TCL
Proposal 4: AI-specific CSI measurement framework should be introduced, to support various CSI measurement scenarios, which would be used for different AI functions, or different AI procedure that associated with the logical model ID.
Proposal 5: Data collection payload can be conveyed through UCI, RRC or data plane signaling, and UCI format would be enhanced to support real-time AI/ML-specific data transmission.
Proposal 6: Data plane would be introduced in the network system, which dedicated for data collection, including AI-based data collection, also other data collections would be involved in future, e.g., NWADF, MDT, BOSS etc.

Issue 8-1 (Closed): Data collection requirement
[FL1] Proposal 8-1a:
Study the following aspects of signaling for data collection procedure related to the triggering of data collection:
· UE-initiated, for UE-side data collection
· E.g., Mechanism to request RS configuration
· Network-initiated
· Event-triggered based on network configuration
· E.g., Configuration of criteria based on data quality requirement, scenario, assistance information for data categorization

	
	Yes
	No

	Agree?
	
	

	Company
	Comments

	Panasonic
	The boundary between "UE-initiated" and "Event-triggered based on network configuration" could be ambiguosu. Some UE-initiated procedure without network configuation may be categorized to "UE-initiated" or network configuration may be initerpretd as dedicated RRC configuration and "UE initiated" as the meaning of SIB configuration are possible. But we think these can be more RAN2 or work item phase discussion. In addition, example of " Mechanism to request RS configuration" woudl be the response to the network configuartion of RS configuation. Therefore, I'm not sure it is UE-initiated or not.
Maybe "UE initiated" is rather intended to say the reason/purpose of the procedure is UE initiated and not the procedure itself is initiated? Then to clarify the meaning of "initiated" woudl be necessary. For example to describe "UE-initiated reason". Then "Event-triggered based on network configuration" would be rather one of procedure method of "UE initiated".



	Xiaomi
	In our understanding, the “Event triggered based on network configuration” is branch of “Network-initiated”.  The third bullet is not a paralleling case compared with second bullet. 
Our suggestion is to delete the third bullet. Only keep the first two bullets are sufficient 

 Study the following aspects of signaling for data collection procedure related to the triggering of data collection:
· UE-initiated, for UE-side data collection
· E.g., Mechanism to request RS configuration
· Network-initiated
· Event-triggered based on network configuration
· E.g., Configuration of criteria based on data quality requirement, scenario, assistance information for data categorization


	Huawei, HiSilicon
	Fine with the 1st and 2nd bullet. For the 3rd bullet (event-triggered method), not clear the motivation. If NW decides to trigger the data collection, it directly sends the triggering signaling; why do we need to define the event, which harms the flexibility?

	KDDI
	3rd bullet (Event-triggered) is not clear, Event-trigger may be included in UE-initiated and NW-initiated.

	NEC
	We have similar concern as some of other companies for event-triggered. There is no clear difference between the event-triggered and UE/network initiated option. For example, if we assume UE initiated option, then the trigger for data collection can be event-triggered ultimately. So, it would be more appropriate to only consider UE initiated and network-initiated option for now and then consider whether to support event-triggered as sub-part of these procedures.

	IIT Kanpur
	Same concern as some other companies. We think that the first two bullets are fine, but the third bullet is not necessary as it can be included as a part of either network initiated or UE initiated.




[FL2] Proposal 8-1b:
Study the following aspects of signaling for data collection procedure related to the triggering of data collection:
· UE-initiated, for UE-side data collection
· E.g., Mechanism to request RS configuration
· Network-initiated
· Event-triggered based on network configuration
· E.g., Configuration of criteria based on data quality requirement, scenario, assistance information for data categorization

	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	Fujitsu
	Support

	AT&T
	Support in principle. We can include the event triggered at UE based on network configuration as a sub bullet of network initiated. 
Study the following aspects of signaling for data collection procedure related to the triggering of data collection:
· UE-initiated, for UE-side data collection
· E.g., Mechanism to request RS configuration
· Network-initiated
· E.g., Event triggered at UE/NW based on network configuration


	Panasonic
	To request RS configuration itself is UE originated reason but the initiation of the proceduce can be the response to the response to RRC configuration as RS configuartion is provided from the network. I propose to revise 

· UE-initiatedoriginated, for UE-side data collection
· E.g., Mechanism to request RS configuration
· Network-originatedinitiated





2.2.3.2 Model development and training
Previous agreements
	RAN2 Agreement from 121-bis-e
R2 will deprioritize aspects of on-line/real-time training for the whole SI (unless R1 identifies that it is needed for one of the studied use cases).



Company proposals
Spreadtrum

Proposal 5: For model training for one-sided model, the following model training types can be further discussed:
· Type 0: Training at a single side/entity without model transfer
· Type 1: Training at a single side/entity, and model transfer to another side/entity
Proposal 6: For one-sided AI/ML model, model training and model inference at the same side should be considered as a starting point, i.e.,
· Network-side training for Network-side model
· UE-side training for UE-side model
Proposal 7: Offline AI/ML model training is the first priority.
Oppo
Proposal 10: In the early stage of Rel-18 study, prioritize study of the AI/ML inference over the study of AI/ML training.
· Study offline training with high priority and as the default training type.

2.2.3.3 Two-sided model development and training
Previous agreements
	Agreement
In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at Network side and UE side, respectively.
· Type 3: Separate training at Network side and UE side, where the UE-side CSI generation part and the Network-side CSI reconstruction part are trained by UE side and Network side, respectively.
· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with Network side training [, or parallel training] at UE and Network
· Other collaboration types are not excluded. 




Company proposals
FutureWei
Proposal 6: For Type 1 two-sided training, when the joint training is done at the network side, make the perform-at-network the baseline solution.
Samsung
Proposal #10: Deprioritize two-sided model training collaboration that requires extensive sharing over the air interface of training, validation and testing dataset.
Proposal #7: Consider the following and study their impacts for the two-side model development approaches, 
· Requirements on privacy-sensitive dataset sharing 
· Scalability, i.e., whether the number of models one vendor should develop increases with the collaborating vendors
· Whether the model development approaches adhere to 3GPP’s open and fair framework
Qualcomm
Proposal 30: Adopt the following two-sided model development/training framework:
· Case 1: Initial (non-backward-compatible) development/training of “nominal encoder + nominal decoder”
· The use of the nominal encoder at the UE-side is not mandated
· If needed, UE-side may implement a different proprietary encoder based on this decoder using Case 2.
· As the encoders are only nominal, input used in the training process is only a nominal input. The actual input to the CSI encoders may be different and of proprietary choice.
· The use of the nominal decoder at the NW-side is not mandated
· If needed, NW-side may implement a different proprietary decoder based on this encoder using Case 3.
· Case 2: Encoder development/training to be interoperable with existing decoders (e.g., encoders for new UEs or updating encoders for existing UEs):
· UE-side vendor trains new encoders based on the existing decoders. 
· Infra vendor should make the existing decoders available (via either a run-time image or an API for training) for the encoder training.
· Case 3: Decoder development/training to be interoperable with existing encoders (e.g., decoders for new cell sites or updating decoders for existing cell sites):
· Network-side vendor trains new decoders based on the existing encoders.
· FFS: Need for encoder availability for decoder training

2.2.3.4 Functionality/model identification and methods of LCM
Previous agreements
	[bookmark: _Hlk130218562]RAN1 #110-bis-e Agreement
Study LCM procedure on the basis that an AI/ML model has a model ID with associated information and/or model functionality at least for some AI/ML operations when network needs to be aware of UE AI/ML models
· FFS: Detailed discussion of model ID with associated information and/or model functionality.
· FFS: usage of model ID with associated information and/or model functionality based LCM procedure
· FFS: whether support of model ID
FFS: the detailed applicable AI/ML operations
RAN2 #119bis-e agreement
R2 assumes that a model is identified by a model ID. Its usage is FFS.
RAN2 #119bis-e agreement
[bookmark: _Hlk128571144]R2 assumes that from Management or Control point of view mainly some meta info about a model may need to be known, details FFS.

RAN1 #111 Agreement
For UE-part/UE-side models, study the following mechanisms for LCM procedures:
· For functionality-based LCM procedure: indication of activation/deactivation/switching/fallback based on individual AI/ML functionality
· Note: UE may have one AI/ML model for the functionality, or UE may have multiple AI/ML models for the functionality.
· FFS: Whether or how to indicate Funtionality
· For model-ID-based LCM procedure, indication of model selection/activation/deactivation/switching/fallback based on individual model IDs

RAN1 #111 Working Assumption 
	Terminology
	Description

	Model identification
	A process/method of identifying an AI/ML model for the common understanding between the NW and the UE
Note: The process/method of model identification may or may not be applicable.
Note: Information regarding the AI/ML model may be shared during model identification.



	Terminology
	Description

	Functionality identification
	A process/method of identifying an AI/ML functionality for the common understanding between the NW and the UE
Note: Information regarding the AI/ML functionality may be shared during functionality identification.
FFS: granularity of functionality


Note: whether and how to indicate Functionality will be discussed separately. 

RAN2 #120 agreement
R2 assumes that model ID can be used to identify which AI/ML model is being used in LCM including model delivery.

RAN2 #120 agreement
R2 assumes that model ID can be used to identify a model (or models) during model selection/activation/deactivation/switching (can later align with R1 if needed).


RAN1 #112 Agreement
For UE-side models and UE-part of two-sided models:
· For AI/ML functionality identification
· Reuse legacy 3GPP framework of Features as a starting point for discussion.
· UE indicates supported functionalities/functionality for a given sub-use-case.
· UE capability reporting is taken as starting point.
· For AI/ML model identification 
· Models are identified by model ID at the Network. UE indicates supported AI/ML models.
· In functionality-based LCM
· Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). 
· [bookmark: _Hlk132060359]Models may not be identified at the Network, and UE may perform model-level LCM.
· Study whether and how much awareness/interaction NW should have about model-level LCM
· In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 
FFS: Relationship between functionality identification and model identification
FFS: Performance monitoring and RAN4 impact 
FFS: detailed understanding on model 

RAN1 #112 Agreement
· AI/ML-enabled Feature refers to a Feature where AI/ML may be used. 
RAN1 #112 Agreement
· For functionality identification, there may be either one or more than one Functionalities defined within an AI/ML-enabled feature.

RAN2 #120 agreement
R2 assumes that model ID can be used to identify which AI/ML model is being used in LCM including model delivery.

RAN2 #120 agreement
R2 assumes that model ID can be used to identify a model (or models) during model selection/activation/deactivation/switching (can later align with R1 if needed).

RAN2 #121 agreement
RAN2 assumes that Model ID is unique “globally”, e.g., in order to manage test certification each retrained version need to be identified

RAN1 #112-bis-e Agreement
· For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.
· FFS: Signaling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities
· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
· FFS: Other aspects that may constitute Functionality
· FFS: which aspects should be specified as conditions of a Feature/FG available for functionality will be discussed in each sub-use-case agenda.
· For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models:
· model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.
· FFS: Which aspects should be considered as additional conditions, and how to include them into model description information during model identification will be discussed in each sub-use-case agenda.
· FFS: Relationship between functionality and model, e.g., whether a model may be identified referring to functionality(s).
· FFS: relationship between functionality-based LCM and model-ID-based LCM
· Note: Applicability of functionality-based LCM and model-ID-based LCM is a separate discussion.

RAN1 #112-bis-e Conclusion
From RAN1 perspective, it is clarified that an AI/ML model identified by a model ID may be logical, and how it maps to physical AI/ML model(s) may be up to implementation.
· When distinction is necessary for discussion purposes, companies may use the term a logical AI/ML model to refer to a model that is identified and assigned a model ID, and physical AI/ML model(s) to refer to an actual implementation of such a model.

RAN1 #112-bis-e Agreement
· Study necessity, mechanisms, after functionality identification, for UE to report updates on applicable functionality(es) among [configured/identified] functionality(es), where the applicable functionalities may be a subset of all [configured/identified] functionalities.
· Study necessity, mechanisms, after model identification, for UE to report updates on applicable UE part/UE-side model(s), where the applicable models may be a subset of all identified models.

RAN2 #121-bis-e Agreement
FFS if For UE capability for AIML methods we use the UE capability mechanisms as defined for RRC reported and LPP reported capabilities.

RAN2 #121-bis-e Agreement
R2 assumes that Information such as FFS:vendor info, applicable conditions, model performance indicators, etc. may be required for model management and control, and should, as a starting point, be part of meta information. 

RAN2 #121-bis-e Agreement
Model ID can be used to identify model or models for the following LCM purposes:
model selection/activation/deactivation/switching (or identification, if that will be supported as a separate step).
[bookmark: OLE_LINK183][bookmark: OLE_LINK184](e.g. for so called “model ID based LCM”)
If model transfer/delivery is supported, model ID can be used for model transfer/delivery LCM purpose.

RAN2 #121-bis-e Agreement
How to achieve globality of the Model ID is FFS. 
Initial discussion in RAN2: the following global unique model ID definition directions can be considered as a starting point:
Direction1: Pre-defined/hard-coded global unique model ID 
Direction3: Assigned global unique model ID via specific ID management node.
Note: Other global unique model ID definition is not precluded.
Model ID structure, if any, is FFS

RAN1 #113 Agreement
For functionality/model-ID based LCM,
· [bookmark: _Hlk143161035]Once functionalities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring.

RAN1 #113 Agreement
· Once models are identified, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.
· FFS: applicability to model identification, Type A, type B1 and type B2 
· FFS: Using a procedure other than UE capability report
· Note: model identification using capability report is not precluded for type B1 and type B2
RAN1 #113 Agreement
Study how to handle the impact of UE’s internal conditions such as memory, battery, and other hardware limitations on functionality/model operations and AI/ML-enabled Feature.
Note: it does not preclude any existing solutions.

RAN1 #113 Agreement
For model identification of UE-side or UE-part of two-sided models, categorize model identification types as follows, and further study relevant aspects, necessity, and specification impact (if any).
· Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signaling
· The model may be assigned with a model ID during the model identification, which may be referred/used in over-the-air signaling after model identification. 
· FFS: Spec impact to other WGs
· Type B: Model is identified via over-the-air signaling, 
· Type B1: 
· Model identification initiated by the UE, and NW assists the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Type B2: 
· Model identification initiated by the NW, and UE responds (if applicable) for the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Note: The support and applicability of each model identification Type is a separate discussion. This study does not imply that model identification is necessary.





Company proposals
FUTUREWEI:
Proposal 2: Adopt the following definition for “Model ID”:
A model ID is a unique indicator that differentiates one model from other models within a network. The model IDs may or may not be globally unique.

Proposal 3: Definitions of Type B model identifications on the following aspects require further clarification.
· Descriptions of implied actions of the terms “initiate”, “assist” and “respond”
· The assumption of model readiness (e.g., can we assume that model identification process starts only after models of both sides have been deployed?)
Proposal 4: In both Type B1 and Type B2 cases, the NW has the control to assign model IDs to the UE-side or UE-part of two-sided models, no matter which side initiates the model identification.

Proposal 5:  Additional conditions (e.g., scenarios, sites, and datasets) that are needed for determining the applicability of the functionality of a model require further studies. How to signal these additional conditions from one side to the other also requires further study.

Huawei, HiSilicon:
Proposal 8: Assistance information, regardless of explicit information or implicit information based on ID, is studied with lower priority.
Proposal 10: Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) are the conditions in forms of RRC/LPP IE(s) reported by UE capability. The following steps can be considered:
· Step 1: UE capability report of the supported functionalities in forms of a list of relevant RRC/LPP parameters.
· Step 2: Network activates one preferred functionality from the set of UE reported functionalities.
· Note: the necessity of introducing “configured functionalities” and “applicable functionalities” is not clear.
Proposal 11: For the types of model identification (if supported), further consider Type A for LCM without model transfer/delivery and Type B2 for LCM with model transfer/delivery.
· Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signaling.
· Type B2: Model identification initiated by the NW, and UE responds (if applicable) for the remaining steps (if any) of the model identification.
Proposal 12: How to avoid the disclosure of the vendor information during the model identification procedure (if supported) should be studied.
Proposal 13: For studying the relationship between model/functionality identification, model identification can be a parallel mode from functionality identification, i.e., model identification mechanism is not supported on top of functionality identification mechanism.
Proposal 14: For studying the applicable sub use cases of model based LCM and functionality based LCM:
· Model based LCM is applicable at least for two-sided model.
· Functionality based LCM maybe applicable at least for UE-sided model.
· Note: Whether model based LCM is applicable for UE-sided model, or functionality based LCM is applicable for two-sided model, can be further clarified.

ZTE:
Proposal 3: Model identification process via over-the-air signaling should include model transfer, model description information disclosure, and model ID assignment.

Proposal 4: Model identification over-the-air signaling should be a separate process from UE capability report.

Proposal 5: For model identification of UE-side or UE-part of two-sided models, add the following modifications on top of the previous agreement:
•	Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signaling.
o	The model may be assigned with a ‘global’ unique model ID during the model identification, which may be referred/used in over-the-air signaling after model identification. 
o	Note: The model ID assignment and the association of model description information (e.g., applicable conditions of the model) to a model need some offline coordination between network side and UE side, which is transparent to RAN1 specification.
•	Type B1: Model is identified via over-the-air signaling.
o	Model identification initiated by the UE, and NW assists the remaining steps (if any) of the model identification
o	UE should report the model and its corresponding model description information to network when initiating the model identification
o	The model may be assigned with a ‘global’ unique model ID by network during the model identification
•	Type B2: Model is identified via over-the-air signaling. 
o	Model identification initiated by the NW, and UE responds (if applicable) for the remaining steps (if any) of the model identification.
o	Network should transfer the model and the corresponding model description information (e.g., applicable conditions of the model) about the model to UE when initiating the model identification
o	The model may be assigned with a ‘global’ unique model ID by network during the model identification
•	Note: The support and applicability of each model identification Type is a separate discussion. This study does not imply that model identification is necessary. 
•	Note: The model ID assignment should be further studied by other working groups (e.g., how to register/de-register the model and how to conduct certification test on the model)

Proposal 6: 	Further study how to reuse the current UE capability report to support the functionality identification process, including the following options:
•	Option 1: Functionality identification process totally reuses the UE capability report for non-AI/ML feature/FG defined in current specification.
•	Option 2: UE can report multiple functionalities for the same AI/ML-enabled feature. Each of the functionality and its values of conditions are reported by UE capability.
•	Option 3: UE indicates its supported candidate values for each condition/component of an AI/ML-enabled feature as the legacy UE capability report. After the UE capability report, the functionality can be further reported by UE or configured by NW via model transfer.

[bookmark: _Hlk143169638]Proposal 7: 	Conditions about scenarios, sites, and datasets of a functionality can be indicated by UE capability. How to incorporate the scenarios, sites, and datasets into the UE capability can be further studied by RAN2.

Proposal 8: 	Support of NW to assign a local identifier to a functionality or a model. From network perspective, the local identifier is mapped to a function unit operated at UE that is not transparent to network no matter the function unit is associated with a functionality or a model.

Proposal 9: 	Support of a unified signaling framework based on the local identifier assigned by NW for various LCM procedures, e.g., model/functionality activation, deactivation, switching, fallback, and monitoring.

Proposal 12: 	UE can indicate its applicable functionalities/models by indicating the local identifier associated with the functionalities/models.

Vivo:
Proposal 6: The indication of supported AI/ML model IDs for a given AI/ML-enabled Feature/FG to network side is applicable for the following cases:
· UE indicates supported models after model identification type A.
· UE indicates supported models after model identification type B1.
· UE indicates stored models within UE after model identification type B2. 
· UE indicates supported model structures, which would be later used for model identification type B2.

Proposal 7: Ask RAN2 to design appropriate signaling for the following indication from UE to network:
· UE indicates supported models after model identification type A.
· UE indicates supported models after model identification type B1.
· UE indicates stored models within UE after model identification type B2. 
· UE indicates supported model structures, which would be later used for model identification type B2.

Proposal 8: Part of FL proposal 7-11h can be updated as: at least site and datasets categorizing information can be indicated by UE in type B1 model identification procedure capability.

Proposal 9: Additional conditions about scenarios, sites, and datasets may update frequently. Therefore, the transfer of additional conditions update requires a flexible procedure rather than capability report. Detailed procedure can be left to RAN2 decision.

Proposal 10: Support procedures to indicate additional conditions by network to UE as assistance information. 
· Such procedure is not applicable for functionality based operation since it would require UE to initiate the additional conditions frequently, or require network to blindly broadcast all the additional conditions, or make network challenging to manage the functionalities of various UEs.  

Proposal 11: Functionality-based LCM contains two steps as legacy UE features, UE capability report and RRC/MAC-CE/DCI enabling/disabling procedures.

Proposal 12: Model identification Type B1 and follow-up procedures consists of the following two steps:
· Step 1: Some UEs would be chosen as delegates to do model identification Type B1 and a model ID would be assigned by NW;
· Step 2: Other UEs can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in e.g., UE capability report or other procedures.

Proposal 13: Model ID assignment procedure need to be carefully designed to avoid same model being assigned different IDs or different models being assigned the same ID.

Oppo:
Proposal 1: Support both functionality-based LCM and model-ID-based LCM.

Proposal 2: Functionality ID can be used for indication functionality between NW and UE.

Proposal 3: Local ID is supported for indication of model selection/activation/deactivation/switching/fallback within an AI/ML functionality.

Proposal 4: Prioritize Type A Model identification without (over-the-air signaling) in Rel-18.

Proposal 5: At least for LCM with non-3GPP-based model transfer, 
· Local ID can be a simple number, which is similar to the resource/configuration ID in the legacy NR specification and does not include explicit information about the model, e.g., use case, scenario, configuration.
· FFS: Whether Global ID is needed and whether the Global ID needs to be defined in 3GPP specification.

Proposal 6: The AI/ML functionality identification, configuration and activation procedure can be as below:
·  (1) Potential AI/ML functionalities supported by NW and UE are identified based on UE’s and NW’s static capabilities;
· (2) UE updates the UE capability, and forms the applicable functionality list (which is the sub-set of identified functionality list);
· (3) NW configures a functionality list, which is a sub-set of applicable functionalities, according to the NW’s instantaneous interest or capability;
· (4) NW activates a functionality from the configured functionality list.
[image: A diagram of a diagram
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Proposal 7: The AI/ML model identification, configuration and activation procedure can be as below:
·  (1) Potential AI/ML models supported by NW and UE are identified based on UE’s and NW’s static capabilities;
· (2) UE updates the UE capability, and forms the applicable model list (which is the sub-set of identified model list);
· (3) NW configures a model list, which is a sub-set of applicable models, according to the NW’s instantaneous interest or capability;
· (4) NW activates a model from the configured model list.
[image: A diagram of a model
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Spreadtrum:
[bookmark: OLE_LINK44]Proposal 9: For AI/ML model/functionality identification, model ID (for model identification), model function, model applicable condition, model input, and model output can be considered to be included into capability information.

[bookmark: OLE_LINK43]Proposal 10: For functionality identification, other information such as applicable condition can be denoted in the form of components of one FG or FG.

[bookmark: OLE_LINK42]Proposal 11: Legacy signaling, e.g., RRC signaling for CSI reporting configuration, can be utilized for functionality-based LCM operation.

[bookmark: OLE_LINK41]Proposal 12: Applicable functionalities are reported from UE as a subset of identified functionalities.

[bookmark: OLE_LINK40]Proposal 13: Dynamic UE capability update on applicable functionality (es) should be considered.


Nokia:
Proposal 1: At least for UE-side models and UE-part of two-sided models, define the sub-use case specific conditions for functionalities and identify the common conditions for functionalities across different sub-use cases.  
Table 4: Framework for conditions for all ML-enabled use cases/Features
	Condition
	Description

	1. Conditions on inference (use case specific) 
	Indicates the capabilities associated with configurations/parameters (use-case specific) for functionalities of ML-enabled feature.

	2. Conditions on performance monitoring (use case specific) 
	Indicates UE support for NW-sided functionality monitoring, and conditions on related configuration options for functionality performance monitoring. 
If applicable, indicates UE support for UE-sided functionality performance monitoring, and conditions on feedback/reporting (triggers, events, proxy KPIs, reporting mechanisms, etc.)

	3. Conditions on functionality configurations (generic) 
	Indicates the max number of configured/activated functionalities, delays in activating/switching of functionalities, and Generalization condition of functionalities

	4. Conditions on functionality validation procedure (use case specific)

	Indicates UE support for Functionality validation procedure (NW-initiated, UE-triggered). 
Indicates conditions for validation procedure (delays, measurement configurations, reporting configurations) 

	5. Conditions on supporting fallback (use case specific)
	Indicates UE support for one or more fallback features (triggers/events, delays, etc.)

	6. Context information (use case specific) – part of additional conditions
	If applicable, indicates UE support for monitoring and reporting conditions for UE-side inference context e.g., radio KPIs not explicitly linked to the ML Functionality, and/or non-radio metrics (position, movement, temperature, etc.)



Proposal 2: At least for UE-side models and UE-part of two-sided models, the conditions for functionalities shall contain the following (see Table 4), 
· Conditions on inference (use case specific) 
· Conditions on performance monitoring (use case specific) 
· Conditions on functionality configurations (generic) 
· Conditions on functionality validation procedure (use case specific)
· Conditions on supporting fallback (use case specific)
· Context information - part of additional conditions (use case specific)

Proposal 3: For functionality identification and functionality-based LCM, the UE capability reporting is to be used only for reporting static conditions.
Proposal 4: If model identification is supported via 3GPP signaling, RAN1 to study an additional reporting method (not the UE capability reporting) for reporting additional conditions.  

Proposal 5: At least for UE-side models and UE-part of two-sided models, RAN1 to align with the understanding that the network configures functionalities to the UE with each functionality referring to a configuration message (e.g., RRC or LPP) that contains network-selected conditions (according to the UE capability).  

Proposal 6: At least for UE-side models and UE-part of two-sided models, after functionality identification (i.e., after UE capability reporting and functionality configuration(s) are available at the UE), support reporting methods of applicable functionalities. 

Proposal 9: Support mechanisms for UE to report to the network conditions of its ML-related resources, such as memory, battery, and other hardware parameters, estimated to be required to execute, or impact the performance of, a ML-enabled feature and corresponding functionalities/models.

Proposal 13: At least for UE-side models and UE-part of two-sided models, prior to designing 3GPP signaling details for (logical) ML model identification Type A and Type B, RAN1 shall define and identify the corresponding additional conditions for the studied sub-use-cases.

CATT:
Proposal 9: All three types of model identification (Type A, Type B1, Type B2) can be supported for further study. Details on procedure can be discussed in normative phase.
Proposal 10: From RAN1 perspective, the following information shall be considered for metadata of an AI/ML model:
· Applicable conditions
· Associated AI/ML-enabled Feature/FG.
· Association with configurations/conditions, including, e.g. configuration for nominal input and/or nominal output (e.g. payload size for CSI compression), configuration for RS measurement, configuration for quantization, etc.
· Additional conditions, e.g. scenarios, sites, datasets, paring information (for two-sided model, if applicable), concurrent use with other AI/ML models and/or non-AI/ML features, preferred/supported RS configuration, typical input/output distribution, etc.
· Model performance indicators
· Performance of inference accuracy or system performance, which may be hypothetic or predicted one.
Proposal 11: From RAN1 perspective, a local model ID can be allocated to an AI/ML model temporally for model-ID-based LCM, rather than directly apply the global ID assumed by RAN2.
Proposal 13: For indication of supported model, once models are identified, UE indicates supported AI/ML models (e.g. by indicating model IDs) for a given AI/ML-enabled Feature/FG.
· FFS: Detailed signaling procedure. 
· FFS the same or different signaling for possible frequent update of applicable models (if needed).
· Note: The existing capability report framework can be a starting point.
Proposal 14: Functionality identification reflects the applicable conditions for supported AI/ML functionality at UE side indicated by UE capability, which does not include subsequent procedures like functionality configuration reflecting NW’s interest.
Proposal 15: Functionality corresponds to a specific configuration or a set of configurations of the AI/ML enabled Feature/FG.
Proposal 16: For functionality-based LCM, per sub-use-case, study how to address additional conditions (e.g., scenarios, sites, and datasets) in the following cases:
· Case 1: UE may indicate additional conditions to NW to aid NW-side functionality operations.
· Case 2: NW may indicate additional conditions to UE to aid UE-side transparent model-level operations or functionality-level operations. 
· FFS: detailed signaling design. 
Proposal 19: Both functionality and model shall refer to AI/ML-enabled Feature/FG. No need to identify a model via referring to functionality.
Proposal 20: For support of AI/ML-based approach at UE, the following capabilities can be considered as optional:
· Capability of online training,
· Capability of implementing transferred AI/ML model (at least for Case z5).
Proposal 21: If necessary, only allow the UE to report/update the applicable models/functionalities. Do not extend this mechanism to other features of UE capability.
Proposal 22: For reporting the applicable functionalities, at least further consider the mechanism of reporting applicable functionalities among configured functionalities.

Intel:
Proposal-4: Define a physical model that is relevant for model development, training and transfer (specification impact outside RAN1), in other contexts (that are primarily impacting RAN1 specifications) a logical model definition is sufficient. 

Proposal-5: From a physical layer perspective there is no need for uniqueness of a model-ID (in model-ID based LCM) since the meta-information for the model clarifies the distinction between different UEs. 

Proposal-6: Model identification type B2 is associated with model parameter update from NW to UE. Such a model identification refers to a new model ID, but linked with a previous model ID (with the same “known model structure”).

Proposal-7: For model transfer in a proprietary format support a NW to update the parameters of a model at the UE – (including indirect means involving a UE-side server if needed) 

Proposal-9: Model identification Type A and Type B1 is a process through which NW acquires meta information associated with a physical or a logical model and is applicable to all collaboration cases. Model identification Type B2 pertains to collaboration cases z2/z4/z5.

Proposal-10: Some additional conditions (for applicable functionalities) may be incorporated into UE capability reporting that are reported in a static manner and some additional conditions may be incorporated into configurations that can be reported by a UE in a dynamic manner.

Proposal-11: In the case of model identification process Type A (offline identification) and Type B1 (OTA, initiated by UE), a UE indicates supported AI/ML models IDs for a given AI/ML-enabled Feature/FG in a UE capability report. A possible dynamic update of model IDs may need signaling different from the existing UE capability reporting framework.

InterDigital:
Proposal 1: Mechanism for the UE to report updates on applicable functionality(ies) can be studied after the details of additional conditions are agreed.
Proposal 2: At least for some LCM procedures (e.g., model (de)activation, model switching) locally unique (at least within the UE) Model ID may be sufficient and globally unique model ID may not be necessary. 
Proposal 3: The exact scope of model ID used for model transfer/update can be studied in RAN2.

Sony:
Proposal 4: RAN1 should study which LCM can support the common functionality-based LCM.

Ericsson:
[bookmark: _Toc142666524]Proposal 1	RAN1 should focus on outlining the conditions part of “static” UE capability signalling, and which conditions that could be handled via a “dynamic” approach. Exact signalling details are up to RAN2.
· [bookmark: _Toc142666525]Outlined conditions could comprise information about scenarios, sites, and datasets
[bookmark: _Toc142666526]Proposal 2	Study of information about scenarios, sites, and datasets that may be signalled from NW to aid UE-side transparent model operations should be done on a use-case basis
[bookmark: _Toc142666528]Proposal 4	Conclude that it is possible that the UE can report updates on configurable/applicable functionality(ies) using existing frameworks (e.g. RRC complete or UE ASSISTANCE INFORMATION in 38.331). Exact details are a RAN2 topic. 
[bookmark: _Toc142666529]Proposal 5	Model identification (“physical model” ID or “logical model” ID) for a model trained and monitored at the UE-side is not needed.
Proposal 6	Functionality identification is sufficient for a model trained at the UE-side but monitored (if needed) at the NW-side. Model identification (“physical model” ID or “logical model” ID) is not needed.
Proposal 7	Methods for supporting pairing of compatible UE part and NW part of a two-sided model without model identification should be studied (e.g., for CSI-compression, selecting an encoder of a connected UE to pair with a decoder used by the serving gNB of a network vendor).
[bookmark: _Toc142666545]Proposal 20	Support of ML model-based functionalities, but not related model details, may be reported using the UE capability framework. 

Fujitsu:
[bookmark: _Hlk142593797]Proposal-1: To reduce workload on signaling designs for two frameworks respectively, unified AI/ML procedures for functionality/model-ID based LCM are worth being studied after model/functionality identification, including:
· Virtual ID can be introduced to indicate identified models or identified functionalities for AI/ML operations after model/functionality identification. 
· A unified configuration procedure can be studied for NW to configure/indicate applicable AI/ML functionality(s)/model(s).
· A unified AI/ML inference procedures can be studied for AI/ML model/functionality activation, deactivation, fallback, and switching. 


Xiaomi:
Proposal 3: one feature refers to one sub-use case. 

Proposal 4: One model could support one or more than one functionalities. 

Proposal 5 ： Which aspects should be specified as conditions of a Feature/FG for functionality will be discussed in each sub-use-case agenda during normative work. 

Proposal 6: Consider the following steps / components for the functionality-based LCM 
· Step 1: Identify the applicable functionality 
· Step 2: Functionality selection and Functionality configuration 
· Step 3: Functionality activation
· Step 4: Functionality(model) switch/fallback/deactivation；
· Performance monitoring and functionality management for all the steps 

Proposal 7: Additional conditions could help the functionality management and the model management 
· Additional condition of the functionality can be reported to network during functionality identification
· Mechanism to acquire additional condition from network should be supported to facilitate the model operation on UE side 

Proposal 8: Prioritize type A model identification and type B2 model identification.

Proposal 9: Support report of model ID via a UE capability report for all the model identification types.

Proposal 10: Both Functionality identification and model identification are supported.

Proposal 11: Confirm the necessity for UE to report updates on applicable functionality(es) / applicable model(s) among [configured/identified] functionality(es) /model(s).

Proposal 12: Further study the following directions for the report updates on applicable functionality(es) and applicable model(s)
· Proactive report 
· Based on network’s request 

Panasonic: 
Proposal 1: Both of "additional conditions" and "assistance information" can be the virtualization of the site or channel condition. If the site deployment (number/deployment of antenna, channel condition/environment and so on) are similar, the same index can be used. The models used by UE in functional level could be trained by such site or channel condition. 

Proposal 2: For model-ID-based LCM, "the dataset ID" or "logical model ID" represents the scenario, sites and datasets the model was trained. 

Proposal 3: For logical model, the model identification is to have the common understanding of the training dataset between UE and NW.

Proposal 4: If/when the version number difference of the same logical model needs to be distinguished by the other entity, it would correspond to logical+physical model. In this case, type B1 or B2 would be applied.

Proposal 5: For pure physical model, to have the common understanding of the training dataset between UE and NW is not required. Just index assignment can be model identification. 

Proposal 8: Relative memory, power consumption, or other hardware limitation could be informed to the network. Relative information is defined compared with some specific refrence model or non-AI/ML model.

LG: 
Proposal #1: Clarify that the key difference between model-based LCM and functionality-based LCM is on whether LCM signaling shall be triggered whenever status of model(s) is changed, e.g. via activation/deactivation/switching or not.

Proposal #2: Identify the case(s) when model-level LCM is needed and when it is not needed, i.e. functionality-based LCM is sufficient. Based on the analysis, detailed LCM signaling can be discussed/decided per use case in subsequent WI(s), if supported.

Proposal #3: Functionality-based LCM is applicable for most cases. On top of that, model-based LCM can be considered for some special cases, e.g. two-sided model and/or model transfer scenario, with more focused work scope.

Proposal #5: For the granularity of functionality, start from FG defined for UE capability, and further consider whether a functionality can cover multiple performance reference of the same feature or not.

Proposal #6: Consider dynamic reconfiguration of UCI reporting for the case of functionality switch/update for the same sub-use-case.


Samsung:
Proposal #3: Study functionality-based LCM for UE-side model where  
Alt 1: UE reports the supported AI/ML functionalities
Alt2: UE reports the supported AI/ML functionalities by mapping them to logical models. i.e., by indicating the group of functionalities supported by a single model. 
Note: Logical model implies a reported AI/ML model over the air interface. UE may transparently have multiple implementations of a logical model. 

Proposal#5: For UE-sided AI/ML models functionality-based LCM is adopted. 
· Network provides LCM assistance on the basis of specified AI/ML functionalities.
· Capability reporting relies on the specified list of functionalities. 
FFS: whether UE reports the supported AI/ML functionalities or the supported AIML functionalities by mapping them to logical models. i.e., by indicating the group of functionalities supported by a single model. 

Proposal#6: For two-sided AI/ML models, differ the conclusion on whether to adopt model-ID or functionality based LCM after evaluating the feasibility of 
· Case1: Two-sided models that work in a vendor-specific manner.  
· Case2: Two-sided models that work in a vendor-agnostic manner

CAICT:
Proposal 3: For the same application conditions for the same AI/ML-enabled Feature, it is not necessary to operate functionality-based LCM and model-ID based LCM simultaneously.
Proposal 4: Functionality ID could be considered as candidate to identified functionality(s) for functionality-based LCM.

CMCC:
Proposal 4: For model identification Type B1, it may include the following steps.
Step1: UE reports the model existence and related model description to NW.
Step2: NW assign an ID to each AI/ML model.
Proposal 5: For the model description information during model identification, the following aspects could be considered:
· [bookmark: _Hlk142406891]The functionality of model
· Model applicability scenarios, configurations
· Information on model input
· Information on model output
· Information on assistance information
Proposal 6: For functionality identification, the functionality ID can be assigned by the network to facilitate functionality-based LCM procedure.  
Proposal 7: For the description information during functionality identification, the following aspects could be considered:
· Applicability scenarios, configurations of models for the functionality
· Information on model input type(s)
· Information on model output type(s)
· Information on assistance information
Proposal 8: Functionality identification is based on the UE capability UE reported and the associated applicable conditions for each functionality.
Proposal 9: Configured functionalities is a subset of identified functionalities, as identified functionalities refers to what NW could potentially configure to UE, and configured functionalities refers to what NW actually configures to UE as a subset of identified functionalities.
Proposal 10: UE could report the updates on the identified functionality(es) in a more dynamic manner than UE capability report.

Nvidia:
Proposal 8: Study how the information about scenarios, sites, and datasets may be indicated by UE capability and signaled from network to aid UE-side transparent model operations.
Proposal 16: For AI/ML based enhancements for NR air interface, study potential specification impact related to UE capability for AI/ML based beam prediction including model training, model inference and model monitoring.

Apple:
Proposal 1: Enhance UE capability report framework to support scenario-specific, site-specific, configuration-specific and/or dataset-specific AI model/function for functionality-based LCM and model ID based LCM.  

Proposal 2: Use UAI framework as a starting point to handle the impact of UE’s internal conditions such as memory, battery and potential other limitations.  

Proposal 3: Functionality based LCM procedure can be used for one sided model without model transfer.

Proposal 4: Model ID based LCM procedure can be used for two-sided model, and one-sided model with model transfer.

Proposal 5: Type A model identification is used for two-sided model without model transfer. Type B1/B2 model identification is used for level z collaboration with model transfer.  
Proposal 7: For two-sided model, the model ID can be defined via:
· NW part model with NW vendor identification, and other applicable conditions. 
· UE part model with UE vendor identification, and other applicable conditions.  
· Both NW part model and UE part model, i.e., explicating link information is listed, and other applicable conditions.  
Lenovo:
Proposal 3: Study the feasibility of functionality-based, model-ID-based and joint functionality-based and model-ID-based LCM for each sub use case.
Proposal 4: A hierarchical Model ID, one level is for functionality indication and the other level is for the multiple models within the functionality, can be applied for both Model ID based LCM and Functionality based LCM.
Proposal 5: The model-related information, i.e., model description, to be shared during model identification needs to be discussed per sub use case.
Proposal 6: Study the feasibility and values of the following values for all sub use cases as the information to be shared during model identification:
· AI/ML-enabled Feature(s), e.g., configurations and applicable conditions
· Properties of nominal model input/output, e.g., quantization format
· Assistance information, e.g., type of labeled data for monitoring
· Model complexity, e.g., FLOP, number of parameters 

Proposal 7: The configuration of AI/ML-enabled Feature/FG for the functionality is a set of system settings parameters indicated by RRC/LPP IE(s), and the detailed configurations need to be studied per use case in the normative stage.

Proposal 8: Study the approaches to indicate the applicable conditions for the AI/ML functionalities per sub use case to facilitate functionality-based LCM, e.g., SNR, radio link types or channel statistic values.
Proposal 10: Discuss and clarify the following terms to facilitate the discussion for functionality-based LCM:
· Configurable functionality: functionality, whose parameters, i.e., configurations as the conditions in forms of RRC/LPP IE(s), can be configured;
· Applicable functionalities: functionalities that can be applied at the UE if the application condition is satisfied;
· Configured functionalities: functionalities that are configured by the NW among configurable functionalities to support AI/ML-enable Feature/FG;
· Applied functionalities: functionalities that are applied as the same as activated functionalities.

Qualcomm:
Proposal 1: Functionality can be seen as a unit for activation/deactivation/switching, that may correspond to a specific configuration or a set of configurations.

Proposal 2: Configured functionalities are functionalities configured by the NW among identified functionalities. 

Proposal 3: Applicable functionalities can be defined as functionalities that are currently applicable at the UE among identified functionalities.

Proposal 4: UEs report updates on applicable functionalities as necessary or whenever NW inquires.

Proposal 5: As indicated with an agreement in RAN2, meta information refers to supplemental information being provided about a model during model identification process.

Proposal 6: During model identification procedure, the network should map the provided meta information with the assigned ID for subsequent operations.

Proposal 7: Study the following two scenarios for model identification: “initial model identification” and “updated model identification”.

Proposal 8: For UE-side or UE-part of two-sided models consider the Table 1 to associate “initial model identification” and “updated model identification” with model identification types.

[bookmark: _Ref142488644]Table 2: Model identification types with initial and update model identification
	
	Initial model identification
	Updated model identification

	Type A
	Applicable 
	Applicable

	Type B1
	Applicable
	Applicable

	Type B2
	Not applicable
	Applicable



Proposal 9: Deprioritize B1 for initial model identification.

Proposal 10: Deprioritize further discussion of Type B1 for updated model identification.

Proposal 11: Deprioritize Type B2 for the model transfer/delivery Case z5.

Proposal 12: Once models are identification via model identification Type A, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report.

Proposal 13: Consider Table 3 for conditions of a Feature/FG available for functionality of the relevant sub-use cases.
[bookmark: _Ref142488651]Table 3: Configurations for sub-use cases
	
	Conditions of a Feature/FG available for functionality 

	CSI compression
	Configuration related to CSI feedback analogous to legacy framework (e.g., CSI-RS measurement config, CSI reporting config – subband, antenna port layout, rank restriction, payload configuration)

	Spatial domain beam prediction
& Temporal domain beam prediction
	Configurations for Set A, Set B (including configuration of associated RS and associated signaling/report)
[Assistance information from NW to UE, including codebook ID, association/mapping/relationship between beams within Set A and beams within Set B (e.g., relative beam pointing angles of beams within Set A and beams within Set B), cell ID]

	Direct AI/ML positioning
	Assistance data/information considered in legacy NR-RAT UE-based positioning  (e.g. DL PRS config., etc.)  (from LMF to UE)


	AI/ML-assisted positioning
	Assistance data/information considered in legacy NR-RAT UE-assisted positioning (e.g. DL PRS config., reporting config. etc.) and new measurement reporting type(s) and configurations (from LMF to UE)




Proposal 14: Consider Table 4 for the application of scenarios, sites, and datasets for Case 1 and Case 2 for functionality and functionality-based LCM.

[bookmark: _Ref142488804]Table 4: Scenarios, sites, and datasets for Case 1 and Case 2
	
	Case 1
	Case 2

	Site-specific models
	Upon mobility (or in preparation of mobility), UE indicates to the NW if the AI/ML functionality is applicable at the target site.
	· UE indicates supported cell IDs in the UE capability. 
· Therefore, NW knows if the AI/ML functionality may be applicable at a given site.

	











Scenarios, datasets
	One-sided models
	· IDs, e.g., codebook IDs are aligned during model development/training between NW and UE vendors.
· For inference, a codebook ID is signaled from NW to UE.
· UE indicates to the NW if the AI/ML functionality is applicable for the codebook-ID.
	· IDs, e.g., codebook IDs are aligned during model development/training between NW and UE vendors.
· UE indicates supported codebook-IDs in the UE capability. 
· Therefore, NW knows if the AI/ML functionality may be applicable for the codebook-ID that NW wants to use.
· For inference, a codebook-ID is signaled from NW to UE as a part of functionality configuration.

	
	Two-sided models
	· IDs, e.g., pairing IDs are aligned during model development/training between NW and UE vendors.
· For inference, a pairing ID is signaled from NW to UE.
· UE indicates to the NW if the AI/ML functionality is applicable for the pairing ID.

	· IDs, e.g., pairing IDs are aligned during model development/training between NW and UE vendors.
· UE indicates supported pairing IDs in the UE capability.
· Therefore, NW knows if the AI/ML functionality may be applicable for the pairing ID that NW wants to use.
· For inference, a pairing ID is signaled from NW to UE as a part of functionality configuration.



Proposal 15: IDs are signaled from NW to UE for multiple purposes for Case 1 and Case 2 as follows.
· Case 1: Data collection, model development/training and inference to aid UE-side transparent models, determining functionality applicability
· Case 2: Data collection, model development/training and inference to aid UE-side transparent models, UE capability report

Proposal 16: Consider Table 5 for the application of scenarios, sites, and datasets for model and model-ID based LCM.

[bookmark: _Ref142489972]Table 5: Scenarios, sites, and datasets for model-ID based LCM
	
	Model-ID-based LCM

	Site-specific models
	· Model is identified between NW and UE with meta information describing the cell IDs for which the model is applicable.
· UE indicates supported model IDs in the UE capability.
· Therefore, NW knows if the AI/ML functionality may be applicable, and which models may be applicable, at a given site.
· For inference, NW activates a model corresponding to the site.

	









Scenarios, datasets
	One-sided models 
	· Model is identified between NW and UE with meta information describing the IDs, e.g., codebook-ID for which the model is applicable.
· UE indicates supported model IDs in the UE capability.
· Therefore, NW knows if the AI/ML functionality may be applicable, and which models may be applicable, for the codebook-ID that NW wants to use.
· For inference, NW activates a model corresponding to the codebook-ID that NW wants to use.

	
	Two-sided models 
	· Model is identified between NW and UE with meta information describing the IDs, e.g., pairing ID for which the model is applicable.
· UE indicates supported model IDs in the UE capability.
· Therefore, NW knows if the AI/ML functionality may be applicable, and which models may be applicable, for the pairing ID that NW wants to use.
· For inference, NW activates a model corresponding to the pairing ID that NW wants to use.



Proposal 17: Functionality-based LCM is applicable to UE-side models in Collaboration Level y.

Proposal 18: Functionality-based LCM is also applicable to UE-part of two-sided models when pairing ID is exchanged from NW to UE.

Proposal 19: Functionalities may be assigned an ID for signaling purposes for functionality activation, switching, deactivation, and monitoring. 

Proposal 20: The model ID and associated model description information can be utilized for various LCM steps for model management and control purposes.

Proposal 21: Meta information and other information available at network may be used for selection of the right model at the inference time. 

Proposal 22: Model-ID-based LCM is useful for one-sided models when scenarios, datasets, and/or custom configurations are addressed outside specification, via vendor collaboration.

Proposal 23: Model-ID-based LCM is applicable for both one-sided and UE-part of two-sided models. 

Proposal 24: Model-ID-based LCM is applicable to Collaboration Level z when there is model transfer/delivery with 3GPP signaling.

KDDI:
Proposal 1:
Whether functionality includes additional conditions (such as scenarios, sites, and datasets) should be clear.

Proposal 2:
If the functionality includes additional conditions (such as scenarios, sites, and datasets), these information should be indicated by UE capability; if not, they should not be indicated by UE capability.

AT&T:
[bookmark: _Hlk142655517]Proposal 5:  Characterize AI/ML model identification as a function of the associated information needed for the common understanding between the UE and the network, used for AI/ML LCM procedure.

[bookmark: _Hlk131575555]Proposal 6: Define three levels of AI/ML model identification categories: model functionality, AI/ML untrained model structure, and AI/ML trained model.

Proposal 7: For the model Identification of UE-side or UE-part of two-sided models of model identification Type B1 and B2 study the procedure and steps to identify the AI/ML model.
· The UE capability report can be used as a starting point. Other procedures are not excluded.
· Study the procedure to indicate the supported models that were identified with model identification type B1 or B2. 

[bookmark: _Hlk134868425]Proposal 8: For UE-side models or UE part of two-sided models, functionality identification is based on the conditions indicated by the UE capability report. 
FFS: Whether/how to report the NW capability [and NW interests] to UE after functionality identification for UE-side models or UE8 part of two-sided models

[bookmark: _Hlk142655579]Proposal 9: Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configurations are the conditions in forms of RRC/LPP IE(s) reported by UE capability.

Proposal 10: A functionality refers to a specific configuration of the Feature/FG or a set of configurations of Feature/FG and may serve as a unit of activation/deactivation/switching in functionality-based LCM.

Proposal 11: The term functionality(/ies) used for functionality-based LCM discussion can be referred to 
· Identified functionalities: Set of functionalities indicated by UE capability report during functionality identification.
· This term corresponds to all functionalities for a given Feature/FG that can be supported by the UE.
· Configured functionalities: Set of functionalities that can be configured by the NW among identified functionalities. 
· This term corresponds to the set of functionalities that are the intersection of UE capability and NW capability (NW interests). It is a subset of identified functionalities.
· Applicable functionalities: Set of functionalities that are currently applicable among the identified functionalities. 
· This term corresponds to the set of functionalities that can be activated for the given Feature/FG for the current time. It is a subset of identified functionalities. It may be a subset of configured functionalities. 
· Activated functionality: The functionality that is currently activated from the set of applicable/(intersection set of applicable and configured) functionalities. 
The following figure can be used to represent possible relationship between the different terminologies.
Figure 5: 2 possible options for relationship between identified functionalities, configured functionalities, applicable functionalities and activated functionality.
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[bookmark: _Hlk142655840]Proposal 16: Functionality-based LCM meta info, including AI/ML-enabled features/FGs indicated by capability signaling, their applicable conditions, and model structure (if provided) can be optionally associated with one or multiple model IDs in order to support both functionality identification and model identification as well as LCM functions including model transfer/delivery, activation/deactivation, multi-vendor two-sided model pairing, model-specific performance monitoring, and testing and calibration performed by a network operator.
Proposal 17: From the general framework point of view, both functionality-based LCM and model-ID-based LCM are supported from RAN1 perspective. 
Proposal 18: Each sub-use-case can further study whether to allow only one of the two LCM flavors for the sub-use-case.

Proposal 19: For UE-side models and UE-part of two-sided models, functionality-based LCM is used.

Proposal 20: For UE-sided models, model-ID-based LCM procedure can be optional. 

Proposal 21: For two-sided models, both functionality and model-ID-based LCM are used.

Proposal 22: Study the use of a local model ID that can be used for model control purpose (model activation/deactivation/switching/selection) after model identification.
· FFS: Any relationship between local model ID and global model ID.
· FFS: If local model ID is identified for common understanding between NW and UE during model identification or after model identification. 
FFS: If local model ID can be used to indicate compatibility between UE part and NW part of two-sided models.
Proposal 23: For functionality-based LCM, the additional conditions (e.g., scenarios, sites, and datasets) cannot be supported by incorporating into configuration(s) used for functionality reporting. 
· Model ID based LCM can be used to support and report the additional conditions (e.g., scenarios, sites, and datasets).
Proposal 24: For CSI prediction using UE sided model study the following configurations and their granularity that will be signaled through the functionality, and the corresponding specification impact in functionality-based LCM.
· UE speed
· Frequency PRB’s
· Prediction window
· Observation window
· Scenario (Uma etc.)
· Performance requirement/monitoring
· Other additional configurations

Proposal 25: Study the necessity for model-ID based LCM to support any additional functionalities that will not be supported through functionality-based LCM.
NEC:
Proposal 1: Study model-ID based lifecycle management with a higher priority.
Proposal 2: Model identification procedure is used to translate the global model ID to the local model index of an AI/ML model.
Proposal 3: For a two-sided model, study methods to align NW part and UE part of one AI/ML model, e.g., including NW part ID and UE part ID as parts of the model ID.
Proposal 22: Study UE indication to network about its inability to run a configured/activated AI/ML model/functionality due to UE’s internal condition along with a relevant cause value for the failure.

NTT Docomo:
Proposal 1: Clarify the difference between conditions and additional conditions. At least the following categorizations can be considered.
· Categorization 1. Conditions are included in UE capability, while additional conditions are not included in UE capability (e.g., NW signals additional conditions to UE or UE reports additional conditions to NW via some signaling other than UE capability)
· Categorization 2. Conditions are configurable RRC parameter, while additional conditions are non-configurable information (e.g., site ID, scenario ID, dataset ID)
Proposal 2: Conditions indicated by UE capability should include all static information that NW should be aware of for the NW operation. At least, the following information should be reported as the condition.
・Nominal input information such as required measurements and assistance information for model input
・Nominal output information such as derived information from the functionality
・Applicable configuration/deployment associated with functionalities
Proposal 3: AI/ML enabled feature can be defined by input type and output type.
Proposal 4: Performance requirement under the indicated condition (e.g., configuration/deployment) should be verified by the test. 
Proposal 5: UAI framework can be reused for informing the applicability about model/functionality at UE side.
Proposal 10: Define the following terminology to facilitate the discussion.
・	Identified functionalities are configurable functionalities based on the reported conditions
・	Configured functionalities are a subset of identified functionalities. These functionalities can be configured for performance monitoring and/or applicable update.
・	Activated functionalities are a subset of configured functionalities.
・	Identified models are models whose model ID and meta info mapping is known by NW
・	Supported models are configurable models based on model ID reported in UE capability
・	Configured models are a subset of supported models. These models can be configured for performance monitoring and/or applicable update.
・	Activated models are a subset of configured models.
Proposal 13: Study assistance signalling including configuration/deployment ID. 

TCL Communication:
Proposal 2: The logical model ID, which consists of scenario, feature, function, and local ID, will be used for air interface signalling. Other auxiliary information will be obtained through a model-ID based lookup inside UE or gNB entity. 
Proposal 3: The network’s unique ID (including UE IEMI, and gNB’s unique ID(Cell ID)) together with AI/ML model’s global unique ID should be used in AI-MAO for management. 

NYCU, NTPU:
Proposal 5: Study the mechanism (e.g. model switching) for the case where UE’s capability are dynamically varying.

Sharp:
Proposal 1: UE capability exchange can be triggered by 1) model identification or 2) UE capability change.
Proposal 5: When assessing the specification impact, RAN1 may assume the following functional split of AI/ML functionality among WGs:
1) RAN2 entity for the LCM of the AI/ML entity
2) RAN1 entity to collect data for training, inference, and monitoring, and to receive output inferenced data from the AI/ML entity.

Continental Automotive:
Proposal 4: The priority information is used to minimize the impact of condition changes for functionality/model operations.
Proposal 5: The reliability information is also used to minimize the impact of condition changes for functionality/model operations.
Proposal 6: The index is allocated between NW and UE so that it can be used to represent different combinations of the assigned models (e.g., model IDs) for LCM signaling purposes.
Proposal 7: The index is also used to indicate the paired models.
Proposal 8: Model pairing search procedure is used to indicate model pair(s) among the supported AI/ML model IDs.
Proposal 9: The degree of available information about models (e.g., meta information) and/or model attribute can be the criteria to split models or model IDs into different model levels such as common/dedicated models.

Indian Institute of Tech (M), IIT Kanpur:
Proposal 3: Update of functionality terminology:
•	Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configurations consist of AI/ML-enabled Feature/FG in forms of RRC/LPP IE(s) reported by UE capability.
•	A functionality refers to a specific configuration of the Feature/FG or a set of configurations of Feature/FG and may serve as a unit of activation/deactivation/switching in functionality-based LCM.
The term functionality(/ies) used for LCM discussion purposes at various part of functionality-based LCM can be referred to:
•	Identified/Applicable functionalities: functionalities supported by UE capability
•	Configured/Activated functionality: the functionality that is currently configured/activated from the set of Identified/Applicable functionalities
Proposal 4: UE to report supported AI/ML-enabled Feature/FG in the form of RRC/LPP IE(s) in capability report.

Proposal 5: The UE indicates a “Unified ID” which can identify model as well as functionality.

Indian Institute of Technology Madras (IITM), IIT Kanpur, CEWiT:
Proposal 1: Detailed steps for Type B1 model identification (UE-side model, UE initiated)

Details of model identification process for UE-side model (UE initiated)
1. UE reports model details as part of an AI/ML enabled feature in the capability report to NW. These details include but are not limited to:
a. Scenarios for which the model is trained (supporting conditions)
b. Model performance metrics (accuracy, efficiency..) 
c. Model operation metrics (model processing time..)
2. NW could save the model details and assign an ID to the model for possible activation via RRC signalling in the near future.
3. Post Model ID assignment, NW would reply to the UE with the Model ID corresponding to respective model features.

Proposal 2: Detailed steps for Type B1 model identification (UE-part of two-sided models, UE initiated)

Details of model identification process for UE-part of two-sided models (UE initiated):
1. UE reports model details as part of an AI/ML enabled feature in the capability report to NW. These details include but are not limited to: 
a. Scenarios for which the model is trained (supporting conditions) 
b. Model Training ID (ID corresponding to the training data used by UE and/or NW). Training ID is necessary because in two-sided models, UE may use training data generated by NW(s) and NW may use training data generated by UE(s) 
c. Model structure (input size and output size) 
d. Model input details (input type) and any other parameters that require common understanding
e. Model performance metrics (accuracy, efficiency…) 
f. Model operation metrics (model processing time…)
2. NW would identify the compatible UE part of two-sided models with: 
a. Model details reported by UE
b. Model details of NW part of two-sided models.
3. NW configures the compatible models and assigns Model ID for them. The NW configuration and Model ID information is sent to the UE via NW config report.

Proposal 3: Detailed steps for Type B2 model identification (UE-side model, NW initiated)

Details of model identification process for UE-side model (NW initiated):
1. NW could initiate a request for one or more report(s) on AI/ML enabled feature(s) (UE-side models) and UE would reply with the requested AI/ML enabled features report, with supporting conditions.
2. For each AI/ML enabled feature, UE could have 1 or more models. Each model is characterized by a set of model details such as: 
a. Scenarios for which the model is trained (supporting conditions) 
b. Model performance metrics (accuracy, efficiency…) 
c. Model operation metrics (model processing time…)
3. NW could save the model details and assign an ID to the model for possible activation via RRC signalling in the near future.
4. Post Model ID assignment, NW would reply to UE with the model ID corresponding to respective model features.

Proposal 4: Detailed steps for Type B2 model identification (UE-part of two-sided models, NW initiated)

Details of model identification process for UE-part of two-sided models (NW initiated):
1. NW has a set of NW-part of two-sided models for 1 or more AI/ML enabled features. 
2. The NW-part of two-sided models are related to their respective UE-part of two-sided models in the training process which could be identified by a Training ID.
3. NW could initiate a request for one or more reports containing AI/ML enabled feature(s) (two-sided models) with/without the training ID to UE.
4. UE would reply with requested AI/ML enabled features report, with supporting conditions, back to the NW.
5. A set of model details that describe an AI/ML model could be as follows:
a. Scenarios for which model is trained (supporting conditions) 
b. Model Training ID (ID corresponding to the training data used by UE and/or NW ). Training ID is necessary because in two-sided models, UE may use training data generated by NW(s) and NW may use training data generated by UE(s)
c. Model structure (input size and output size) 
d. Model input details (input type) and any other parameters that require common understanding
e. Model performance metrics (accuracy, efficiency…) 
f. Model operation metrics (model processing time…)
6. NW would identify the compatible UE part of two-sided models with: 
a. Model details reported by UE
b. Model details of NW part of two-sided models.
7. NW configures the compatible models and assigns Model ID to them. The NW configuration and Model ID information is sent to the UE via NW config report.

Ruijie Network
Proposal 1: Prioritize normative work of Types B1 and B2 for model identification of UE-side or UE-part of two-sided models.

Issue 8-2 (Closed): Clarification of functionality terminology (continued from 7-8)
Aligning on multiple functionality definitions such as identified/configured/applicable functionalities can be helpful for the ongoing/future discussions.

[FL1] Proposal 8-2a
Further clarification on functionality terminology:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configurations are the conditions in forms of RRC/LPP IE(s) reported by UE capability.
· A functionality refers to a specific configuration of the Feature/FG or a set of configurations of Feature/FG and may serve as a unit of activation/deactivation/switching in functionality-based LCM.
· Configured functionalities: functionalities that are configured by the NW among identified functionalities
· Applicable functionalities: functionalities that are currently applicable at the UE among identified functionalities

	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	vivo
	We can agree on the last two sub-bullets on the terminology of “configured functionality” and “applicable functionality”.
The first two sub-bullets seem not necessary and confusing. We can either delete those two, or reword it as following.
· Functionality refers to an AI/ML-enabled Feature/FG enabled by supported configuration(s), where supported configurations are the conditions in forms of RRC/LPP IE(s) reported by UE capability.
· A functionality refers to a specific configuration of the Feature/FG or a set of configurations of Feature/FG and may serve as a unit of activation/deactivation/switching in functionality-based LCM.


	Panasonic
	We interpret that the uniti of the functionality is the granularity corresponding to the UE capability and it is controlled by semi-static configuration like RRC/LPP.. 
In "Configured functionalities" and "Applicable functionalities", the term "identified functionality" is used but not clear explanation/definition. If this "identified functionality" means the functionalities identified by UE capability, it should be clarified. If other meaning, could you add some explanation?


	Xiaomi
	· For the first bullet, we share similar view with vivo that “in forms of RRC/LPP IE(s)” should be deleted. 
· For the second bullet, we suggest the following update:  
· A functionality refers to a specific configuration of the Feature/FG or a set of configurations of Feature/FG and may serve as a unit of activation/deactivation/switching/monitoring/configuration in functionality-based LCM.
· For the third, we suggest the following update to make it more clear and also clarify relationship between configured functionalities and activate functionality 
· Configured functionalities: functionalities that are configured by the NW for potential activation among identified functionalities
· We are OK with the 4th bullet 



	Huawei, HiSilicon
	We do not see a need to introduce the “Configured functionalities” and “Applicable functionalities”. As a straightforward procedure, only identified functionalities and activated functionalities are enough.
· Step 1: UE capability report of the supported functionalities (i.e., identified functionalities). Each functionality can include a list of relevant RRC parameters, such as input (e.g., measurement)/output (e.g., report) descriptions.
· Step 2: Network activates one preferred functionality from the set of UE reported functionalities in Step 1 (i.e., activated functionality).

In addition, whether the functionality may serve as unit of activation/deactivation may be a separate discussion. E.g., NW can separately configure the relevant parameters to finish the configuration of functionality, or directly configure a functionality ID. Both ways seem feasible and do not need to narrow down at this stage.

· A functionality refers to a specific configuration of the Feature/FG or a set of configurations of Feature/FG and may serve as a unit of activation/deactivation/switching in functionality-based LCM.
· Configured functionalities: functionalities that are configured by the NW among identified functionalities
· Applicable functionalities: functionalities that are currently applicable at the UE among identified functionalities


	NTT DOCOMO
	Even if applicability of models is changed at UE side, NW cannot sense it unless UE reported. As the configured functionality and functionalities are common understanding between NW and UE, the applicable functionality should be defined in the same principle. For this reason, we prefer the following update of applicable functionalities as follows.
Applicable functionalities: functionalities that are currently reported as applicable by UE reporting at the UE among identified functionalities

	Samsung
	· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configurations are derived from the conditions in forms of RRC/LPP IE(s) reported by UE capability.


	KDDI
	Third bullet and forth bullet should be discussed with identified functionalities also defined. Also, what is the relationship between configured functionalities and appliable functionalities?

	NEC
	We do not clearly understand the motivation for applicable functionality and how is this expected to be used for LCM procedures. Especially, if the during functionality identification the application conditions are also available at gNB then the gNB understands that which functionalities are applicable at a UE based on its own implementation. In such case, there might not be a need to specify applicable functionalities. Hence, we propose to remove the last point from the proposal. 

	LG
	Support in general

	IIT Kanpur
	The terminology “identified functionalities” is not clear and we don’t think there is a need to define the identified functionalities separately. There should be only two terminologies needed: Identified functionalities and Applicable functionalities. Further, we think there is no need for the 1st bullet, and it is creating confusion. Hence, we propose:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configurations are the conditions in forms of RRC/LPP IE(s) reported by UE capability.
· A functionality refers to a specific configuration of the Feature/FG or a set of configurations of Feature/FG and may serve as a unit of activation/deactivation/switching in functionality-based LCM.
· Applicable functionalities: functionalities that are currently applicable at the UE based on UE capability
Activated functionality: functionality that is currently activated at the UE among applicable functionalities

	ETRI
	We tend to agree. However, for the first bullet, “in forms of RRS/LPP IE(s)” seems too specific. We suggest to remove this.




[FL2] Proposal 8-2b
FL notes: Several companies’ comments on removing RRC/LPP from the first bullet. If so, the first bullet becomes the same as previous agreement, hence deleted in the updated proposal.
Further clarification on functionality terminology:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configurations are the conditions in forms of RRC/LPP IE(s) reported by UE capability.
· A functionality refers to a specific configuration of the Feature/FG or a set of configurations of Feature/FG and may serve as a unit of activation/deactivation/switching in functionality-based LCM.
· Identified functionalities: functionalities corresponding to conditions indicated by UE capability 
· Configured functionalities: functionalities that are configured by the NW among identified functionalities
· Applicable functionalities: functionalities that are currently reported as applicable at the UE among identified functionalities
	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	Fujitsu
	We are fine with the update

	ETRI
	We are OK with the clarifications on functionalities.



FL remark 8-2c:
There is no consensus on the need of terminology definition. 

Issue 8-3: Unified LCM framework 
As agreed in the previous meeting, 
For functionality/model-ID based LCM,
· Once functionalities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring.

Some FFS from the previous agreements for the relationship between functionality and model and the related LCMs are as follows.

· FFS: Relationship between functionality and model, e.g., whether a model may be identified referring to functionality(s)
· FFS: Relationship between functionality-based LCM and model-ID-based LCM

One major difference between functionality-based LCM and model-ID-based LCM is in how functionality/model is identified.
· Functionality is identified via legacy 3gpp framework of Features.
· Model is identified via model identification procedure.

Apart from the difference in the identification procedure, both functionality-based LCM and model-ID-based LCM have similar operations.
· As in functionality-based LCM, model-ID-based LCM should also be based on legacy 3gpp Feature framework.
· In both LCM flavors, UE reports supported configurations of AI/ML-enabled Feature/FG in UE capability.
· Both LCM flavors include activation, deactivation, switching, fallback, and monitoring.
· Network indicates activation/deactivation/fallback/switching.
· UE may have transparent (physical) model operations behind functionality / (logical) model.
· UE may report updates on applicable functionalities/models.

As the two LCM procedures largely overlap, the group does not need to debate which LCM flavor to support. Both can be unified and supported, and the deployment of each sub-use-case can choose a suitable LCM flavor out of the two.


[FL1] Proposal 8-3a
· AI/ML model is identified directly referring to configuration(s) of AI/ML-enabled Feature/FG without referring to functionality(s).
· 3GPP framework of AI/ML-enabled Feature/FG used for functionality-based LCM is reused for model-ID-based LCM.
· In model-ID-based LCM, UE additionally indicates supported AI/ML models.
· Once functionalities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring.
· In model-ID-based LCM, NW additionally indicates model ID during inference, activation, deactivation, switching, fallback, and monitoring.
· Specify both functionality-based LCM and model-ID-based LCM in all use cases.
· Functionality-based LCM, as it relies on a subset of procedures/signaling of model-ID-based LCM, is supported by default.
· Model-ID-based LCM may be enabled on top of functionality-based LCM via model identification and model-ID signaling in LCM operations.

	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	Vivo
	The spirit of the first sublet seems to be in contradiction with the last sub-bullets. If model is identified without referring to functionality, it seems not appropriate to state that model-ID based LCM is enabled on top of functionality-based LCM.
 
Some wording may need to be updated for other subbullets as following:
· “3GPP framework of AI/ML-enabled Feature/FG used for functionality-based LCM is re can be used for model-ID-based LCM.”
· “In model-ID-based LCM, UE additionally indicates supported AI/ML models. Signaling for the indication is not limited to capability report and can be up to other WGs.”
· “Once functionalities/models are identified, the same or similar procedures may be used considered for some part of activation, deactivation, switching, fallback, and monitoring.
· In model-ID-based LCM, NW additionally indicates model ID during inference, activation, deactivation, switching, fallback, and monitoring.
· Different procedures may also be considered dependent on different sub-use cases, monitoring accuracy and latency requirement.”


	Nokia/NSB
	Comments are in blue. 
· AI/ML model is identified directly referring to configuration(s) of AI/ML-enabled Feature/FG without referring to functionality(s). – Do not understand this part as it seems not accurate. First, RAN1 shall understand how the AI/ML model identification types A and B1/B2 work. E.g., from which step the model identification starts, and what are the remaining steps (mainly for Type B). Configuration(s) of the AI/ML enabled feature are the functionalities based on earlier agreement, so what is refer by this text is just defining model as functionality ?
· 3GPP framework of AI/ML-enabled Feature/FG used for functionality-based LCM is reused for model-ID-based LCM. – do not understand this either. If the proposal is about renaming the functionality. Let’s try to discuss that. 
· In model-ID-based LCM, UE additionally indicates supported AI/ML models. 
· Once functionalities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring. – this is already agreed last time. Would be good to discuss what are these procedures
· In model-ID-based LCM, NW additionally indicates model ID during inference, activation, deactivation, switching, fallback, and monitoring.
· Specify both functionality-based LCM and model-ID-based LCM in all use cases.
· Functionality-based LCM, as it relies on a subset of procedures/signaling of model-ID-based LCM, is supported by default. – What are this subset of procedures. Functionality is the configuration coming from the NW. the UE must follow the configuration to enable ML feature. Yes, the model-ID based LCM is an additional procedure. Can be say that explicitly. 
· Model-ID-based LCM may be enabled on top of functionality-based LCM via model identification and model-ID signaling in LCM operations. – This seems to be ok. 



	Panasonic
	Could you elaboate the meanign of the first bullet? "Functionality(s)" is proposed to be defined by "configuration(s) of AI/ML-enabled Feature/FG" in Proposal 8-2a. Is it saying the granularity of functionality and AI/ML model is same?
Remaining bullet points looks OK for now.


	Xiaomi
	· For the first main bullet, it seems contradict with the last sub bullet 
· For the second bullet and third bullet, they are talking about the same thing. Only keep the third bullet is sufficient 
· For the 4th bullet, only keep the main bullet is sufficient. The two subbullets need more discussion. At least for the two-sided model cases, we think support functionality-based LCM is problematic. 


	ZTE
	Please see some comments in blue.
· AI/ML model is identified directly referring to configuration(s) of AI/ML-enabled Feature/FG without referring to functionality(s). Agree with Nokia on this bullet. In addition, at least for model identification type A, there are no configurations need to be defined. How to align the applicable conditions of the model is transparent to RAN1 spec. 
· 3GPP framework of AI/ML-enabled Feature/FG used for functionality-based LCM is reused for model-ID-based LCM. The intention is not clear to us. There is no exsiting 3GPP framework of AI/ML-enabled Feature/FG used for functionality-based LCM.
· In model-ID-based LCM, UE additionally indicates supported AI/ML models. It’s already agreed in last meeting.
· Once functionalities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring. It’s already agreed in last meeting.
· In model-ID-based LCM, NW additionally indicates model ID during inference, activation, deactivation, switching, fallback, and monitoring.
· Specify both functionality-based LCM and model-ID-based LCM in all use cases. 
· Functionality-based LCM, as it relies on a subset of procedures/signaling of model-ID-based LCM, is supported by default. It’s not clear to us. Why functionality-based LCM has to rely on model-ID based LCM?
· Model-ID-based LCM may be enabled on top of functionality-based LCM via model identification and model-ID signaling in LCM operations. We don’t agree with this bullet. functionality-based LCM and model-ID based LCM can work independently.

This section discusses unified LCM framework, our suggestion is to move forward based on the following agreement:
Agreement
For functionality/model-ID based LCM,
· Once functionalities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring.

Tentative proposal xx:
Support a unified signaling framework for functionality-based LCM and model-ID based LCM:
· Support NW to assign a local identifier to a functionality or a model. From network perspective, the local identifier is mapped to a function unit operated at UE that is not transparent to network no matter the function unit is associated with a functionality or a model.
· Support a unified signaling framework based on the local identifier assigned by NW for the indiction of various LCM procedures, e.g., model/functionality activation, deactivation, switching, fallback, and monitoring.
· Note: The model may be associated with a global ID after model identification. The global ID may be mapped to a local identifier for the indication of model activation, deactivation, switching, fallback, and monitoring

	CATT
	Thanks FL and we have a few comments:
· First bullet: does it mean meta information of the identified model should include the information of ‘referring to configuration(s) of AI/ML-enabled Feature/FG’?
· Second bullet: OK
· Third bullet: main bullet is already agreed. The sub-bullet is discussing signaling design, which should be left to WI phase. Besides, is it really confident to say that NW will ALWAYS indicates model ID in ALL listed LCM procedure?
· Forth bullet: Somehow contradictory with first bullet. Meanwhile, we think it is not a good place to say ‘Specify both functionality-based LCM and model-ID-based LCM in all use cases’. here

	Huawei, HiSilicon
	1) 1st bullet and 2nd bullet seem to be two orthogonal options. 1st bullet means model based LCM is independent from functionality; 2nd bullet means model based LCM is designed on top of functionality based LCM.
2) Last main bullet is removed. In our understanding, the applicable use case for functionality LCM and model LCM is a separate discussion (issue#8-6).

Changes:
· Opt.1: AI/ML model is identified directly referring to configuration(s) of AI/ML-enabled Feature/FG without referring to functionality(s).
· Opt.2: 3GPP framework of AI/ML-enabled Feature/FG used for functionality-based LCM is reused for model-ID-based LCM.
· In model-ID-based LCM, UE additionally indicates supported AI/ML models.
· Once functionalities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring.
· In model-ID-based LCM, NW additionally indicates model ID during inference, activation, deactivation, switching, fallback, and monitoring.
· Specify both functionality-based LCM and model-ID-based LCM in all use cases.
· Functionality-based LCM, as it relies on a subset of procedures/signaling of model-ID-based LCM, is supported by default.
· Model-ID-based LCM may be enabled on top of functionality-based LCM via model identification and model-ID signaling in LCM operations.


	Samsung
	As functionality is implicitly related to a AI ML feature/FG, It is better to delete 
· AI/ML model is identified directly referring to configuration(s) of AI/ML-enabled Feature/FG without referring to functionality(s).


	Ericsson
	High-level comment. The proposal bullets seem to be orthogonal and could be discussed in separate proposals. We prefer to discuss proposals such as 8-5a instead. Otherwise, we risk having a slow progress.  
1st bullet.
We would first understand the procedures for B1 and B2 model identification before agreeing on how the model can be identified via configurations. 
2st bullet. 
We would first understand the working on functionality-based LCM before agreeing to this. For example, discuss proposal 8-12a. 
3rd bullet.
Same as Nokia, we should first discuss what are these procedures. 
4th bullet. 
This feels too premature to agree upon. It can be a use-case discussion whether it is needed or not. 


	Futurewei
	1. For the first bullet, as multiple companies have mentioned, at least Type A model identification is not done through referring to configurations of Features/FGs. This bullet is more like describing functionality identification.
2. The second bullet may be true; we may reuse the 3GPP framework for functionality-based LCM for model ID based LCM.
3. The third bullet is OK.
4. The fourth bullet is OK. However, our understanding of the functionality-based LCM is that it really relies on the construction of AI/ML related Features/FGs. We are afraid that may delay the application of AI/ML solutions. 

	NEC
	Some of the points seem to be contradicting as also commented by other companies. For example, bullet 1 indicates that model id based LCM is independent on functionality based LCM while the last bullet seems to indicate that model id based LCM can only be supported in conjunction with functionality based LCM. Hence, we propose to remove the last bullet from the discussion.
· AI/ML model is identified directly referring to configuration(s) of AI/ML-enabled Feature/FG without referring to functionality(s).
· 3GPP framework of AI/ML-enabled Feature/FG used for functionality-based LCM is reused for model-ID-based LCM.
· In model-ID-based LCM, UE additionally indicates supported AI/ML models.
· Once functionalities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring.
· In model-ID-based LCM, NW additionally indicates model ID during inference, activation, deactivation, switching, fallback, and monitoring.
· Specify both functionality-based LCM and model-ID-based LCM in all use cases.
· Functionality-based LCM, as it relies on a subset of procedures/signaling of model-ID-based LCM, is supported by default.
· Model-ID-based LCM may be enabled on top of functionality-based LCM via model identification and model-ID signaling in LCM operations.


	LG
	First bullet: unclear how this can be called as model identification
Second & Third bullet: since the framework does not exist yet, we are not sure whether it can be reused or not at this moment.
Fourth bullet: not support. If functionality-based LCM works for a use case, we see no gain to specify model-ID-based LCM for that use case.

	IIT Kanpur
	We think the following modification is more appropriate:
· AI/ML model is identified directly referring to configuration(s) of AI/ML-enabled Feature/FG without referring to functionality(s).
· 3GPP framework of AI/ML-enabled Feature/FG used for functionality-based LCM is reused is used for model-ID-based LCM.
· In model-ID-based LCM, UE additionally indicates supported AI/ML models.
· Once functionalities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring.
· In model-ID-based LCM, NW additionally indicates model ID during inference, activation, deactivation, switching, fallback, and monitoring.
· Specify both functionality-based LCM and model-ID-based LCM in all use cases.
· Functionality-based LCM, as it relies on a subset of procedures/signaling of model-ID-based LCM, is supported by default.
· Model-ID-based LCM may be enabled on top of functionality-based LCM via model identification and model-ID signaling in LCM operations.
We don’t think the last bullet is justified in all cases and that model ID based LCM and functionality based LCM can work independently.




[FL2][FL3] Proposal 8-3b
FL notes: In this proposal, I’m trying to follow up the previous agreements and FFSs
· Once functionalities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring.
· FFS: Relationship between functionality and model, e.g., whether a model may be identified referring to functionality(s)
· FFS: Relationship between functionality-based LCM and model-ID-based LCM
but it seems that I only created unnecessary confusion. This job seems very hard with varying opinions, from a very specific proposal, from ZTE on using a functionality ID to harmonize the two LCM completely to an opinion that the two LCMs can be completely independent.
Maybe the only thing agreeable is the third bullet. So, I’m proposing only the third bullet, but please provide your opinions on what are missing at this point that the group should further discuss and agree on.

· AI/ML model is identified directly referring to configuration(s) of AI/ML-enabled Feature/FG without referring to functionality(s).
· 3GPP framework of AI/ML-enabled Feature/FG used for functionality-based LCM is reused for model-ID-based LCM.
· In model-ID-based LCM, UE additionally indicates supported AI/ML models.
· Once functionalities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring.
· In model-ID-based LCM, NW additionally indicates model ID during inference, activation, deactivation, switching, fallback, and monitoring.
· Specify both functionality-based LCM and model-ID-based LCM in all use cases.
· Functionality-based LCM, as it relies on a subset of procedures/signaling of model-ID-based LCM, is supported by default.
· Model-ID-based LCM may be enabled on top of functionality-based LCM via model identification and model-ID signaling in LCM operations.

	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	Fujitsu
	As what discussed in 8-8b, model ID can be either global ID or local ID. Since it is not agreed yet, we may change the wording here to make it more inclusive as following:
· Once functionalities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring.
· In model-ID-based LCM, NW additionally indicates ID(s) of model(s) during inference, activation, deactivation, switching, fallback, and monitoring.
Besides, we share the similar view as ZTE’s that a local ID can be considered as a tool to facilitate a common signaling design for both LCM procedures, including model/functionality activation, deactivation, switching, fallback, and monitoring.


	ETRI
	We are OK for the updated proposal.

	AT&T
	Fine with updated proposal

	ZTE
	We think this proposal is made on top of the following agreements. 
RAN1 #113 Agreement
For functionality/model-ID based LCM,
· Once functionalities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring.
Agreement
· Model ID in RAN1 discussion may or may not be globally unique, and different types of model IDs may be created for a single model for various LCM purposes. 
· Note: Details can be studied in the WI phase.
This proposal tries to agree on a unified framework for model and functionality after identification. However, this proposal only include model ID without functionality ID. We prefer the following revisions:
· Once functionalities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring.
· For both functionality based LCM and model-ID-based LCM, NW additionally indicates ID during inference, activation, deactivation, switching, fallback, and monitoring.


	Xiaomi
	· For the main bullet, it was agreed in previous meeting, so don’t need repeat it in this proposal. 

Agreement
For functionality/model-ID based LCM,
· Once functionalities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring.
· For the subbullet, we are a little bit confused by the word of “additionally”. In addition, why model ID is needed during inference?  
· In addition, this proposal only mention how NW use the model ID. Actually UE could indicate model ID to NW as well. 
The following is our suggested revision 

· Once functionalities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring.
· In model-ID-based LCM, NW  performs additionally indicates model ID during inference, activation, deactivation, switching, fallback, and monitoring via the indication of the model ID.
· In model-ID-based LCM, UE perform the applicable model report and  [recommended model report] via the indication of model ID



	Panasonic
	OK with us.

	CATT
	We should add ‘may’ before ‘indicate’. 
For some LCM, there is NO need to indicate model ID, e.g. when indicating ‘fallback’, NW does not care about which model is currently activated. Another example is from 9.2.2.2, a pairing ID/dataset ID may be used to help UE do model switching, but not model ID.
· Once functionalities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring.
· In model-ID-based LCM, NW may additionally indicates model ID during inference, activation, deactivation, switching, fallback, and monitoring.

	OPPO
	Support the latest version of proposal.



[bookmark: _Hlk143724549][FL4] Proposal 8-3c
· Once functionalities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring.
· In model-ID-based LCM, compared to functionality-based LCM, NW may additionally indicates model ID during inference, activation, deactivation, switching, fallback, and monitoring.

	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	Xiaomi
	For the main bullet, it was agreed in previous meeting. We can live with keeping it. 
For the subbullet, we have concern on it. For functionality-based LCM, how to activate/deactivate/switch is not clear and whether there is some ID for functionality is not clear, either.  How can we say “NW may additionally indicate model ID”
 

	AT&T
	Support



Issue 8-4: Assistance information for functionality-based LCM (continued from 7-11g and 7-11h)
We have an FFS to address:
· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level

In the last meeting, the group intensely discussed:
Proposal 7-11g:
For functionality-based LCM, per sub-use-case, study how to address additional conditions (e.g., scenarios, sites, and datasets)
Study whether some of additional conditions may be incorporated into configuration(s), so that UE may indicate their conditions by UE capability.
Study whether assistance information regarding scenarios, sites, and datasets may be signaled from NW to aid UE-side transparent model operations (without model identification) at the Functionality level.

However, the use of the term “conditions” and “additional conditions” caused a lot of confusion.

At the end of the meeting, the FL proposed in the closing remark:
Proposal 7-11h
Study
whether/how some information about scenarios, sites, and datasets may be indicated by UE capability.
whether/how some information about scenarios, sites, and datasets may be signaled from NW to aid UE-side transparent model operations.

NW may signal assistance information regarding scenarios, sites, and datasets to aid UE-side model operations at the Functionality level. Assistance signalling helps determining supported functionalities/models as well as applicability of the supported functionalities/models. UE may report the support in UE capability if assistance information is incorporated into configuration(s). Alternatively, UE can dynamically indicate applicability via other mechanisms.

[FL1] Proposal 8-4a
NW may provide assistance information in the form of scenario ID, configuration ID, site ID, or dataset ID to UE.
UE may use the ID for 
· Dataset categorization for training
· Inference
· Model monitoring/assessment
· Transparent model selection and switching
· Determining and dynamically indicating the applicability of a given functionality
Study whether/how information about scenarios, configurations, sites, and datasets may be indicated by UE capability.

	
	Yes
	No

	Agree?
	 Panasonic
	

	Company
	Comments

	vivo
	The proposal can be further updated as following:
Scenario ID is not clear. Rather, scenario information that is deemed necessary for model management can be aligned between parties.
Feasibility of transparent model selection and switching, which may create non-manageable/interpretable performance change, need to be first justified.  
[FL1] Proposal 8-4a
NW may provide assistance information in the form of explicit or implicit scenario information (e.g., LoS/NLoS, delay spread, beam angle/shape, etc.), configuration ID, site ID, or dataset ID to UE.
UE may use the ID assistance information for 
· Dataset categorization for training
· Inference
· Model monitoring/assessment
· Transparent model selection and switching, if considered to be feasible from performance management perspective.
· Determining and dynamically indicating the applicability of a given functionality
Study whether/how information about scenarios, configurations, sites, and datasets may be indicated by UE capability or other signaling.

	Nokia/NSB
	We are not clear on how to interpret the scenario ID or site ID by the UE and NW. Does this mean specs define scenarios and site-related info and NW indicates an ID ? Also, configuration ID seems already used in general for configuring the UEs, but how that work as assistance info shall be clarified. 
Maybe the main discussion shall be what is refer by the ID and how that ID is defined to disclose details about assistance info.  

	Xiaomi
	For this proposal, we think the most important thing is to conform the necessity of providing assistance information. While how to express the assistance information is another issue and can be discussed in the normative work phase or discussed by other WG. The following is our suggestion 

NW may provide assistance information in the form of scenario ID, configuration ID, site ID, or dataset ID to UE.
UE may use the ID assistance information for 
· Dataset categorization for training
· Inference
· Model monitoring/assessment
· Transparent model selection and switching
· Determining and dynamically indicating the applicability of a given functionality
Study whether/how information about scenarios, configurations, sites, and datasets may be indicated by UE capability or other signaling




	ZTE
	We may need to discuss firstly whether to introduce scenario, site and dataset. For scenario and site, the existing cell ID can be a starting point. For the dataset ID, it may be used for Type 3 training collaboration for CSI compression, it’s better that the dataset ID is indicated in UE capability so that network will know how/when to activate the corresponding functionality/model.

	CATT
	Same feeling as Nokia. We are rushing to signaling design before we well understand how it works. 
How to guarantee the same interpretation between UE and NW for a specific ID value should be discussed first.
Last but not least, can we clearly state that this proposal is for what LCM? Functionality-based LCM, or Model-ID-based LCM, or both?

	Huawei, HiSilicon
	Same feeling with Nokia, ZTE, and CATT. We are still staying on the concept level for the assistance information. The higher priority is to clarify what kind of information is really helpful and needs spec effort.
Firstly, some of the above examples of assistance information are already supported by current spec.
· E.g., the configuration ID and site ID, UE can already obtain these information (e.g., port number, CGI, PCI, etc.) with legacy signaling
Secondly, how the assistance information can be workable in the real network with protection to the proprietary is not clear. 
· E.g., the scenario ID is sent by NW vendor; but it has no idea how to categorize the scenarios without information of UE side (e.g., the generalization capability). To align the categorization principle, the two sides need to align the model generalization capability and the interpretation of the scenario (e.g., what is UMa and what is UMi, how the antennas are virtualized, etc., and UE side model can generalize over which particular scenarios/cannot generalize over which scenarios), so that NW side can make the correct categorization. However, the above alignment will unavoidably disclose the proprietary during the realization.
To better understand the motivation and benefits, we suggest the details of the assistance information can be studied in per use case agenda, since the discussion under per use case level may have more clear understanding on the details.


	Ericsson
	Same as above comments from Nokia, Huawei, Catt, ZTE.  The details of the assistance information should be discussed in each use case. No need with a general agreement. 

	Futurewei
	We agree that the information mentioned in the first bullet may be communicated. However, we have not defined terms of these IDs, i.e., scenario ID, configuration ID, site ID, or dataset ID, as well as how to define them. At this meeting, we can probably just agree on the necessity.

	NEC
	We share similar views as companies on the definition of scenario ID, and site ID. Meanwhile, “UE may use the ID assistance information for” implies it is up to UE implementation and no spec impacts.

	LG
	Principle is ok but we are not sure whether these IDs need to be specified, which will be a WI discussion topic. In addition, it is unclear on the granularity of ‘dataset’. Thus, a revision is suggested below.
NW may provide assistance information in the form ofabout scenario ID, configuration ID, or site ID, or dataset ID to UE.
· Note: how the assistance information comprises without revealing proprietary information is WI discussion (if supported)
UE may use the IDassist information for 
· Dataset categorization for training
· Inference
· Model monitoring/assessment
· Transparent model selection and switching
· Determining and dynamically indicating the applicability of a given functionality
Study whether/how information about scenarios, configurations, sites, and datasets may be indicated by UE capability.





[bookmark: _Hlk143607867][FL2][FL3] Proposal 8-4b
[bookmark: _Hlk143720546]In functionality-based LCM, NW may provide assistance information in the form of scenario ID, configuration ID, site ID, or dataset ID explicit or implicit information to UE.
UE may use the ID assistance information for 
· Dataset categorization for training
· Inference
· Model monitoring/assessment
· Transparent model selection and switching within a functionality
· Determining and dynamically indicating the support/applicability of a given functionality 
Study whether/how information about scenarios, configurations, sites, and datasets may be indicated by UE capability.
Detailed contents of assistance information can be studied in each use case.

	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	Fujitsu
	Generally fine with the update. Regarding:
· Transparent model selection and switching within a functionality
If it is fully transparent, the necessity and feasibility on NW provide assistance information should be studied.
To make it simple, it can be changed to:
· Transparent model selection and switching within a functionality

	ETRI
	We are generally fine. For the main bullet, "in the form of explicit or implicit information" seems little unclear for us. Suggest to remove this if it is OK.

	ZTE
	According to online discussion, the intention is to use assistance information for dataset categorization. The concern is that the assistance information may disclose proprietary information. Some information (e.g., RS configuration, cell ID information) , it may not include proprietary information. When it’s related to vendor-specific implementation, it’s proprietary.
In addition, the assistance information may be provided by gNB or UE. With the understandings, we propose the following changes:

Assistance information can be interacted between UE and network for dataset categorization.
· Note 1: The details of assistance information can be discussed per use case
· Note 2: The study should consider the feasibility of disclosure of proprietary information

	Panasonic
	As discussed previous on-line, "NW may provide non-priorietary assistance information"

	CATT
	Why do we keen on ‘explicit or implicit’ in SI phase, which is causing much concern? The most important thing is provide non-proprietary assistance information.

In functionality-based LCM, NW may provide non-proprietary assistance information in the form of scenario ID, configuration ID, site ID, or dataset ID explicit or implicit information to UE.


	OPPO
	Inference is too general, including many unclear aspects. Suggest to remove this bullet. Model selection is actually a step of inference procedure. We can list this level of steps, rather than list “inference”.




Issue 8-5 (closed): Dynamic functionality/model applicability (continued from Agreement 7-11f)
[bookmark: _Hlk134703264]The group agreed (7-11f):
Study how to handle the impact of UE’s internal conditions such as memory, battery, and other hardware limitations on functionality/model operations and AI/ML-enabled Feature.
Note: it does not preclude any existing solutions.

UE could report the updates on functionality(es) in a more dynamic manner than UE capability report depending on the additional conditions that can change over time, temporary model unavailability during model delivery/transfer, and UE’s internal conditions. Likewise, applicable models after reporting the supported models to NW may change over time due to temporary model unavailability during model delivery/transfer and UE’s internal conditions. Note that enabling frequent updates due to applicable functionalities/models is contrary to the current use of UE capability reporting since UE capability information is usually updated when there is a significant change in the UE's capabilities, e.g., a new radio access technology is added to the UE or the UE undergoes a major software or hardware upgrade. 

[FL1][FL2] Proposal 8-5a
· Conclude that applicable functionalities/models can be reported either proactively or reactively based on network’s request. Consider reusing existing mechanisms as a starting point, e.g., 
· UE Assistance Information, details are RAN2 discussion
· RRC Complete message, details are RAN2 discussion

	[bookmark: _Hlk128108323]
	Yes
	No

	Agree?
	 
	

	[bookmark: _Hlk128394978]Company
	Comments

	Panasonic
	Both UE Assistance Information and RRC Complete message are both between UE and gNB interactions. If other than gNB especially LPP is the interation, something other may be used although these two can be starting points. Probably to clarify "when the reporting is between gNB and UE, consider reusing existing mechanism as a starting point, e.g." can be one way?


	Xiaomi
	We support to confirm the first sentence. While for the mechanisms to be used, it is also under discussion in RAN2， we can just leave it to RAN2. 

· Conclude that applicable functionalities/models can be reported either proactively or reactively based on network’s request. Leave Detailed mechanism to RAN2  Consider reusing existing mechanisms as a starting point, e.g., 
· UE Assistance Information, details are RAN2 discussion
· RRC Complete message, details are RAN2 discussion



	Huawei, HiSilicon
	We can simply say the legacy mechanism can be reused as a starting point. Whether it is based on NW’s request, it may be RAN2 to conclude.

· Conclude that applicable functionalities/models can be reported either proactively or reactively based on network’s request. Consider reusing existing mechanisms as a starting point for reporting applicable functionalities/models, e.g., 
· UE Assistance Information, details are RAN2 discussion
· RRC Complete message, details are RAN2 discussion

	NTT DOCOMO
	Agree with the proposal. Since too dynamic applicable update makes it difficult to deploy NW operation depending on prediction/compression, the applicable update should not be reported too frequently by introducing timer as UAI or adapting reactive response as RRC complete message.

	Ericsson
	Agree with the proposal. 

	LG
	Fine in general but exact mechanism will be WI topic lead by RAN2. Thus, RAN1 cannot make decision for RAN2’s starting point. Thus, following revision:
· Conclude that applicable functionalities/models can be reported either proactively or reactively based on network’s request. Details are up to RAN2(e.g. Consider reusing existing mechanisms such as UAI) as a starting point, e.g., 
· UE Assistance Information, details are RAN2 discussion
· RRC Complete message, details are RAN2 discussion

	ETRI
	We agree.



Agreement 8-5b:
Conclude that applicable functionalities/models can be reported by UE.


Issue 8-6: Applicability of LCM methods (continued from 7-14)

In RAN1 #113 meeting, applicability of LCM methods has been discussed mainly in the directions of scenarios where functionality-based LCM can be useful and scenarios where model ID based LCM can be useful. After these discussions, the proposed conclusion is that both functionality-based LCM and model-ID-based LCM are feasible from RAN1 perspective. However, there was no agreement yet to identify the cases where Functionality based LCM and model ID based LCM are useful.


[bookmark: _Hlk143719975][FL1][FL2] Proposed conclusion 8-6a:
From the general framework point of view, both functionality-based LCM and model-ID-based LCM are feasible and have benefits from RAN1 perspective. 
Functionality-based LCM is applicable at least for 
· UE side models without model transfer

Model ID-based LCM is applicable at least for 
· UE side models with model transfer
· Two-sided models
· Scenarios requiring offline vendor collaboration for scenario/configuration/site/dataset-specific models

	
	Yes
	No

	Agree?
	Panasonic
	

	Company
	Comments

	vivo
	We would like to update as following. 
Functionality-based LCM can also be used for the case with model transfer, e.g., a model is transferred from one side to another and then associated the transferred model to a specific functionality. 
Functionality-based LCM is not applicable for the case that requires scenario/configuration/dataset specific models. Since the capability signaling is not designed for such reporting. 
Functionality-based LCM is not applicable for cases that requires model level performance tracking, e.g., for the case where the network side may need to understand the performance fluctuation/consistency due to model switching within the same UE side or if the same models are used across different UEs, model management can be more efficient if “same model” information is conveyed to the network.
Model identification may not be needed to be restricted to offline collaboration.
From the general framework point of view, both functionality-based LCM and model-ID-based LCM are feasible and have benefits from RAN1 perspective. 
Functionality-based LCM is applicable at least for 
· UE side models without model transfer requiring vendor collaboration for scenario/configuration/site/dataset-specific models where UE capability signaling is not appropriate to convey such information.
· UE side models without requiring model level performance management for different models within the same UE or same models across different UEs.

Model ID-based LCM is applicable at least for 
· UE side models with model transfer
· Two-sided models
· Scenarios requiring offline vendor collaboration for scenario/configuration/site/dataset-specific models
· UE side models requiring model level performance management for different models within the same UE or same models across different UEs.


	Huawei, HiSilicon
	[bookmark: _Hlk143720194]1) For the 1st main bullet, whether it is feasible depends on other studies (e.g., the identification procedure); we can say both LCM procedures are applicable for potentially different cases/collaboration levels.
2) For the last subbullet of model ID based LCM, it is not clear what is “Scenarios requiring offline vendor collaboration for scenario/configuration/site/dataset-specific models”. It can be removed before clarified.

From the general framework point of view, both functionality-based LCM and model-ID-based LCM may be applicable for potentially different use cases/collaboration levels feasible and have benefits from RAN1 perspective. 
Functionality-based LCM is applicable at least for 
· UE side models without model transfer

Model ID-based LCM is applicable at least for 
· UE side models with model transfer
· Two-sided models
· Scenarios requiring offline vendor collaboration for scenario/configuration/site/dataset-specific models

	NTT DOCOMO
	No need this proposal. We think both functionality-based LCM and model ID-based LCM may work for one-sided model and two-sided models.

	Samsung 
	Our understanding is functionality based LCM can be applied for two-sided models too, e.g., case wherein only one model exist per function. 
From the general framework point of view, both functionality-based LCM and model-ID-based LCM are feasible and have benefits from RAN1 perspective. 
Functionality-based LCM is applicable at least for 
· UE side models without model transfer
· Function level management of AI/ML operations at UE including UE-side and UE part of two side models

Model ID-based LCM is applicable at least for 
· UE side models with model transfer
· Two-sided models
· Scenarios requiring offline vendor collaboration for scenario/configuration/site/dataset-specific models
· Model level management of AI/ML operations at UE including UE-side and UE part of two side models
RAN1 to study whether model level management of AI/ML operations at UE is feasible. 

	LG
	If the intention is to identify which approach is better for which case, proposal needs to be clear. In addition, we are not sure how offline vendor collaboration scenario impact RAN air interface. Suggest to delete it.
From the general framework point of view, both functionality-based LCM and model-ID-based LCM are feasible and have benefits from RAN1 perspective. 
Functionality-based LCM is beneficialapplicable at least for 
· UE side models without model transfer
Model ID-based LCM is beneficialapplicable at least for 
· UE side models with model transfer
· Two-sided models
· Scenarios requiring offline vendor collaboration for scenario/configuration/site/dataset-specific model

	ETRI
	We shares same view with NTT Docomo. We also think the both LCM are applicable for one/two-sided models.

	
	



[FL4] Proposed conclusion 8-6b:
From the general framework point of view, both functionality-based LCM and model-ID-based LCM are feasible and have benefits from RAN1 perspective. 
Functionality-based LCM and model-ID-based LCM are applicable for potentially different use cases, NW/UE side models, and collaboration levels.

	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	Xiaomi
	According to the offline discussion, we also think the feasibility judgement is premature for RAN1. In this case, we think we could just identify the applicable scenario or beneficial scenario for these two LCM framework. In addition, we also support to list detailed example applicable scenario for these two framework. 

	
	




[FL4] Proposed conclusion 8-6c:
Functionality-based LCM is the common baseline of the two LCMs in that
Functionality-based LCM relies on legacy-like Features.
Model-ID-based LCM relies on both legacy-like Features and model identification.
The following scenarios have been identified as scenarios where model identification, and potentially subsequent model-ID-based LCM, may provide benefits.
UE side models with model transfer
Two-sided models
To align additional conditions (e.g., scenario/configuration/site/dataset) across vendors for scenario/configuration/site/dataset-specific AI/ML operations

	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	Panasonic
	The alignment of additional conditions is not sufficient only among vendors if vendors are only within UE or within network. The understaning of the additonal condition between UE and NW is important. Therefore, I propose to modify as following.

To aligned understanding on the additional conditions (e.g., scenario/configuration/site/dataset) between UE and NW across vendors for scenario/configuration/site/dataset-specific AI/ML operations


	AT&T
	Support in principle. Would prefer to have original statement. 
· From the general framework point of view, both functionality-based LCM and model-ID-based LCM are feasible and have benefits from RAN1 perspective.
As we have extensive discussion regarding both LCM and it would help allow other WG/plenary to decide on the WI scope. 
Fine with Panasonic edit.





Issue 8-7 (closed): Model identification types (continued from 7-15)
In the previous meeting, Type A for offline model identification, and Type B1 and B2 for online model identification have been defined and agreed. The main advantages of Type A could be listed as avoiding over the air overhead and spec efforts. On the other hand, Type B prevents offline co-engineering but brings overhead, management complexity and specification impact. NW has the control to assign model IDs for Type B1 and Type B2.

Although there is a common understanding that Type A is for offline identification and Type B2 could be useful when there is a model transfer from NW to UE, it is not clear what B1 is for. To identify a new AI/ML model with Type B1 model identification, over-the-air procedure should be utilized with the necessary model description information. This leads to of over-the-air signaling overhead. The problem is exacerbated if this new AI/ML model is used by multiple UEs. In this case, these UEs may have to do the same over-the-air procedure separately to identify the same model. These multiple identifications of the same model may be redundant and cause considerable resources. Furthermore, NW may not have sufficient information to know that these UEs are using the same model. A representative UE can be selected from a UE vendor to avoid this problem; however, this brings additional burden to UE vendor. Also, the motivation to support type B1 model identification is weak.

In light of these cases, Type B1 may not be a practically viable option for model identification. 

Furthermore,
· FFS: applicability to model identification, Type A, type B1 and type B2 
· FFS: Using a procedure other than UE capability report

[FL1] Proposal 8-7a:
· Model identification Type A is supported for offline model identification in model-ID-based LCM.
· Once models are identified via Type A, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.
· Model identification Type B2 is supported to be used along with model transfer from NW to UE.
· In model identification Type B2, when used along with model transfer Case z3/z4, the new model being identified is associated with a model of the same structure that has been previously identified via Type A.
· NW has the control to assign model IDs in model identification [Type B1 and] Type B2.
· Deprioritize model identification Type B1.

	
	Yes
	No

	Agree?
	 
	Samsung

	Company
	Comments

	vivo
	Fine with this direction. 
Signaling design other than capability can be further considered by other WGs. We can make it clearer in the statement.
We see some usefulness of Type B1. Directly stating they are deprioritized is not good for future study. Model structure information via Type A identification procedure is only one way. Other ways are also possible. We can put Type A as an example for Type B2. Some rewording as following:
[FL1] Proposal 8-7a:
· Model identification Type A is supported for offline model identification in model-ID-based LCM.
· Once models are identified via Type A, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.
· Signaling design other than capability report can be further considered by other WGs
· Model identification Type B2 is supported to be used along with model transfer from NW to UE.
· In model identification Type B2, when used along with model transfer Case z3/z4, the new model being identified is associated with a model of the same structure that has been previously identified, e.g., via Type A.
· NW has the control to assign model IDs in model identification [Type B1 and] Type B2.
· Deprioritize model identification Type B1.

	Nokia/NSB
	Second bullet is already agreed to our reading, and that means first bullet also supported as default. Anyways, ok with those two bullets. 
Regardless of supporting online model identification, we think that some details from proponents of model identification type B1/B2 shall be discussed, otherwise SI seems not fully complete.  

	Panasonic
	When UE side trainned model is just version update with the same scenario/configuration/site/dataset-specific models, it may be called as Type B1. Or the version difference of the same scenario/configuration/site/dataset-specific models can be still categorized within Type A. It depends on how to manage version difference of the model. Could you add FFS "the handling of the version difference of the same scenario/configuration/site/dataset-specific model"? 


	Xiaomi
	· For the 4th bullet, we support vivo’s update 
· For the other bullets, we are fine with them
· Besides, for type B2 model identification, we think, indicating supported AI/ML model IDs via UE capability or other signaling after the model identification and successful transfer/delivery of the model is necessary. Although NW could know which UE have the transferred model, NW may not know whether UE could run the transferred model successfully. Hence UE could report the supported model ID to indicate that the transferred model is executable. 



[FL1] Proposal 8-7a:
· Model identification Type A is supported for offline model identification in model-ID-based LCM.
· Once models are identified via Type A, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.
· Model identification Type B2 is supported to be used along with model transfer from NW to UE. Once UE confirm that the transferred model is executable, UE can indicate supported the model ID via UE capability as starting point 
· In model identification Type B2, when used along with model transfer Case z3/z4, the new model being identified is associated with a model of the same structure that has been previously identified via e.g.,  Type A.
· NW has the control to assign model IDs in model identification [Type B1 and] Type B2.
· Deprioritize model identification Type B1.



	ZTE
	The first two bullets are already agreed. 
It doesn’t have too much meaning to prioritize or deprioritize different types since it’s a last RAN1 meeting. Our suggestion is clarify the remaining steps of model indetification type B1 and B2. Whether to prioritize one of the types can be discussed in Rel-19 scope or in WI phase.

	CATT
	Agree with vivo and Panasonic that it is too early to deprioritize type B1. Type B1 is useful at least for identifying updated model quickly. It also prevents the case that heavy offline engineering from Type A is always the prerequisite of model-ID-based LCM. For SI we only need to understand the pros and cons.
We should delete the last bullet.

	Samsung
	Same view as other companies. For the cases network gives model level management for UE, the information given to the network should be parameterized and delivered OTA interface. Otherwise, network cannot provide LCM assistance based on arbitrary meta information provided offline. We believe Type A has scalability issue from the complexity of LCM assistance at the network. 

	Panasonic 2
	To clarify my comment that I'm ok to depriorize B1 is ok as far as version update of the same usage/scenario/purpose can be managed. If usage/scenario/purpose is different, it should be managed by Type A or Type B2.


	Ericsson
	First and second bullet seems to be agreed already in our view. 
Regarding the remaining bullets, we would understand the steps associated to B1 and B2 prior to discussing this proposal. 

	Futurewei
	We agree that Type B1 will bring signaling overhead as it may need to carry lots of assistance information in order to be identified for its use. But model update after the initial identification could be the use case for Type B1. We agree to keep it in the list for now unless we find other ways for model update. 

	NEC
	We do not support to deprioritize model identification Type B1. For UE-side or UE-part of two-sided models, it is useful that UE can initiate model identification.

	LG
	First bullet: seems not necessary. Any difference compared to the definition of Type A?
Second bullet: fine
Third bullet: ‘supported’ is unclear. Suggest revision: 
· Model identification Type B2 is supported to be used along with model transfer from NW to UE.
Fourth bullet: not supportive to discuss a specific procedure with multiple model identification types unless its essentiality is justified.




[FL2] Proposal 8-7b:
· Model identification Type A is supported for offline model identification in model-ID-based LCM.
· Once models are identified via Type A, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.
· FFS: Using a procedure other than UE capability report
· Model identification Type B2 is supported to be used along with model transfer from NW to UE.
· FFS: whether/how UE confirms the support of the transferred model
· In model identification Type B2, when used along with model transfer Case z3/z4, the new model being identified is associated with a model of the same structure that has been previously identified, e.g.,  via Type A.
· NW has the control to assign model IDs in model identification [Type B1 and] Type B2.
· Deprioritize FFS: use cases and support of model identification Type B1.

	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	
	

	
	




Agreement 8-7c:
· Once models are identified via Type A, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.
· FFS: Using a procedure other than UE capability report
· Note: The support and applicability of model identification Type A is a separate discussion.

[FL2] Proposal 8-7d:
· In model identification Type B2, when used along with model transfer Case z3/z4, When a model of a known structure at UE (e.g., Case z4) is transferred from NW, the new model being identified (e.g., via Type B2) is associated aligned with an identified model at the UE via the same structure with a model of the same structure that has been previously identified, e.g., via Type A.
· NW has the control to assign model IDs in model identification Type B1 and Type B2.
· Deprioritize FFS: use cases and support of model identification Type B1.
	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	
	

	
	





Agreement 8-7e:
· When a model of a known structure at UE (e.g., Case z4) is transferred from NW, the new model being identified (e.g., via Type B2) has the same structure as an previously identified model at the Network and UE
· Note: the need of model transfer will be discussed separately


Issue 8-8 (closed): Global vs Local Model ID
A global model ID can be useful for model identification and model transfer to avoid duplication of the same model. For model identification, the assignment of a globally unique model ID for per model is required between Network and UE. Such global unique ID is associated to a specific model that can be applied to multiple UEs. However, signaling overhead of global ID should be considered carefully. Some LCM procedures might not need a globally unique model ID and the length of a global ID may be unnecessarily quite large for some LCM steps. More precisely, it may be redundant to always indicating a long global ID for model activation, deactivation, switching. Thus, a short local model ID may be considered after a model is identified with a global ID. This can avoid unnecessary signaling overhead in physical layer. The local model ID may be, e.g. cell-specific but unnecessarily global.

At least for AI/ML inference procedure, AI/ML model activation, configuration and switching based on Local ID would be similar to the traditional configuration/indication procedure widely used in 5G NR air interface specifications.

[FL1] Proposed Conclusion 8-8a:
Conclude that model ID in RAN1 discussion may or may not be globally unique, and different types of model IDs may be created for a single model for various LCM purposes. For example,
· A global model ID may be utilized during model identification to identify a model without duplication and for model transfer.
· A locally unique model ID may be sufficient for model activation, deactivation, switching, fallback, and monitoring. 
[bookmark: _Hlk135637170]Details can be studied in the WI phase.

	
	Yes
	No

	Agree?
	 Panasonic
	

	Company
	Comments

	vivo
	Fine with this

	Xiaomi
	Support

	ZTE
	Please see our comments in proposal 8-3a. This should be discussed for a unified framework of functionality-based LCM and model-ID-based LCM.
In addition, if there is only local model ID is defined, there is no difference for a model and a functionality. Our understanding is that the global model ID assignment is mandatory during the model identification. After UE reports the supported global IDs, network may map the global model ID to a local ID. The purpose is to save signaling overhead of indicating model activation, deactivation, switching, fallback, and monitoring.

	Huawei, HiSilicon
	For local model ID, as we commented in the last meeting, RAN1 does not identify the need – it could be RAN2 scope.
E.g., if the model ID is carried in the semi-static RRC signaling, the length of the model may not cause overhead issue. Whether it can be dynamically scheduled by DCI, it can be firstly discussed at RAN1 on the UE capability to support fast model switching/fallback.

	NTT DOCOMO
	Support the proposal. 

	Samsung
	In our understanding global model ID is only relevant to Type A model identification. We kindly ask the FL to capture this aspect. 

	Panasonic 2
	Seeing the comment from ZTE, I propose to add following.
· A locally unique model ID may be sufficient for model activation, deactivation, switching, fallback, and monitoring for at least signalling overhead saving. 


	NEC
	Support

	LG
	Principle is fine but the details of signaling the ID would be up to RAN2 in WI. 

	ETRI
	We are OK with the proposal.




[FL2] Proposed Conclusion 8-8b:
Conclude that model ID in RAN1 discussion may or may not be globally unique, and different types of model IDs may be created for a single model for various LCM purposes. For example,
· A global model ID may be utilized during model identification to identify a model without duplication and for model transfer.
· A locally unique model ID may be sufficient for model activation, deactivation, switching, fallback, and monitoring, at least for signalling overhead saving purposes.
Details can be studied in the WI phase.
	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	Fujitsu
	we support to introduce local ID for signaling overhead saving. One confusing point is what is the meaning of “A locally unique model ID”? 
It seems unnecessary to emphasize ‘unique’ for a local model ID. It may be revised as:
· A global model ID may be utilized during model identification to identify a model without duplication and for model transfer.
· A locally unique model ID may be sufficient for model activation, deactivation, switching, fallback, and monitoring, at least for signalling overhead saving purposes.
Besides, we share the similar view as that of ZTE, local ID can be considered for both LCM.


	
	



Agreement 8-8c:
· Model ID in RAN1 discussion may or may not be globally unique, and different types of model IDs may be created for a single model for various LCM purposes. 
· Note: Details can be studied in the WI phase.


2.2.3.5 Model configuration
Company proposals
Nvidia:
Proposal 12: For AI/ML based enhancements for NR air interface, study potential specification impact related to assistance signalling and procedure for model configuration, model activation/deactivation, model recovery/termination, and model selection.

2.2.3.6 Model deployment
No proposal

2.2.3.7 Model delivery and transfer
Previous agreements
	Working Assumption from RAN1 #111
Consider “proprietary model” and “open-format model” as two separate model format categories for RAN1 discussion, 

	Proprietary-format models
	ML models of vendor-/device-specific proprietary format, from 3GPP perspective
NOTE: An example is a device-specific binary executable format

	Open-format models
	ML models of specified format that are mutually recognizable across vendors and allow interoperability, from 3GPP perspecive


From RAN1 discussion viewpoint, RAN1 may assume that:
· Proprietary-format models are not mutually recognizable across vendors, hide model design information from other vendors when shared.
· Open-format models are mutually recognizable between vendors, do not hide model design information from other vendors when shared

RAN2 #120 agreement
For model transfer/delivery for AI/ML models (for the target use cases of this SI), RAN2 to study CP-based, UP-based solutions.





	FL recommendation 3-53d:
FL recommendation: Consider the following aspects for discussion of model delivery format options and their feasibility, pros, and cons. The list is provided as a guideline for companies to bring discussion in the next meeting.
· Interoperability: does a model transferred from NW/UE side to UE/NW side work in a plug-and-pay manner?
· Device capability for compiling and running the model
· Hardware efficiency (device-specific optimization)
· Proprietary information disclosure across vendors
· Testability aspects: including how to involve testing equipment
· Offline co-engineering efforts
· Feasibility for deployment involving multiple vendors
· Flexibility for model update
· Model performance
1. If AI/ML model is transferred from one node to other, which entity guarantees performance, e.g., inference latency?
· Impact on other common KPIs (e.g., over-the-air overhead, inference complexity, training complexity, LCM related complexity and storage overhead, [latency])
· Specification effort
Model delivery format options under consideration include, at least
· Vendor-specific format (e.g., device-specific run-time binary image)
· 3GPP-standardized/adopted model representation format (MRF) (e.g.,.h5, .pt, .mlmodel, ONNX, or custom 3GPP-developed MRF)
· Any other aspects
Note: The discussion is about model delivery format.
Note: For the 3GPP-standardized/adopted MRF, if adopted, the choice of format is FFS.
Note: Some aspects may belong to RAN2 discussion, in which case RAN1 can give appropriate guidance based on RAN1 understanding.
FFS: Applicability to collaboration level y and z



	Proposed conclusions 4-19b from RAN1 #111 (not agreed): 
Conclusion on device-specific vs. agnostic model:
Concerns with a model developed without device specific considerations:
· Suboptimal performance due to unoptimized model design for the device (e.g., device specific input, device specific pre-processing, device specific power/complexity/performance trade-off considerations)
· Hardware efficiency (lack of device-specific optimization for hardware implementation)
· Interoperability issue: Models may not run in a plug-and-play manner at the device.
· Model performance (e.g., inference latency) at the target device may not be guaranteed.
· Lack of vendor differentiation, potentially hindering innovation
Benefits of a vendor-/device-agnostic model:
· Less offline engineering effort across vendors for two-sided model training

Conclusion on model delivery using an open-format model compared to proprietary-format models 
Concerns with model delivery in an open format:
· It may require device capability for compiling and running the model.
1. FFS: device capability for parameter-only update
· Proprietary model information is disclosed across vendors.
· Specification impact
Benefits of model delivery in an open format:
· Shorter model update timescale compared to proprietary-format models that need offline model re-training, compiling, and testing


Conclusion on model parameter update after deployment 
Concerns
· Unlike in offline training where the trained model can go through extensive functionality and performance testing, model parameter update after deployment may lead to unoptimized and/or unexpected device behavior/performance.



	FL comment from RAN1 #111
There are varying opinions on the need of model delivery/transfer. FL encourages
· Proponents to bring discussions on why model delivery/transfer may be useful and their use cases
· Opponents to bring discussions on why model delivery/transfer is not needed
· In which scenarios model delivery/transfer may or may not be needed



	Agreement from RAN1 #112
To facilitate the discussion, consider at least the following Cases for model delivery/transfer to UE, training location, and model delivery/transfer format combinations for UE-side models and UE-part of two-sided models. 

	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top
	Outside 3gpp Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format
	3GPP Network
	NW-side

	z3
	model transfer in open format
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE
	3GPP Network
	NW-side



Note: The Case definition is only for the purpose of facilitating discussion and does not imply applicability, feasibility, entity mapping, architecture, signalling nor any prioritization.
Note: The Case definition is NOT intended to introduce sub-levels of Level z.
Note: Other cases may be included further upon interest from companies.
FFS: Z4 and Z5 boundary 

RAN2 #121 agreement
Aim to at least analyze the feasibility and benefits of model/transfer solutions based on the following: 
Solution 1a: gNB can transfer/deliver AI/ML model(s) to UE via RRC signalling.
Solution 2a: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via NAS signalling.
Solution 3a: LMF can transfer/deliver AI/ML model(s) to UE via LPP signalling.
Solution 1b: gNB can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 2b: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 3b: LMF can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 4: Server (e.g., OAM, OTT) can transfer/delivery AI/ML model(s) to UE (e.g., transparent to 3GPP)

RAN1 #113 Agreement
In model delivery/transfer Case z4, the “known model structure” means an exact model structure as has been previously identified between NW and UE and for which the UE has explicitly indicated its support.
In model delivery/transfer Case z5, the “unknown model structure” means any other model structure not covered in z4, including any model structure that is only partially known. 



Company proposals
Huawei, HiSilicon:
Proposal 1: For the study of model transfer/delivery from Network to UE, small model size (e.g., to ensure no strong impact to legacy RRC signaling) should be assumed as a starting point.
Proposal 2: For the study of UE sided AI/ML model (CSI prediction, BM, and positioning), LCM without model transfer/delivery should be considered.

Proposal 3: The pros/cons comparison of model transfer/delivery can be performed for UE side training and Network side training, separately.

Proposal 4: For the comparison of different model transfer/delivery cases, consider the following updates on benefits compared to Case y.
· B1: Shorter model parameter update timescale since no need for without requiring offline quantization, compiling, and testing
· B3: Flexibility for model structure update without/with less offline co-engineering for two-sided models
· B4: Flexibility for model parameter update without/with less offline co-engineering for two-sided models
· B_x: Less offline interoperation for training data delivery between Network side and UE side non-3GPP entity (than Case y)
Proposal 5: For the comparison of different model transfer/delivery cases, consider the following updates on the challenges and requirements compared to Case y.
· C5: Lack of performance guarantee/potential suboptimal performance and testability of an updated model prior to deployment, compared to the baseline scenario of going through offline quantization, compiling, and testing of the updated model with the rest of the modem implementation.
· Note: Performance can be monitored after the model is deployed.
· C9: Potentially suboptimal performance of an updated model due to lack of model quantization optimization during training, compared to the baseline scenario of going through offline quantization, compiling, and testing of the updated model.
· C_x: Longer model update timescale and more offline interoperation between Network side and UE side when the model training/compiling location and model storage location are not on the same side.
Proposal 6: For the comparison of different model transfer/delivery cases, consider the following potential specification impact.
· S0: Specification related to model transfer
· S1: Specification of model format for open-format model transfer
· S2: Flexible UE capability mechanism beyond model ID-based approach
Based on the above analysis, the pros and cons of model transfer/deliver are summarized in Table 6 for Network side training and Table 7 for UE side training.
[bookmark: _Ref141776697]Table 6 Pros and cons of model transfer/delivery with NW side training
	NW side training
	Benefits
	Challenges / requirements
	Potential specification impact 

	Case y (baseline)
	-
	-
	-

	Case z2
	
	C3, C5, C_x
	S0

	Case z4
	B1, B4, B_x
	C3, C4, [C5]
	S0

	Case z5
	B1, B3, B4, B_x
	C3, C4, C5, C10, C11
	S0


[bookmark: _Ref141776704]Table 7 Pros and cons of model transfer/delivery with UE side training
	UE side training
	Benefits
	Challenges / requirements
	Potential specification impact 

	Case y (baseline)
	-
	-
	-

	Case z1
	
	C_x
	S0

	Case z3
	
	C3, C4, C5, C_x
	S0




ZTE:
[bookmark: _Toc23696][bookmark: _Toc2222]Proposal 10: Conclude the different model transfer/delivery options in terms of benefits, challenges, and specification impacts based on the following tables:
	Network-side training
	Benefits
	Challenges / requirements
	Potential specification impact 

	y
	-
	-
	-

	Z2
	B4, B5
	C1, C3, C4
	S0, [S1]

	Z4
	B1, B3, B4, B5
	C1, C2, C3
	S0, S1

	Z5
	B1, B2, B3, B4, B5
	C1, C2, C3, C5, C6
	S0, S1, S2



	UE-side / neutral site training
	Benefits
	Challenges / requirements
	Potential specification impact 

	y
	-
	-
	-

	Z1
	B5
	C4
	S0

	Z3
	B5
	C1, C2, C3, C4
	S0, S1


· [bookmark: _Toc28689][bookmark: _Toc23414]Benefits:
[bookmark: _Toc23572][bookmark: _Toc19348]B1: Shorter model parameter update timescale without requiring offline compiling
[bookmark: _Toc21882][bookmark: _Toc11634]B2: Flexibility for model structure update without/with less offline co-engineering
[bookmark: _Toc1788][bookmark: _Toc13585]B3: Flexibility for model parameter update without/with less offline co-engineering
[bookmark: _Toc11017][bookmark: _Toc27978]B4: Less difficulty for offline training dataset exchange/exposure from network side to outside 3GPP network.
[bookmark: _Toc25236][bookmark: _Toc25965]B5: Smaller end to end model delivery latency from model storage to UE and less requirement on user consent for delivering model in non-3GPP way or less requirement on device storage for storing models in device.
· [bookmark: _Toc10381][bookmark: _Toc13774]Challenges and requirements:
[bookmark: _Toc18887][bookmark: _Toc2240]C1: Preservation of proprietary design
· [bookmark: _Toc14427][bookmark: _Toc8670]Note: This may not be a concern if the model structure is widely known and does not involve any device-specific design decisions.
[bookmark: _Toc26296][bookmark: _Toc4650]C2: UE capability for accepting new parameters on an existing model structure, such as quantization, updating and running the model
· [bookmark: _Toc28536][bookmark: _Toc25866]Note: This may not be a requirement for a properly implemented device with the flexibility to update the parameter of a model.
[bookmark: _Toc21304][bookmark: _Toc15601]C3: Lack of performance guarantee and testability of an updated model prior to deployment, compared to the baseline scenario of going through offline quantization, compiling, and testing of the updated model with the rest of the modem implementation.
· [bookmark: _Toc12120][bookmark: _Toc25132]Note: This may not be a challenge if performance can be monitored/assessed after the model is deployed or RAN4 testing cases are properly designed. Proper implementation or alignment of quantization would also address this concern 
[bookmark: _Toc26307][bookmark: _Toc10793]C4: Longer model update timescale and more coordination between network side and UE side/neutral site when the model training location (or offline compiling location) and model storage location are not on the same side;
[bookmark: _Toc24016][bookmark: _Toc18773]C5: Device specific optimization of the model structure
[bookmark: _Toc17753][bookmark: _Toc1324]C6: Device capability of converting an unknown structure into executable format
· [bookmark: _Toc31802][bookmark: _Toc18408]Potential specification impact:
[bookmark: _Toc22430][bookmark: _Toc4825]S0: Specification related to model transfer
[bookmark: _Toc11260][bookmark: _Toc22231]S1: Specification of model format alignment for open-format model transfer
· [bookmark: _Toc1624][bookmark: _Toc17074]Note: 3GPP has similar mechanisms specified in other WG.
[bookmark: _Toc1942][bookmark: _Toc11475]S2: Flexible UE capability mechanism beyond model ID-based approach for executing a model with unknown structure

Vivo:
Proposal 1: Benefits, Challenges and potential specification impact of FL proposal 7-21b can be updated as:
· B1: Shorter model parameter update timescale due to not without requiring offline quantization, compiling and testing.
· B3: Flexibility for model structure update without/with less offline co-engineering for two sided model. 
· B4: Flexibility for model parameter update without/with less offline co-engineering for two sided model.
· B_x: Less difficulty for offline training dataset exchange/exposure from network side to outside 3GPP network.
· B_y: Smaller end to end model delivery latency from model storage to UE and less requirement on user consent for delivering model in non-3GPP way or less requirement on device storage for storing models in device.
· C3: Preservation of proprietary design.
· Note: This may not be a concern if the model is widely known and does not involve any device-specific design decisions (such as number of layers, activation size, quantization, etc.) whose choice will constitute a design secret.
· C4: UE capability for accepting new parameters on an existing model structure, such as compiling (if needed), quantization, updating and running the model
· Note1: This may not be a requirement for a properly implemented device with the flexibility to update the parameter of a model.
· C5: Lack of performance guarantee and testability of an updated model prior to deployment, compared to the baseline scenario of going through offline quantization, compiling, and testing of the updated model with the rest of the modem implementation.
· Note1: This may not be a challenge if performance can be monitored/assessed after the model is deployed or RAN4 testing cases are properly designed. Proper implementation or alignment of quantization would also address this concern.
· C_x: Longer model update timescale and more coordination between network side and UE side/neutral site when the model training location (or offline compiling location) and model storage location are not on the same side;
· C10: Device specific optimization of the model structure.
· C11: Device capability of running an unknown model structure converting an unknown structure into executable format.
· S0: Specification related to model transfer.
· S1: specification of model format alignment for open-format model transfer
· Note1: 3GPP has similar mechanisms specified in other WG.
· S2: Flexible UE capability mechanism beyond model-ID based approach for executing a model with unknown structure.
Proposal 2: From FL proposal 7-21b, comparison of level y to different model transfer cases (z1~z5) should be split into two tables:
· The first table compares z2/z4/z5 with level y with network side training.
	Network side Training
	Benefits
	Challenges / requirements
	Potential specification impact 

	y
	-
	-
	-

	z2
	B_x, B_y
	C3, C5, C_x
	S0, [S1]

	z4
	B1, B4, B_x, B_y
	C3, C4, C5
	S0, S1

	z5
	B1, B3, B4, B_x, B_y
	C3, C4, C5, C10, C11
	S0, S1, S2


· The second table compares z1/z3 with level y with UE side/neutral site training.
	UE side/neutral site Training
	Benefits
	Challenges / requirements
	Potential specification impact 

	y
	-
	-
	-

	z1
	B_y
	C_x
	S0

	z3
	B_y
	C3, C4, C5, C_x
	S0, S1



Proposal 3: To fight against the AI/ML generalization problem, generic model would typically have larger computation complexity and storage overhead, while zone/site specific models would need simple model structure and small model size.
Proposal 4: Support to reuse the mechanism defined in SA2 (interoperability token) for aligning model description format for model transfer.
Proposal 5: Model transfer capability may consider the alignment between UE and network on supported structures, quantization and processing.
Proposal 20: Send LS to SA2 and SA4 to study the potential specification impact of at least model transfer/deliver, model training, data collection and model identification.

OPPO:
Proposal 8: Deprioritize study on 3GPP-based model transfer in Rel-18. 
· The observation on benefits, challenges and requirements in the FL summary can be the basis of the study in future release.

Spreadtrum:
[bookmark: OLE_LINK50]Proposal 8: Support FL proposal 7-21b in [5] with the following update :
· [bookmark: OLE_LINK24]Remove ‘for two-sided models’ in B3 
1. Remove ‘for two-sided models’ in B4
· Remove C9

CATT:
[bookmark: _Ref142570187]Table 8 Suggested modifications on listed bullets of benefit, challenge/requirement and specification impact.
	· B1: Shorter model parameters update timescale due to not without requiring offline quantization, compiling and testing.
· B3: Flexibility for model structure update without/with less offline co-engineering for two sided model 
· B4: Flexibility for model parameter update without/with less offline co-engineering for two sided model
· B5 (new): Less difficulty for offline training dataset exchange/exposure from network side to outside 3GPP network.
· B6 (new): Smaller end to end model delivery latency from model storage to UE and less requirement on user consent for delivering model in non-3GPP way or less requirement on device storage for storing models in device.
· C3: Preservation of proprietary design
· [bookmark: _Hlk143243465]Note: This may not be a concern if the model is widely known and does not involve any device-specific design decisions (such as number of layers, activation size, quantization, etc.) whose choice will constitute a design secret.
· C4: UE capability for accepting new parameters on an existing model structure, such as compiling (if needed), quantization, updating and running the model
· Note: This may not be a challenge for a properly implemented device with the flexibility to update the parameter of a model.
· C5: Lack of performance guarantee and testability of an updated model prior to deployment, compared to the baseline scenario of going through offline quantization, compiling, and testing of the updated model with the rest of the modem implementation.
· Note: This may not be a challenge if performance can be monitored/accessed after the model is deployed or RAN4 testing cases are properly designed. Proper implementation or alignment of quantization would also address the concern.
· C9 (deleted, since it can be viewed as a special case of C5): Full model optimization Potentially suboptimal performance of an updated model due to lack of testing fully developed modelmodel quantization optimization during training, compared to the baseline scenario of going through offline quantization, compiling, and testing of the updated model.
· C10: Device specific optimization of the model structure
· C11: Device capability of running an unknown model structure converting an unknown structure into executable format
· C12(new): Longer model update timescale and more coordination between network side and UE side/neutral site when the model training location (or offline compiling location) and model storage location are not on the same side;
· S0: Specification related to model transfer
· S1: Specification of model format alignment for open-format model transfer
· Note: 3GPP has similar mechanisms specified in other WG.
· S2: Flexible UE capability mechanism beyond model-ID based approach for executing a model with unknown structure


[bookmark: _Ref142507055][bookmark: _Ref142507052]Table 9 Analysis of different model transfer methods compared to model delivery
	Training location
	Model delivery or transfer
	Benefits
	Challenges/ requirements
	Potential specification impact

	NW-side training
	y
	-
	-
	-

	
	z2
	B5, B6
	C3, C5, C12
	S0, [S1]

	
	z4
	B1, B4, B5, B6
	C3, C4, C5
	S0, S1

	
	z5
	B1, B3, B4, B5, B6
	C3, C4, C5, C10, C11
	S0, S1, S2

	UE-side/ Neutral-side training
	y
	-
	-
	-

	
	z1
	B6
	C12
	S0

	
	z3
	B6
	C3, C4, C5, C12
	S0, S1


Proposal 12: For model transfer z1~z5, adopt Table 2 and Table 3 in this document on benefit, challenge/requirement and specification impact.
Intel
Proposal-8: Consider the following analysis of the model transfer cases for TR

	
	Use cases
	Benefits
	Challenges 
	Specification impact 

	Y
	
	Baseline
	Baseline
	Baseline

	Z1
	
	
	
	S1

	Z2
	
	
	C1
	S1

	Z3
	
	
	C1, C2, C3
	S1

	Z4
	
	B1, B2, B3
	C1, C2, C3, 
	S1

	Z5
	
	B1, B2, B3
	C1, C2, C3, C4
	S1



B1: Short model parameter update timescale
B2: Instant and on demand model storage requirement at the UE device 
B3: Model parameter update without data sharing and co-engineering for two-sided models
C1: Secret AI-models – when such a model performs better than widely available open AI-models
C2: UE capability for accepting new parameters for an existing known model structure
C3: performance guarantee of an updated model compared to a baseline model 
C4: Device capability of deploying an unknown model structure
S1: specification related to model transfer 

Ericsson:
Proposal 8	Model transfer is deprioritized for use cases using one-sided model.
Proposal 9	For CSI with two-sided model, alternatives that do not require model transfer are prioritized in this SI.
Proposal 10	For model delivery/transfer, consider only model delivery (case y). Model transfer (case z1-z5) are not supported.
Xiaomi:
Proposal 13: Conclude the comparison among case y and case z1~z5 and capture the observation in the TR.

Google:
Proposal 6: Since AI/ML models are not expected to be specified, the model transfer and update procedure should be deprioritized.

Samsung:
Proposal #1: Concerning with the feasibility and practicality of AI/ML model transfer, RAN1 should study aspects such as
-   Interoperability: does a model transferred from one node to another node work in a plug-and-pay manner, i.e., without extensive receiving-node-specific optimization, compiling and testing?
-    Proprietary issues: If AI/ML models are considered proprietary assets, model transfer in an open format discloses them. 
-   Model transfer format (MTF): does RAN1 need to adopt a common MTF so that a model exchanged between two nodes from different vendors compiles and runs? 
-   Performance guarantee: If AI/ML model is transferred from one node to the other, which entity guarantees performance, e.g., inference latency?

Proposal#2: In regards to model delivery/transfer deprioritize cases z1, z2, z3 ,z4, z5 in this study item
· Cases z2, z3, z4 and z5, do not allow the UE to receive and run AI/ML models in a ‘plug-and-play’ manner, i.e., without additional steps for UE-specific compilation and optimization.  
· Specification support for case-z1 is not justified as the same UE vendor would train the model. Hence, proprietary solutions, e.g., case-y, can be used.    
CAICT:
Proposal 5: Proposed conclusion 7-21b in last meeting could be agreed with some update. 

CMCC:
Proposal 13: Model delivery/transfer Case y, z1 and z2 should be prioritized in Rel-18.

Apple:
Proposal 6: Prioritize model transfer z4 and z5 for future discussion. No benefit was observed for model transfer z1, z2 and z3 comparing to level y baseline.  

Qualcomm:
Proposal 29: For the ease of agreement and instead of arguing which benefits, challenges/requirements are applicable to which cases, it is better to clarify under which circumstances each benefit and challenge/requirement emerges.

B1: Shorter model parameter update timescale without requiring offline quantization, compiling, and testing 

B1 is achieved when the model parameter update is done by UE vendor for UE-sided models irrespective of being open or proprietary format. B1 is also achieved when the model is an open format AI/ML model whose structure and/or parameters are updated at a training location with access to training data and the updated model is stored before compiling, quantization, and testing, at a storage location from which the model can be readily transferred/delivered to UE. An example is a training at a NW (z4, z5) or at any other training server that has easy access to training data (y). The timescale benefit in B1 is due to performing compiling, quantization, and testing after deployment.  B1 can also be achieved with proprietary models if the training/storage location has access to target-device specific conversion (or compilation) process, which would allow the model to be converted to a proprietary format at the training/storage location before transfer/delivery to UE. An example is a NW having access to target-specific conversion environment (z2) or a vendor-owned training server either inside/outside of NW that has easy access to training data (z1,y).

B4: Flexibility for model parameter update without offline co-engineering. for two-sided models

B4 is achieved in similar scenarios to those of B1. 

C5: Lack of performance guarantee and testability of an updated model prior to deployment, compared to the baseline scenario of going through offline quantization, compiling, and testing of the updated model with the rest of the modem implementation.
· Note: Performance can be monitored after the model is deployed.
C5 is a challenge accompanying B1. 

C9: Potentially suboptimal performance of an updated model due to lack of model quantization optimization during training, compared to the baseline scenario of going through offline quantization, compiling, and testing of the updated model.

C9 is a challenge accompanying B1. It occurs when the model is trained outside of where it is quantized and in the presence of lack of testing. In such a scenario, the training process is unaware of what kind of quantization is applied to the model. This prevents quantization aware training and brings some performance loss dependent upon how aggressive the model quantization is.

[bookmark: _Hlk143201063]C4: UE capability for accepting new parameters after deployment on an existing model structure, such as compiling (if needed), quantization, updating and running the model.

C4 occurs for open-format model transfer/delivery (z3,z4,z5), since this requires UE capability to compile (if needed) and quantize the model after deployment. 

B3: Flexibility for model structure update without offline co-engineering for two-sided models 

B3 is a benefit that can be achieved with model transfer/delivery if UE can flexibly support unknown model structures. 

S2: Flexible UE capability mechanism beyond model ID-based approach.

To enjoy B3 with model transfer, such as in z5, we need a UE capability framework that allows UE to describe supported model structures. However, this is very difficult to achieve in practice.

C10: Device specific optimization of the model structure

C10 is a challenge accompanying B3. C10 occurs when the model structure is developed outside of the target device, e.g., developing UE-sided models at NW transparent to UE, i.e., UE is not cognizant of structure. In this case, specific hardware requirements of the target device are not known during development. This can result in a considerable performance loss and even failed run if the target device does not support the developed model.

C11: Device capability of running an unknown model structure

C11 is a challenge accompanying B3. C11 occurs when the model structure is developed outside of the target device and trained there. Since the target device does not know what kind of model it operates, the target device may not be able to run inference with it.

C3: Preservation of proprietary design
· Note: This may not be a concern if the model is widely known and does not involve any device-specific design decisions (such as number of layers, activation size, quantization, etc.) whose choice will constitute a design secret.
The C3 concern may arise either from model training or model storage. If a UE-side or a UE-part of two-sided model is trained at another party, its proprietary design is revealed to the training party. This occurs if the UE-side or the UE-part of the two-sided model is trained at NW in z2, z4, and z5, and also in NW-side training flavor of y. Similarly, if a UE-side or a UE-part of two-sided model is stored at another party in an open format, its proprietary design is revealed to the party storing the model, unless a proper security measure is taken to protect the model design secrecy from the storing party.

AT&T:
Proposal 27: Study model transfer for both UE-sided models and UE-part of two-sided models in Rel-18.
Note: Further down-scoping can be done in each sub-use-case.

NEC:
Proposal 18: Study AI/ML model transfer with 3GPP network assistance at least for the case of two-sided AI/ML model or when online training is required for an AI/ML model.
Proposal 19: Study AI/ML model transfer using open AI/ML format. FFS details of open format, support of vendor specific algorithms.
Continental Automotive:
Proposal 12: Quasi-based similarity information for model/data properties is used to reduce signalling overhead of model transfer in various scenarios for NW-UE collaboration and format/location-based cases.
Proposal 13: Relationship of quasi-based similarity between model/data properties need to be further studied for different LCM phases (model training/inferencing/monitoring, etc.).

Issue 8-9: Model delivery and transfer discussion (continued from 7-21)
In the previous meeting, the FL emphasized that the group would like to capture the benefits, requirements and challenges, and potential spec impact discussion of model transfer Cases into the TR, which can serve as a basis/reference for future specification.

Despite the definition of model delivery/transfer terminology, 
	AI/ML model delivery
	A generic term referring to delivery of an AI/ML model from one entity to another entity in any manner.
Note: An entity could mean a network node/function (e.g., gNB, LMF, etc.), UE, proprietary server, etc.

	AI/ML model transfer
	Delivery of an AI/ML model over the air interface in a manner that is not transparent to 3GPP signaling, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.



there are still ambiguities particularly in the boundary of model delivery and model transfer, as the distinction hinges on the interpretation of what constitutes 3gpp signaling. in particular for user-plane based model delivery/transfer solutions where it is possible for models stored in an OTT server to be delivered to UE with some NW awareness or aided by 3gpp-based signaling. It is noted that RAN2 has been using the term “delivery/transfer” for their discussions instead of using the terms transfer and delivery separately.
To sidestep this ambiguity, in the proposal, FL used the term delivery/transfer and tried to directly describe the scenarios corresponding to the benefits and challenges without necessarily referring to NW/UE-side, Level y/z, Cases z1-z5 whenever ambiguities may arise.

[FL1][FL2] Proposed Conclusion 8-9a:
Capture the following conclusions into the TR.
· Need of model delivery/transfer
· It is well understood that, for certain use cases or deployment scenarios, a single model may not generalize well, or scenario/configuration/site-specific models may have lower model size and complexity compared to a single generalizable model. In this scenario, model switching among a group of scenario/configuration/site-specific models will be beneficial. Given that UE may have a limited storage space to store all the models, UE may have to download applicable models as needed from a model storage (either NW or an OTT server). Therefore, it is concluded that model delivery/storage is beneficial and should be supported.
· Model parameter update on a deployed model via model delivery/transfer
· While models can be trained and updated via offline engineering, such offline training takes a longer time scale, especially in scenarios where multi-vendor training collaboration is needed. Therefore, it may be beneficial to support model parameter update on a deployed model via model delivery/transfer, when shorter model parameter update timescale with less or no offline engineering or vendor-collaboration is desired.
· For UE-side models, a UE/chipset vendor, or a 3rd party who has access to the model training environment and dataset, can perform model training and deliver/transfer the updated model parameters to the target devices. Either open format or proprietary format model could be used for model delivery/transfer. The model could be stored either inside or outside NW for delivery/transfer.
· For UE-sided models and UE-part of two-sided models, model parameter update on a deployed model can be achieved when the model is an open format AI/ML model whose parameters are updated at a training location with access to training data and the updated model is stored at a storage location from which the model can be readily transferred/delivered to UE. An example is a training at a NW, or at an entity outside the NW having access to training data, and stored in an open-format model and delivered (Case y) or transferred (Case z3,z4) to UE. If the training server inside/outside the NW has access to target-device training environment and/or target-specific conversion (or compilation) process, the model may be converted to a target-specific proprietary format before delivery/transfer to UE (Case y,z1,z2). An example is a NW having access to target-specific conversion environment (Case z2) or a vendor-owned training server either inside/outside of NW that has easy access to training data (Case z1,y).
· Model delivery/transfer in an open format model requires UE capability of compiling the model on-the-fly before using it for inference. Another possibility is to send the open format model to the UE/chipset vendor to compile/test the model, either in offline timescale or automated manner, before delivering/transferring to UE. 
· There are also potential concerns/challenges associated with model parameter update without going through offline compiling, quantization, and full testing of the model. Quantization-aware-training is generally preferred for its better performance to post-quantization training. Therefore, it is desirable for the training entity to have access to the quantization information of the model and the training environment. Lack of offline testing of the newly updated model may raise performance concerns, so it becomes more important to have proper functionality/model monitoring after deployment to mitigate the concern.
· Preservation of proprietary design
· The proprietary design disclosure concern may arise either from model training or model storage. If a UE-side or a UE-part of two-sided model is trained at another party, its proprietary design may be revealed to the training party. Thus, training mechanisms without revealing the proprietary model design may need to be studied. Business agreements could be made to not disclose the proprietary design secret to a 3rd party outside the model owner and the training party. Similarly, if a UE-side or a UE-part of two-sided model is stored at another party in an open format, its proprietary design may be revealed to the party storing the model. Mechanisms to protect the secrecy of the model may exist to protect the model design secrecy from the storing party.
· Model delivery/transfer of an unknown model structure at UE (Case z5)
· Model delivery/transfer of an unknown model structure at UE is very challenging, because the lack of target device specific optimization and lack of testing of the structure along with the rest of the chipset implementation runs the risk of degraded performance and chipset malfunctioning. Given that model structure is not frequently updated, there is no strong reason not to test the new structure offline, and more desirably, optimize the structure to the target device. Once the new model structure is confirmed to work well with the target device, it can be identified as a new model structure, and UE capability of the target devices can be updated to indicate the support of the new structure, after which its model parameters may be updated via model delivery/transfer. Therefore, there is no practical reason to support model delivery/transfer of an unknown model structure at UE.

RAN1 concludes that model delivery/transfer is beneficial and should be supported. However, model delivery/transfer mechanism, including the need/benefit of doing it over the air interface in a manner that is not transparent to 3GPP signaling, is contingent on training entity (OTT/gNB/CN/LMF/OAM), model storage entity (OTT/gNB/CN/LMF/OAM), and delivery/transfer mechanism (CP/UP), and is outside the RAN1 scope. Mechanism of model delivery/transfer, model storage entity, and specification of model delivery/transfer, if needed, is to be done by other working groups.


	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	vivo
	Thanks for FL’s great efforts for consolidating different aspects.
The following initial comments are provided before diving into detailed comments in the future round.
· Difference between model transfer/delivery in our understanding is clear. It has already been clarified that model transfer is “Delivery of an AI/ML model over the air interface in a manner that is not transparent to 3GPP signaling”. For the example that “for user-plane based model delivery/transfer solutions where it is possible for models stored in an OTT server to be delivered to UE with some NW awareness or aided by 3gpp-based signaling”, this is model transfer since they are not transparent to 3GPP signaling. 
· The final conclusion part should focus mainly on RAN1’s understanding on the benefit. This is the major task for RAN1. Other WG can further provide their understanding from their own perspective. Thus we suggest the following: “RAN1 concludes that model [delivery/] transfer is beneficial and should be supported. However, model delivery/transfer mechanism, including the need/benefit of doing it over the air interface in a manner that is not transparent to 3GPP signaling, is contingent on training entity (OTT/gNB/CN/LMF/OAM), model storage entity (OTT/gNB/CN/LMF/OAM), and delivery/transfer mechanism (CP/UP), and is outside the RAN1 scope. RAN1 also understands that mechanism of model delivery/transfer, model storage entity, and specification of model delivery/transfer, if needed, is to be done by other working groups.”
For the detailed wording on pros/cons of model delivery/transfer, we may provide our further comments in next rounds.

	Panasonic
	On the bullet point of model deliver/transfer and the last sentense has the text " model delivery/storage is beneficial and should be supported." It should be described as " beneficial and should be supported from RAN1 perspective as other WGs may have different views.
On the preservation of proprietary design, at the end of the text, we propose to have following, which is proposed by vivo contribution to have simple model structures, such as full-connected layers or convolutional layers.
The proprietary design disclosure concern may arise either from model training or model storage. If a UE-side or a UE-part of two-sided model is trained at another party, its proprietary design may be revealed to the training party. Thus, training mechanisms without revealing the proprietary model design may need to be studied. Business agreements could be made to not disclose the proprietary design secret to a 3rd party outside the model owner and the training party. Similarly, if a UE-side or a UE-part of two-sided model is stored at another party in an open format, its proprietary design may be revealed to the party storing the model. Mechanisms to protect the secrecy of the model may exist to protect the model design secrecy from the storing party. One of such approach is to use simple model structures, such as full-connected layers or convolutional layers as the reference.


	Xiaomi
	Generally, we support vivo’s update

	Huawei, HiSilicon
	1) For “Need of model delivery/transfer” – we may focus on the model transfer/delivery from NW to UE, since the model delivery from OTT server to UE is implementation and has no spec impact. In this way, the UE sided models which are delivered from the OTT server do not need to be analyzed.
Changes:
Therefore, model delivery/transfer from NW to UE may be beneficial under some specific sub use case (e.g., CSI compression). it is concluded that model delivery/storage is beneficial and should be supported.

2) Similar to 1), for UE side training, the model delivery is spec transparent, and no need for NW involvement. Moreover, NW side cannot get UE side conversion environment. In addition, parameter update is to avoid compiling at UE side. Whether to support or not still depends on other factors (e.g., burden of multi-UE vendor on gNB, model size, etc.).
Changes:
· Model parameter update on a deployed model via model delivery/transfer
· While models can be trained and updated via offline engineering, such offline training takes a longer time scale, especially in scenarios where multi-vendor training collaboration is needed. Therefore, it may be beneficial to support model parameter update on a deployed model via model delivery/transfer has benefits to avoid compiling at UE side, when shorter model parameter update timescale with less or no offline engineering or vendor-collaboration is desired.
· For UE-side models, a UE/chipset vendor, or a 3rd party who has access to the model training environment and dataset, can perform model training and deliver/transfer the updated model parameters to the target devices. Either open format or proprietary format model could be used for model delivery/transfer in spec transparent manner. The model could be stored either inside or outside NW for delivery/transfer.
· For UE-sided models and UE-part of two-sided models, model parameter update on a deployed model can be achieved when the model is an open format AI/ML model whose parameters are updated at a training location with access to training data and the updated model is stored at a storage location from which the model can be readily transferred/delivered to UE. An example is a training at a NW, or at an entity outside the NW having access to training data, and stored in an open-format model and delivered (Case y) or transferred (Case z3,z4) to UE. If the training server inside/outside the NW has access to target-device training environment and/or target-specific conversion (or compilation) process, the model may be converted to a target-specific proprietary format before delivery/transfer to UE (Case y,z1,z2). An example is a NW having access to target-specific conversion environment (Case z2) or a vendor-owned training server either inside/outside of NW that has easy access to training data (Case z1,y).

3) The last paragraph is contradictory with previous statements on the challenges – which case is workable/non-workable is still not clear. RAN1 needs to provide at least the pros/cons analysis for each Case y/z1/z2/z3/z4/z5 so that other WGs can study the signaling accordingly (the FL proposal 7-21b is a good starting point for discussion).

	Samsung
	While appreciating FL’s effort to capturing the situation in comprehensive manner, we have the following concern. 
RAN1’s conclusion should be for the over-the-air interface model transfer. In this regard, concluding model transfer should be supported may give some wrong impression as it is clearly indicated in the analysis there is no substantial advantage over transparent delivery (Level Y). Moreover, RAN1 has not yet thoroughly studied the benefits of site-specific models including how to model the channels, etc. Thus, we strongly recommend to tone-down the conclusion as follows:   
Therefore, it is concluded that model delivery/storage is beneficial and should be supported may be beneficial in some scenarios. 
,,,,

RAN1 concludes that model delivery/transfer is may be beneficial in some scenarios and should be supported. However, model delivery/transfer mechanism, including the need/benefit of doing it over the air interface in a manner that is not transparent to 3GPP signaling, is contingent on training entity (OTT/gNB/CN/LMF/OAM), model storage entity (OTT/gNB/CN/LMF/OAM), and delivery/transfer mechanism (CP/UP), and is outside the RAN1 scope. Mechanism of model delivery/transfer, model storage entity, and specification of model delivery/transfer, if needed, is to be done by other working groups.


	Futurewei
	We are fine with this in general. 
The fourth sub-bullet of the second bullet which says “Model delivery/transfer in an open format model requires UE capability of compiling the model on-the-fly before using it for inference. Another possibility is to send the open format model to the UE/chipset vendor to compile/test the model, either in offline timescale or automated manner, before delivering/transferring to UE.”
Isn’t this statement also applying to the first bullet, i.e., it not only applies to parameter update, but also model delivery/transfer? If it does, it should be taken out from the second bullet and applied to both cases.

	LG
	Seems too long for this specific topic for TR. The last paragraph may be sufficient.

	Fujitsu
	We share the similar view as that of Samsung, it is hard to conclude RAN1 support model transfer.




[FL2] Proposed Conclusion 8-9b:
Capture the following conclusions into the TR.
· Need of model delivery/transfer
· It is well understood that, for certain use cases or deployment scenarios, a single model may not generalize well, or scenario/configuration/site-specific models may have lower model size and complexity compared to a single generalizable model. In this scenario, model switching among a group of scenario/configuration/site-specific models will be beneficial. Given that UE may have a limited storage space to store all the models, UE may have to download applicable models as needed from a model storage (either NW or an OTT server). Therefore, it is concluded that model delivery/transfer storage is may be beneficial under some use cases and should be supported.
· Model parameter update on a deployed model via model delivery/transfer
· While models can be trained and updated via offline engineering, such offline training takes a longer time scale, especially in scenarios where multi-vendor training collaboration is needed. Therefore, it may be beneficial to support model parameter update on a deployed model via model delivery/transfer may be considered, when shorter model parameter update timescale with less or no offline engineering or vendor-collaboration is desired.
· For UE-side models, a UE/chipset vendor, or a 3rd party who has access to the model training environment and dataset, can perform model training and deliver/transfer the updated model parameters to the target devices. Either open format or proprietary format model could be used for model delivery/transfer. The model could be stored either inside or outside NW for delivery/transfer.
· For UE-sided models and UE-part of two-sided models, model parameter update on a deployed model can be achieved when the model is an open format AI/ML model whose parameters are updated at a training location with access to training data and the updated model is stored at a storage location from which the model can be readily transferred/delivered to UE. An example is a training at a NW, or at an entity outside the NW having access to training data, and stored in an open-format model and delivered (Case y) or transferred (Case z3,z4) to UE. If the training server inside/outside the NW has access to target-device training environment and/or target-specific conversion (or compilation) process, the model may be converted to a target-specific proprietary format before delivery/transfer to UE (Case y,z1,z2). An example is a NW having access to target-specific conversion environment (Case z2) or a vendor-owned training server either inside/outside of NW that has easy access to training data (Case z1,y).
· Model delivery/transfer in an open format model requires UE capability of compiling the model on-the-fly before using it for inference. Another possibility is to send the open format model to the UE/chipset vendor to compile/test the model, either in offline timescale or automated manner, before delivering/transferring to UE. 
· There are also potential concerns/challenges associated with model parameter update without going through offline compiling, quantization, and full testing of the model. Quantization-aware-training is generally preferred for its better performance to post-quantization training. Therefore, it is desirable for the training entity to have access to the quantization information of the model and the training environment. Lack of offline testing of the newly updated model may raise performance concerns, so it becomes more important to have proper functionality/model monitoring after deployment to mitigate the concern.
· Preservation of proprietary design
· The proprietary design disclosure concern may arise either from model training or model storage. If a UE-side or a UE-part of two-sided model is trained at another party, its proprietary design may be revealed to the training party. Thus, training mechanisms without revealing the proprietary model design may need to be studied. Business agreements could be made to not disclose the proprietary design secret to a 3rd party outside the model owner and the training party. Similarly, if a UE-side or a UE-part of two-sided model is stored at another party in an open format, its proprietary design may be revealed to the party storing the model. Mechanisms to protect the secrecy of the model may exist to protect the model design secrecy from the storing party.
· Model delivery/transfer of an unknown model structure at UE (Case z5)
· Model delivery/transfer of an unknown model structure at UE is very challenging, because the lack of target device specific optimization and lack of testing of the structure along with the rest of the chipset implementation runs the risk of degraded performance and chipset malfunctioning. Given that model structure is not frequently updated, there is no strong reason not to test the new structure offline, and more desirably, optimize the structure to the target device. Once the new model structure is confirmed to work well with the target device, it can be identified as a new model structure, and UE capability of the target devices can be updated to indicate the support of the new structure, after which its model parameters may be updated via model delivery/transfer. Therefore, there is no practical reason to support model delivery/transfer of an unknown model structure at UE.

RAN1 concludes that model delivery/transfer is may be beneficial in some scenarios and should be supported. However, model delivery/transfer mechanism, including the need/benefit of doing it over the air interface in a manner that is not transparent to 3GPP signaling, is contingent on training entity (OTT/gNB/CN/LMF/OAM), model storage entity (OTT/gNB/CN/LMF/OAM), and delivery/transfer mechanism (CP/UP), and is outside the RAN1 scope. Mechanism of model delivery/transfer, model storage entity, and specification of model delivery/transfer, if needed, is to be done by other working groups.
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[FL3] Proposed Conclusion 8-9c:
Capture the following conclusions into the TR.
· Need of model delivery/transfer
· It is well understood that, for certain use cases or deployment scenarios, a single model may not generalize well, or scenario/configuration/site-specific models may have lower model size and complexity compared to a single generalizable model. In this scenario, model switching among a group of scenario/configuration/site-specific models will be beneficial. Given that UE may have a limited storage space to store all the models, UE may have to download applicable models as needed from a model storage (either NW or an OTT server). The cost of model download will have to be considered, and therefore very frequent model switching requiring download is undesirable. Therefore, it is concluded that model delivery/transfer storage is may be beneficial under some use cases and should be supported.
· Model parameter update on a deployed model via model delivery/transfer
· While models can be trained and updated via offline engineering, such offline training takes a longer time scale, especially in scenarios where multi-vendor training collaboration is needed. Therefore, it may be beneficial to support model parameter update on a deployed model via model delivery/transfer may be considered, when shorter model parameter update timescale with less or no offline engineering or vendor-collaboration is desired.
· For UE-side models, a UE/chipset vendor, or a 3rd party who has access to the model training environment and dataset, can perform model training and deliver/transfer the updated model parameters to the target devices. Either open format or proprietary format model could be used for model delivery/transfer. The model could be stored either inside or outside NW for delivery/transfer.
· For UE-sided models and UE-part of two-sided models, model parameter update on a deployed model can be achieved when the model is an open format AI/ML model whose parameters are updated at a training location with access to training data and the updated model is stored at a storage location from which the model can be readily transferred/delivered to UE. An example is a training at a NW, or at an entity outside the NW having access to training data, and stored in an open-format model and delivered (Case y) or transferred (Case z3,z4) to UE. If the training server inside/outside the NW has access to target-device training environment and/or target-specific conversion (or compilation) process, the model may be converted to a target-specific proprietary format before delivery/transfer to UE (Case y,z1,z2). An example is a NW having access to target-specific conversion environment (Case z2) or a vendor-owned training server either inside/outside of NW that has easy access to training data (Case z1,y).
· Model delivery/transfer in an open format model requires UE capability of compiling the model on-the-fly before using it for inference. Another possibility is to send the open format model to the UE/chipset vendor to compile/test the model, either in offline timescale or automated manner, before delivering/transferring to UE. 
· There are also potential concerns/challenges associated with model parameter update without going through offline compiling, quantization, and full testing of the model. Quantization-aware-training is generally preferred for its better performance to post-quantization training. Therefore, it is desirable for the training entity to have access to the quantization information of the model and the training environment. Lack of offline testing of the newly updated model may raise performance concerns, so it becomes more important to have proper functionality/model monitoring after deployment to mitigate the concern.
· Preservation of proprietary design
· The proprietary design disclosure concern may arise either from model training or model storage. If a UE-side or a UE-part of two-sided model is trained at another party, its proprietary design may be revealed to the training party. Thus, training mechanisms without revealing the proprietary model design may need to be studied. Business agreements could be made to not disclose the proprietary design secret to a 3rd party outside the model owner and the training party. Similarly, if a UE-side or a UE-part of two-sided model is stored at another party in an open format, its proprietary design may be revealed to the party storing the model. Mechanisms to protect the secrecy of the model may exist to protect the model design secrecy from the storing party.
· Model delivery/transfer of an unknown model structure at UE (Case z5)
· Model delivery/transfer of an unknown model structure at UE is very challenging, because the lack of target device specific optimization and lack of testing of the structure along with the rest of the chipset implementation runs the risk of degraded performance and chipset malfunctioning. Given that model structure is not frequently updated, there is no strong reason not to test the new structure offline, and more desirably, optimize the structure to the target device. Once the new model structure is confirmed to work well with the target device, it can be identified as a new model structure, and UE capability of the target devices can be updated to indicate the support of the new structure, after which its model parameters may be updated via model delivery/transfer. Therefore, there is no practical reason to support model delivery/transfer of an unknown model structure at UE.

[bookmark: _Hlk143636695]
In summary, RAN1 concludes that model delivery/transfer is may be beneficial in some scenarios and should be supported.: 
· Model delivery/transfer may be beneficial for certain use cases or deployment scenarios.
· Model parameter update on a deployed model via model delivery/transfer may be beneficial for certain use cases or deployment scenarios but comes with potential requirements/concerns/challenges.
RAN1 concludes that model delivery/transfer is may be beneficial in some scenarios and should be supported. However, Model delivery/transfer mechanism, including the need/benefit of doing it over the air interface in a manner that is not transparent to 3GPP signaling, is contingent on training entity (OTT/gNB/CN/LMF/OAM), model storage entity (OTT/gNB/CN/LMF/OAM), and delivery/transfer mechanism (CP/UP), and is outside the RAN1 scope. Mechanism of model delivery/transfer, model storage entity, and specification of model delivery/transfer, if needed, is to be done by other working groups.

	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	AT&T
	We should return to the original wording that model delivery/transfer should be supported as it is beneficial in some scenarios. There is significant discussion of the pros/cons already in the summary text and conclusions that will allow other WGs/RAN Plenary to decide on an appropriate WI scope.
RAN1 concludes that model delivery/transfer is beneficial in some scenarios and should be supported.

	Panasonic
	OK with us.

	CATT
	Support this conclusion.





Proposed Conclusion 8-9d:
In summary, RAN1 concludes that model delivery/transfer is may be beneficial in some scenarios and should be supported.: 
· Model delivery/transfer is beneficial for some use cases or deployment scenarios (with the overhead/latency of model delivery/transfer), e.g., when multiple models are desired and UE has a limited memory, either because a single model may not generalize well or because scenario/configuration/site-specific models may have complexity advantage over a single generalizable model.
· Parameter update of a known structure on a deployed model via model delivery/transfer may be beneficial for certain use cases or deployment scenarios, e.g., when it is desired to have shorter model parameter update timescale with less offline engineering, but it comes with potential requirements/challenges, e.g., advanced device implementation, lack of device-specific optimization/testing.
· Model transfer/delivery of an unknown structure at UE has challenges related to feasibility.
· [bookmark: _Hlk143721558][Model delivery/transfer from NW to UE may incur challenges, e.g., offline co-engineering, extra burden to the NW side.]
· Finetuning, if feasible, may be an alternative to model delivery/transfer.
RAN1 concludes that model delivery/transfer is may be beneficial in some scenarios and should be supported. However, Model delivery/transfer mechanism, including the need/benefit of doing it over the air interface in a manner that is not transparent to 3GPP signaling, is contingent on training entity (OTT/gNB/CN/LMF/OAM), model storage entity (OTT/gNB/CN/LMF/OAM), and delivery/transfer mechanism (CP/UP), and is outside the RAN1 scope. Mechanism of model delivery/transfer, model storage entity, and specification of model delivery/transfer, if needed, is to be done by other working groups.


	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	Panasonic
	We propose following modification.
- The whole discussion is limited to model delivery/transfer from NW to UE.
- perfomance advantage case is added.
- To modify relatively parameter update timescale considring the testing effort.
- Which topic is outside of RAN1 scope are described as bullet list.

In summary, RAN1 concludes that: 
· [bookmark: _Hlk143721402]Model delivery/transfer from NW to UE is beneficial for some use cases or deployment scenarios (with the overhead/latency of model delivery/transfer), e.g., when multiple models are desired and UE has a limited memory, either because a single model may not generalize well or because scenario/configuration/site-specific models may have complexity and/or performance advantage over a single generalizable model.
· Parameter update of a known structure on a deployed model via model delivery/transfer may be beneficial for certain use cases or deployment scenarios, e.g., when it is desired to have relatively shorter model parameter update timescale with less offline engineering, but it comes with potential requirements/challenges, e.g., advanced device implementation, lack of device-specific optimization/testing.
· Model transfer/delivery of an unknown structure at UE has challenges related to feasibility.
· [Model delivery/transfer from NW to UE may incur challenges, e.g., offline co-engineering, extra burden to the NW side.]
· Finetuning, if feasible, may be an alternative to model delivery/transfer.
The feasibility analysis related to following is outside of the RAN1 scope.
· Model delivery/transfer mechanism, including the need/benefit of doing it over the air interface in a manner that is not transparent to 3GPP signaling
· The location of , is contingent on training entity (OTT/gNB/CN/LMF/OAM), model storage entity (OTT/gNB/CN/LMF/OAM), and
· delivery/transfer mechanism (CP/UP), and is outside the RAN1 scope. 
[Mod] The first bullet captures benefits/challenges that are commonly applicable to all kinds of model delivery/transfer, including the delivery from OTT. Benefits/challenges associated with particular flavors of model delivery/transfer are captured in sub-bullets. There is already a sub-bullet for “Model delivery/transfer from NW to UE”, so your input, if any, can be captured into the sub-bullet.




[FL4] Proposed Conclusion 8-9e:
In summary, RAN1 concludes that model delivery/transfer is may be beneficial in some scenarios and should be supported.: 
· Model delivery/transfer is beneficial for some use cases or deployment scenarios (with the overhead/latency of model delivery/transfer), e.g., when multiple models are desired and UE has a limited memory, either because a single model may not generalize well or because scenario/configuration/site-specific models may have complexity advantage over a single generalizable model.
· Parameter update of a known structure on a deployed model via model delivery/transfer may be beneficial for certain use cases or deployment scenarios, e.g., when it is desired to have shorter model parameter update timescale with less offline engineering, but it comes with potential requirements/challenges, e.g., advanced device implementation, lack of device-specific optimization/testing.
· Model transfer/delivery of an unknown structure at UE has challenges related to feasibility.
· [Model delivery/transfer from NW to UE may incur challenges, e.g., offline co-engineering, extra burden to the NW side.]
· Finetuning, if feasible, may be an alternative to model delivery/transfer.
RAN1 concludes that model delivery/transfer is may be beneficial in some scenarios and should be supported. However, Model delivery/transfer mechanism, including the need/benefit of doing it over the air interface in a manner that is not transparent to 3GPP signaling, is contingent on training entity (OTT/gNB/CN/LMF/OAM), model storage entity (OTT/gNB/CN/LMF/OAM), and delivery/transfer mechanism (CP/UP), and is outside the RAN1 scope. Mechanism of model delivery/transfer, model storage entity, and specification of model delivery/transfer, if needed, is to be done by other working groups.

	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	
	

	
	




[FL4] Proposed Conclusion 8-9f:
· Scenario/configuration/site-specific models may provide performance benefits in some use cases or deployment scenarios (i.e., when a single model does not generalize well to multiple scenarios/configurations/sites).
· When UE has a limited memory to store all the models, model [delivery]/transfer, if device supports, to UE may be beneficial, at the cost of overhead/latency associated with model [delivery]/transfer.
· Note: On-device Finetuning/retraining, if devices support, of a single model may be an alternative to model delivery/transfer.
· [Note: Model delivery/transfer to UE may be from NW or from OTT server(s).]
· note ; generalization can be achieved for some sub use cases
· For model delivery/transfer to UE
· Parameter update of a known structure on a deployed model via model delivery/transfer may be beneficial for certain use cases or deployment scenarios, e.g., when it is desired to have shorter model parameter update timescale with less offline engineering, but it comes with potential requirements/challenges, e.g., advanced device implementation, lack of device-specific optimization/testing.
· Model transfer/delivery of an unknown structure at UE has challenges related to feasibility.
· [Model delivery/transfer from NW to UE may incur challenges, e.g., offline co-engineering, extra burden to the NW side.]
· RAN1 concludes that model delivery/transfer is may be beneficial in some scenarios and should be supported. However, Model delivery/transfer mechanism, including the need/benefit of doing it over the air interface in a manner that is not transparent to 3GPP signaling, is contingent on training entity (OTT/gNB/CN/LMF/OAM), model storage entity (OTT/gNB/CN/LMF/OAM), and delivery/transfer mechanism (CP/UP), and is outside the RAN1 scope. Mechanism of model delivery/transfer, model storage entity, and specification of model delivery/transfer, if needed, is to be done by other working groups.


	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	Mod
	Please note that the first part, with modification, has been agreed Thursday morning. So, let’s focus on the second part for discussion.

	AT&T
	Support in principle. Regarding on device finetuning/retraining we have not discussed any detail regarding it from general framework perspective. (There is only 1 agreement mentioning finetuning to be studied). We have no agreement regarding how often models can be retrained/finetuned. Also, it should be noted that we are considering offline models for this study item mainly for RAN4 testing of the AI model. How to test the finetuned/retrained models has not been discussed. Therefore, it is better to either remove the bullet for fine tuning or mention the issues with it and how they were not studied.  




Agreed Observation 8-9g:
· Scenario/configuration specific (including site-specific configuration/channel conditions) models may provide performance benefits in some studied use cases (i.e., when a single model cannot generalize well to multiple scenarios/configurations/sites).
· At least, when UE has limitation to store all related models, model delivery/transfer, if feasible, to UE may be beneficial, at the cost of overhead/latency associated with model delivery/transfer.
· Note: On-device Finetuning/retraining, if feasible, of a single model may be an alternative to model delivery/transfer.
· Note: a single model may generalize well in some studied use cases. 
· Note: Model transfer/delivery to UE may also face challenges, e.g., proprietary issues /burdens in some scenarios


2.2.3.8 Model inference operation
Previous agreements

Company proposals
Vivo:
Proposal 18: Study ways for UE to report its capability for latencies with respect to the model inference.
Proposal 19: Study UE capability on supported quantization levels.
Google
Proposal 1: For 1-side mode, Rel-18 should focus on the scenario that the model inference and training are in the same side.
Proposal 2: Study parallel model inference based on the same or different AI/ML models.
Nvidia
Proposal 14: For AI/ML based enhancements for NR air interface, study potential specification impact related to report/feedback of model input for inference, type of model input, and model input acquisition and pre-processing.
Proposal 15: For AI/ML based enhancements for NR air interface, study potential specification impact related to report/feedback of model inference output and post-processing.
NTT Docomo
Proposal 14: Study the processing unit framework for model inference, when multiple models are compiled at UE.
TCL Communication
Proposal 11: Some constraints shall be added on the post-processing, in order to avoid obtaining an oversimplified low-performance model from post-processing.

2.2.3.9 Functionality/model selection, activation, deactivation, switching, and fallback operation
Previous agreements
	RAN1 #110bis-e Agreement
For model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models, study the following mechanisms:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network
· UE-autonomous, UE’s decision is reported to the network
· UE-autonomous, UE’s decision is not reported to the network
FFS: for network sided models
FFS: other mechanisms
RAN2 #121-bis-e Agreement

[bookmark: OLE_LINK126]For the CSI compression and beam management use cases, model/function selection/(de)activation/switching/fallback can be UE-initiated or gNB-initiated. FFS how the different cases are different (e.g. applicability to UE-sided vs network sided model). 
For the positioning use case, model/function selection/(de)activation/switching/fallback can be UE-initiated or LMF-/ gNB-initiated. FFS how the different cases are different (e.g. applicability to UE-sided vs network sided model).



Company proposals
Huawei, HiSilicon:
Proposal 16: For model control (selection, activation, deactivation, switching, and updating), keep UE-autonomous mechanism as a candidate.
ZTE:
Proposal 11: For UE sided models and two-sided models, for models that are not transparent to the network, UE-autonomous mechanisms should not be considered for selection, activation, deactivation, switching, and fallback and the final decision should be indicated by the network.
Oppo:
Proposal 9: Besides generalized AI/ML models, scenario-dependent AI/ML models should be supported. 
· Model switching should be supported because its specification impact is limited if the Local ID is supported. 
· FFS: Specification impacts of model update.
· [bookmark: _Hlk102056072]For two-sided models, focus on the mechanisms based on network decision.  
Spreadtrum:
[bookmark: OLE_LINK39]Proposal 14: For network sided model, the following mechanisms can be further studied for model selection, activation, deactivation, switching, and fallback for network sided models:
· Decision by the network 
· Network-initiated
Nokia
Proposal 10: RAN1/2 to prioritize Network-controlled Functionality (de)activation, switching, and fallback, and focus only on the following variants: 
·  Decision by the network – for all Functionality level actions
· Network-initiated
· UE-initiated, requested to the network
·  Decision by the UE – for deactivation of an activated Functionality  
· Event-triggered as configured by the network, UE’s decision is reported to network
Proposal 11: Support dynamic methods, triggered by the NW or the UE, for verifying compatibility of the Functionalities at the UE-side and gNB-side for the use cases with two-sided ML models.
CATT
Proposal 18: If network activates an AI/ML functionality to UE, the UE is NOT allowed to deactivate ALL AI/ML models corresponding to this functionality automatically. 
· If UE would like to deactivate all AI/ML models corresponding to an activated AI/ML functionality, i.e. deactivate the functionality, it may send a request/suggestion to network.
Sony
Proposal 2: RAN1 should support network initiated AI/ML model switching and event-trigger based AI/ML model switching for AI/ML model switching.
Proposal 3: RAN1 should support the individual functionality-based LCM and the common functionality-based LCM for indication of activation/deactivation/switching/fallback.
Proposal 5: RAN1 should consider supporting indication of fallback by the common functionality-based LCM.

Ericsson
[bookmark: _Toc142666527]Proposal 3	Conclude that functionality-based LCM actions such as activation/deactivation/switching is based on NW (re)-configuration.

Xiaomi
Proposal 15: Study processing time for the AI model/AI functionality activation / deactivation / switch /fallback 
Proposal 16: Consider different mapping between AI functionality and AI model when study the processing time of functionality switch. 
Google
Proposal 3: For 1-side mode, the model selection/switching should be transparent.
Proposal 4: For 2-side mode, the model selection/switching can be configured by the NW or reported by the UE
Proposal 5: Consider to use lower layer signaling, e.g., MAC CE, for model activation/deactivation/fallback operation.
LG
Proposal #4: For UE-sided models, model selection/activation/deactivation/switching should be decided by the UE and no need to inform NW on the number of AI/ML models and the currently activated AI/ML model among them. Instead, UE may report updated UE capability/functionality and/or reliability/confidence of the reported values for NW to decide whether or not to use it. 

Proposal #7: For two-sided models, model selection/activation/deactivation/switching can be decided by the NW. 
CMCC
Proposal 11: For the mechanism of model selection, activation, deactivation, switching, and fallback, if the decision is made by UE, UE’s decision should be reported to the network
Fraunhofer
Proposal 5: A cost is associated with AI/ML functionality/model activation/deactivation/selection/switching. This cost can encapsulate, for example, the required overhead for measurement, signaling and coordination between UE and NW, as well as the complexity of the functionality/model to be activated.
Nvidia
Proposal 13: For AI/ML based enhancements for NR air interface, study potential specification impact related to assistance signalling and procedure for model performance monitoring, model update/tuning, and model selection/switching.
Qualcomm
Proposal 25: Model selection / switching should be based on well-defined conditions that are available during inference. Model monitoring is not a desirable mean for model selection / switching due to potentially high complexity, overhead, and/or latency.
AT&T
Proposal 26: For UE sided models and two-sided models, for models that are not transparent to the network, UE-autonomous mechanisms should not be considered for selection, activation, deactivation, switching, and fallback and the final decision should be made by the network:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network.
· Decision by the UE
· Event-triggered as configured by the network or predefined by spec, UE’s decision is reported to network.
NEC
Proposal 6: Study adaptive model selection, activation, deactivation, switching, and fallback based on additional conditions.
Proposal 7: Study autonomous model activation procedure for AI/ML models with assistance of network broadcast signaling.
Proposal 8: At least for CSI/BM use cases, support fallback configuration as one CSI report sub configuration.

[bookmark: _Hlk127797816]NTT Docomo
Proposal 7: For UE side model/functionality that is not transparent to NW, deprioritize the study of UE autonomous model operation decision.
Proposal 8: Study the following model operation, where non-transparent model operation is controlled by NW.
· Model operation 1. UE decides model based on model ID or functionality indicated by NW.
· Model operation 2. UE decides model based on the event occurrence, where the event based on the performance metric is configured by NW.
· Model operation 3. UE decides model based the NW acknowledgement corresponding to the UE request including the performance of model/functionality as reference for NW decision.
TCL Communication
Proposal 9: To minimize the overhead of switching between AI/ML models, it is important to ensure that the models can be switched which sharing the same reference signal configuration.
Samsung
Proposal #4: For UE side and UE part of two-sided models, study mechanisms to manage  
1. Timeline and delay requirements for AI/ML operations, e.g., AI/ML model/functionality activation, switching, 
2. Processing capability for concurrently activated AI/ML models/functionalities 

Proposal #13: For approaches to achieve good performance across different scenarios/configurations/sites, e.g., model generalization, model switching, model update, etc., study 
· Approaches to discover and/or report scenarios/configurations/sites   
· Model input/output pre/post-processing and the additional side-information  required to achieve           model  generalization
Sharp
Proposal 2: For the UE-sided model with the functionality-based LCM, model monitoring, and model activation/deactivation/switch could be made by UE autonomously. On the other hand, the network should have a capability to deactivate the model.
Proposal 3: For the UE-sided model with the model ID-based LCM, if the UE is the initiator of model activation/deactivation/switching, the UE may or may not report the activity of the model activation/deactivation/switching.
Proposal 4: For the UE-sided model with the model ID-based LCM, for NW-initiated model switching, the UE should report the monitoring status to the NW for model activation/deactivation/fallback/switch.
Continental Automotive
Proposal 14: The pre-determined list of models is used to switch models based on the configured condition specific thresholds about activating alternative models for model switching.


[bookmark: _Hlk143176105][bookmark: _Hlk143176130]Issue 8-10 (closed): model control decision (continuation from 7-25)
The following proposal, same as 7-25b proposed in the last meeting, intends to limit the model control decision to the network side – either directly decided by the network, or UE-request based, or event-triggered as configured by the network. UE autonomous approach is only applicable if the models are transparent to the network.

Please note previous agreements we have:
	For model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models, study the following mechanisms:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network
· UE-autonomous, UE’s decision is reported to the network
· UE-autonomous, UE’s decision is not reported to the network

In functionality-based LCM
· Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). 
In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 




The new proposal limits the scope of decision by UE.
Please also note that UE-autonomous decision is always possible on physical models transparent to NW.

The proposal 7-25b in the last meeting was stable but did not find GTW time for agreement, so the FL hopes to make a quick agreement on this proposal.

[FL1][FL2] Proposal 8-10a: (same as 7-25b)
For UE sided models and two-sided models, for models that are not transparent to the network, UE-autonomous mechanisms should not be considered for selection, activation, deactivation, switching, and fallback and the final decision should be made by the network:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network or predefined by spec, UE’s decision is reported to network

	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	Panasonic
	"UE-initiated" would be usually the decision by the UE. Could you elaborate the meaning of UE-initiated?


	Huawei, HiSilicon
	How to define “models that are not transparent to the network”? If multiple physical models correspond to the same logical model, the LCM operation among these physical models can be still transparent to NW.

	NTT DOCOMO
	Support. Since the concept of logical model is introduced, UE autonomous model operation is always possible for functionality-based LCM and model ID-based LCM. If model is not transparent to NW, NW should have control over them to some extent.
Also ok with moving the event triggered sub-bullet into decision by NW according to Panasonic comments.

	NEC
	Support. 

	LG
	Not support. This is nothing but to restrict UE implementation and not sure how this would impact specification work in R19 (if supported). Even for model-based LCM, there may be some room for UE implementation based optimization (e.g. when logical model ID is used and a logical model ID can correspond to multiple physical models). 
[Mod] Please note that this is only for “models that are not transparent to the network”. UE can always have physical model implementations transparently behind a logical model.

	Fujitsu
	Considering companies have common understanding on the main part “For UE sided models and two-sided models, for models that are not transparent to the network, UE-autonomous mechanisms should not be considered for selection, activation, deactivation, switching, and fallback and the final decision should be made by the network.
To avoid wording contradiction on final decision should be made by the network and decision by UE, we can delete decision by UE/NW, and keep the cases listed in the sub-bullet:

For UE sided models and two-sided models, for models that are not transparent to the network, UE-autonomous mechanisms should not be considered for selection, activation, deactivation, switching, and fallback and the final decision should be made by the network:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network or predefined by spec, UE’s decision is reported to network





FL remark 8-10b:
This is not essential. Let’s not spend time debating this.


Issue 8-11 (closed): Processing time and concurrency
UE may take actions to make AI/ML model ready for inference after activation such as fetching the model from memory, configuring processing unit, etc. This incurs some processing delay. For different operations, processing delay can change. For example, switching a model to another one under a functionality may have different time scale than switching a model from one functionality to another model under another functionality or switching from non-AI status. 

[FL1] Proposal 8-11a:
· For UE side and UE part of two-sided models, study
· Processing time and delay requirement for the model/functionality activation, deactivation, switching, fallback, and model delivery/transfer
· Methods for functionality/model switching (including transparent model switching at UE) with minimum interruptions 
· Processing capability for concurrently activated AI/ML models/functionalities.
· Consider to introduce AI/ML processing unit (APU) to avoid excessive number of simultaneous AI/ML processing at UE side

	
	Yes
	No

	Agree?
	 Samsung
	

	Company
	Comments

	vivo
	Fine with the first three sub-bullets.
The last sub-bullet is a little bit too early.

	Panasonic
	Although these need to take into account, these are work item phase discussion? Then instead of to say "study", we propose to modify "following aspects are considerred in work item phase".

	Xiaomi
	We are OK with the first three sub-bullets. For the 4th bullet, more discussion is needed. 

	Huawei, HiSilicon
	The interruption on the activation/deactivation/switching/fallback should be subject to the RRM discussion at RAN4? As long as RAN4 determines the requirement of the interruption/latency, all model operations should satisfy this requirement. So, the introduction of APU is not so clear.

· For UE side and UE part of two-sided models, study
· Processing time and delay requirement for the model/functionality activation, deactivation, switching, fallback, and model delivery/transfer
· Methods for functionality/model switching (including transparent model switching at UE) with minimum interruptions 
· Processing capability for concurrently activated AI/ML models/functionalities.
· The study may be performed at corresponding WG.
· Consider to introduce AI/ML processing unit (APU) to avoid excessive number of simultaneous AI/ML processing at UE side


	NTT DOCOMO
	For functionality-based LCM, NW should not be aware of model operations via UE within a functionality. Then, the interruption times due to transparent model switching should not be considered. If the interruption time is necessary, un-transparent model operation should be considered as it affects the NW operation.

	Panasonic 2
	We agree DOCOMO commment that NW should not be required to be aware of the interuption time of model switching in functionality-based LCM.


	NEC
	Similar comment as other companies, need for APUs is a bit premature and should be properly for its motivation before we can agree to this.

	LG
	Fine in general. First two bullets can be merged. 3rd and 4th bullets can also be merged? 




[FL2] Proposal 8-11b:
· For UE side and UE part of two-sided models, study
· Processing time and delay requirement for the model/functionality activation, deactivation, switching, fallback, and model delivery/transfer
· Methods for functionality/model switching (including transparent model switching at UE) with no or minimum interruptions 
· Processing capability for concurrently activated AI/ML models/functionalities.
· The study may be performed at corresponding WG(s).
· Consider to introduce AI/ML processing unit (APU) to avoid excessive number of simultaneous AI/ML processing at UE side
	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	Fujitsu
	OK

	Fraunhofer
	The processing time and delay is not the only cost/overhead to be considered when switching between functionalities/models. Other points to consider could be:
· Signaling overhead for functionality activation/deactivation/switching, as UE and NW need to coordinate
· Memory/energy/latency aspects when switching between smaller/larger models
· Measurements overhead. For example, when switching to a functionality/model that facilitates a larger set A in beam management use case.

Thus, we would propose the following changes (with blue):

[FL2] Proposal 8-11b:
· For UE side and UE part of two-sided models, study
· Cost/overhead factors, such as processing time and delay requirement for the model/functionality activation, deactivation, switching, fallback, and model delivery/transfer
· Methods for functionality/model switching (including transparent model switching at UE) with no or minimum cost/overhead interruptions 
· Processing capability for concurrently activated AI/ML models/functionalities.
· The study may be performed at corresponding WG(s).
· Consider to introduce AI/ML processing unit (APU) to avoid excessive number of simultaneous AI/ML processing at UE side




FL remark 8-11c:
There is no more time to study. This can be discussed in WI.


Issue 8-12 (closed): Functionality-based LCM signaling
One FFS from RAN1 #112-bis-e Agreement related AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models is given below.

FFS: Signaling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities

[FL1][FL2] Proposed conclusion 8-12a:
Conclude that functionality-based LCM actions such as activation/deactivation/switching are realized via NW (re)-configuration.

	
	Yes
	No

	Agree?
	 Panasonic
	

	Company
	Comments

	Huawei, HiSilicon
	OK

	NTT DOCOMO
	It depends on the granularity of functionality, in other words, the conditions associated with functionality. If the functionality is defined per applicable UE speed and/or prediction time offset for CSI/beam prediction, it may be useful to switch functionality via MAC CE. Hence, we prefer to wait for the conclusion regarding the conditions associated with functionality per use case.

	Samsung
	Does this rule out deactivation and activation of already configured functionalities?

	Ericsson
	Support

	NEC
	We agree with NTT, it may be beneficial to consider L1/L2 mechanisms for LCM operations to reduce latency for some of the scenarios especially where the AI/ML use case (e.g. CSI/beam management) can impact UE operations severely if AI/ML model/functionality is not performing well. 

	LG
	Fine in principle but ‘NW configuration’ would mean RRC configuration? Whether RRC or MAC-CE or other means would be WI discussion. If this is clarified, we are ok.

	ETRI
	Support.

	Fujitsu
	OK.




FL remark 8-12b:
The intention is not necessarily RRC signaling. We have this agreement already:
· Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). 
So, this proposal is not needed.


2.2.3.10 Functionality/model monitoring
Previous agreements
	RAN1 #110bis-e Agreement
Study AI/ML model monitoring for at least the following purposes: model activation, deactivation, selection, switching, fallback, and update (including re-training).
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)

RAN1 #110bis-e Agreement
Study at least the following metrics/methods for AI/ML model monitoring in lifecycle management per use case:
3. Monitoring based on inference accuracy, including metrics related to intermediate KPIs
3. Monitoring based on system performance, including metrics related to system erformance KPIs
3. Other monitoring solutions, at least following 2 options.
3. Monitoring based on data distribution
1. Input-based: e.g., Monitoring the validity of the AI/ML input, e.g., out-of-distribution detection, drift detection of input data, or something simple like checking SNR, delay spread, etc.
1. Output-based: e.g., drift detection of output data
3. Monitoring based on applicable condition
Note: Model monitoring metric calculation may be done at NW or UE

RAN1 #110bis-e Agreement
Study performance monitoring approaches, considering the following model monitoring KPIs as general guidance
· Accuracy and relevance (i.e., how well does the given monitoring metric/methods reflect the model and system performance)
· Overhead (e.g., signaling overhead associated with model monitoring)
· Complexity (e.g., computation and memory cost for model monitoring)
· Latency (i.e., timeliness of monitoring result, from model failure to action, given the purpose of model monitoring)
· FFS: Power consumption
· Other KPIs are not precluded.
Note: Relevant KPIs may vary across different model monitoring approaches.
FFS: Discussion of KPIs for other LCM procedures

RAN1 #113 Agreement
For the purpose of activation/selection/switching of UE-side models/UE-part of two-sided models /functionalities (if applicable), study necessity, feasibility and potential specification impact for methods to assess/monitor the applicability and expected performance of an inactive model/functionality, including the following examples:
· Assessment/Monitoring based on the additional conditions associated with the model/functionality
· Assessment/Monitoring based on input/output data distribution
· Assessment/Monitoring using the inactive model/functionality for monitoring purpose and measuring the inference accuracy
· Assessment/Monitoring based on past knowledge of the performance of the same model/functionality (e.g., based on other UEs)
FFS: Requirements for the assessment/monitoring to be reliable (e.g., sufficient data coverage during evaluation)
FFS: Additional aspects specific to the case where the inactive model has never been activated before, if any.





Company proposals
Huawei, HiSilicon
Proposal 15: A unified procedure can be applicable for the assessment/monitoring mechanism of the active model/functionality and of the inactive model/functionality.
· Note: there seems no particular spec impact on the assessment/monitoring based on additional condition, input/output data distribution, and past knowledge.

Vivo:
Proposal 16: Define the terminology:
· Model/functionality assessment: A procedure that assesses the performance of the AI/ML model/functionality on a certain scenario, site or dataset before usage.
Proposal 17: For the purpose of activation/selection/switching of UE-side models/UE-part of two-sided models/functionalities (if applicable), study the all following methods to assess the applicability and expected performance of an inactive model/functionality:
· Dataset is sent from network to UE for assessment of a model. 

Nokia
Proposal 8: At least for UE-side models and UE-part of two-sided models, functionalities associated with a ML-enabled feature/FG are always monitored by the network. 

Proposal 12: At least for UE-side models and UE-part of two-sided models, with or without model identification, to ensure performance is not impacted due to UE’s autonomous model-LCM changes e.g., model activation/deactivation/switch or update, for a used/activated functionality, RAN1 to discuss the support of a mechanism to allow the network to monitor the system performance variations due to the  UE’s model-based LCM procedures and in some cases, partially control UE’s model-based LCM operations.  

CATT
Proposal 6: By default, previous agreements/consensus on model monitoring for UE-sided model can also be adopted for functionality monitoring, e.g. metrics & KPI, configuration & procedure & signaling for measurement/ request/ reporting, except for those needs to identify UE-sided model.
Proposal 7: For performance assessment/monitoring of inactive model/functionality,
· Assessment/Monitoring based on the additional conditions can be used for rough monitoring;
· Assessment/Monitoring based on input data distribution can be used for rough monitoring;
· Assessment/Monitoring using the inactive model/functionality for monitoring purpose and measuring the inference accuracy can be used for accurate monitoring,
· Assessment/Monitoring based on past knowledge may be used for rough monitoring, but the pre-requisite need to be further investigated;
· Assessment/Monitoring based on output data distribution is deprioritized since it is no better than ‘using the inactive model/functionality for monitoring purpose and measuring the inference accuracy’.
Proposal 8: For the case where the inactive model has never been activated before, the following method can be considered,
· Assessment/Monitoring using the inactive model/functionality for monitoring purpose and measuring the inference accuracy,
· Up to proper RAN4 test design.
Proposal 17: For functionality-based LCM, network does not need to know about the model-level LCM at UE-side. Instead, functionality performance should be monitored by network, or monitored by UE but reported to network.

Sony
Proposal 1: RAN1 should support both periodic and aperiodic feedback of some assistance information from UE-side for AI/ML model monitoring.

Ericsson
	[bookmark: _Toc142666535]Method
	Benefits
	Challenges

	Real-time monitoring
	· Model is tested in each “local” area before used, hence performance is guaranteed over the local area.
· Simplified RAN4 testing [?]
	· When/How/where to perform the real-time monitoring and for how long the monitoring result is valid (e.g a coherence time interval or UE location) 
· Latency requirement in the data collection

	Non-real time Monitoring
	· Model monitoring can be done less frequently, e.g. when NW have low traffic
· No latency requirement in the data collection
	· Model might be used in low accuracy regions
· How to collect uniform samples over the area where model is claimed to be valid
· Large number of samples are needed 


[bookmark: _Ref142560519]Table 10: Real and non-real time monitoring challenges/benefits

Proposal 11	Study the differentiation of real-time and non-real time monitoring and capture benefits/challenges according to Table 10.
Proposal 12	Agree to define the following terminology:
· Real-time monitoring: A procedure that monitors the inference performance of the AI/ML model for a UE confined environment (physical area and/or time window), a monitoring result is valid for such confined environment.
[bookmark: _Toc142666538]Proposal 13	Study UE reporting of confidence values for the purpose of real-time monitoring.
[bookmark: _Toc142666539]Proposal 14	Regarding “other monitoring solutions”, consider UE reporting of prediction accuracy (uncertainty) as a model performance metric.
	Performance metric
	Benefits
	Challenges

	
Inference Accuracy
	-Metric reflects the model performance very well
-Expected to provide reliable model failure detection
	-Signaling overhead for collecting ground truth 
data at UE/NW (RS transmission and/or UE 
reporting)
-Frequent monitoring degrades the usability
 of the model.

	
System/Link performance metric(s)
	-Metric reflects the system performance 
-Low complexity and signaling overhead 
	-Challenging to identify that the degradation is
 due to an inaccurate model
 (inaccurate model monitoring) 

	
Data distribution
	-No additional signaling overhead for obtaining input/output data
-Shorter latency for obtaining data samples for model monitoring
-Frequent monitoring possible
	May not reflect model performance 
May not reflect system performance 
To achieve reliable model failure detection, 
many samples may be required to calculate 
statistical metrics.

	Model predicted confidence reporting 
(possible new alternative)
	-Models can provide confidence in predictions, NW understand the accuracy level for each received predictions.
-No additional signaling overhead for obtaining input/output data
	-Limits which models the UE can support.
-How to test the confidence of the report? RAN4 test?


[bookmark: _Ref142559437]Table 11 Monitoring procedures.

Proposal 15	Capture the benefits and challenges with different monitoring procedures according to Table 3, including new alternative of model predicted confidence reporting.
Proposal 16	Conclude that there is no specification impact related to the monitoring of UE inactive models.
Fujitsu
[bookmark: _Hlk142593822]Proposal-2: Regarding assessment/monitoring and activation of an inactive model/functionality, study at least the following STD impacts:
· NW share its expected KPI and performance metric information on using AI/ML to UE, to aid UE in monitoring/assessment of inactive model(s)/functionality(s) and in selecting the AI/ML model/functionality.
Note: the details of KPI and performance metric information can be studied in use case level.

[bookmark: _Hlk142593850]Proposal-3: Study potential specification impact related to assessment/monitoring of the untested model, referring to at least the following aspects:
· NW-side assessment method.
· Data collection procedure with the consideration to ensure sufficient data coverage.
· Identification of untested models and tested models.
· Activation mechanism of the untested model.
Xiaomi
Proposal 14: Confirm the necessity of monitoring/assessment of the inactive AI functionalities /AI models
Observation 5: The following specification impact are possible for the monitoring of inactive AI functionality/AI model
· Trigger/Request of monitoring/assessment of inactive functionalities or models 
· Measurement resource definition/configuration 
· Report of the data for monitoring 

Panasonic
Proposal 6: UE is not always required to support more than one model/functionality for the specific use case. 

Proposal 7: For the evaluation/validation of model/functionality, small number of UEs are activated and compared/evaluated before fully commercial usage as network implemenation.

Google
Proposal 8: For model monitoring interval, study the following options:
· Option 1: The model monitoring is performed based on the similar periodicity as RLM/BFD, e.g., every N ms.
· Option 2: The model monitoring is performed with a larger periodicity, e.g., every N second 
· Option 3: The model monitoring is performed after each prediction.
Proposal 9: After a detection of the performance failure for a prediction based on a AI/ML model, study the following options:
· Option 1: The model is assumed to be “invalid” for further communication
· Option 2: The detected prediction instance could be “invalid”, but the model may still be used for further communication
Samsung
Proposal #8: Study direct model monitoring, e.g., monitoring based on inference latency, and indirect monitoring, e.g., monitoring based on system performance, input/output data distribution, application condition, per use case.  
· Prioritize methods that do not require specifying monitoring metrics unless justified. 
CMCC
Proposal 12: For NW-sided AI/ML model, study the following mechanism for model monitoring
· Atl1. NW-side Model monitoring
· NW monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
Fraunhofer
Proposal 6: To predict the expected performance of inactive AI/ML model(s) without explicitly using them for monitoring purpose and measuring the inference accuracy/system performance, train an estimator from data that can predict the expected benefit of activating the functionality/model, considering the expected performance/QoS the functionality/model will bring, as well as the expected cost due to selection/activation/deactivation/switching of the candidate functionality/model.
Proposal 8: The AI/ML monitoring has extended AI/ML model fault management capabilities. It encapsulates a Fault Detection and a Fault Diagnosis function.
Proposal 9: Consider the requirements and applicability for simultaneous inference and monitoring at the UE.
Proposal 10: The AI/ML monitoring at the UE, can provide information to the NW at least on AI/ML model functionality, detected fault indicators and associated recommended actions, even for models identified only as logical models in the NW.
Proposal 11: In two-sided model for CSI feedback or CSI prediction use cases, the gNB monitors the performance of the AI model and detect any possible fault based on the transmitted CSI report from the UE. 

Lenovo
Proposal 9: Study assessment and monitoring methods in each sub use case together with performance evaluation and potential specification impact for different LCM operation purposes, e.g., activation, selection and switching, in the normative stage.

Qualcomm
Proposal 26: To avoid performance issues due to training and target platform differences, it is highly desirable for the trained model to be converted (quantized, compiled) and tested offline prior to being delivered to UE.

Proposal 27: Real-time performance monitoring that incurs high overhead, high complexity, or high latency should be deprioritized.

AT&T
Proposal 14: For model monitoring at UE side, performance feedback could be generated by gNB and terminated at the UE.  
NEC
Proposal 9: Study how to support model monitoring of multiple AI/ML models for the same functionality.
Proposal 10: Support configuring an AI/ML model functionality for monitoring without activation. Further study impact on UE reporting procedure for monitoring and LCM signaling design.
Proposal 11: Information of model monitoring methods can be provided to NW or UE. If model failure occurs, the cause of model failure may also be reported.
Proposal 12: At least for CSI/BM use cases, support ground truth data collection as one CSI report sub configuration.
Proposal 13: For UE-based monitoring, network should be able to configure one or more criteria to UE per AI/ML model/functionality to allow UE to determine model failure.
Proposal 14: Study L1/L2 based mechanism for UE reporting of model failure for UE sided model monitoring.
Proposal 15: For UE sided monitoring, study UE procedure for AI/ML model/functionality handling when UE reports an AI/ML model failure.
Proposal 21: Support UE capability reporting on the supported number of AI/ML models for parallel model monitoring and on the supported methods for model monitoring.
NTT Docomo
Proposal 9: Prioritize performance evaluable monitoring than performance unevaluable monitoring, where performance evaluable monitoring enables NW to observe the performance gap among AI features and fallback operations.
TCL Communication
Proposal 7: Monitoring event types include serving become better and serving become worse would be defined on the network, also the associated signaling would be future researched.
Proposal 8: The CSI framework should be enhanced to support monitoring event-based mechanism.
Continental Automotive
Proposal 1: Selection of candidate inactive models need to be further studied in terms of improving model switching performance and minimizing any potential impact (e.g., signalling overhead).
Proposal 2: The relationship between candidate inactive models and the pre-configured parameters (e.g., data drift) can be further studied as a guide of inactive model selection.
Proposal 3: The candidate inactive models are configured to be in different states such as partially/fully loaded or non-loaded.

Issue 8-13: model validation and monitoring of inactive models (continued from 7-26)
[FL1][FL2] Proposal 8-13a:
Confirm the necessity of assessment/monitoring of inactive models / functionalities, with the following assumptions as the starting point:
· Mechanisms defined for monitoring of active models/functionalities can be reused for assessment/monitoring of inactive models.
· The assessment of a model/functionality that has never been activated before is assumed to be up to network implementation, e.g., based on performance indicators provided during model identification, or by activating and monitoring the model/functionality for some UEs for the purpose of the assessment.
· Performance indicators may be provided during model identification.
· Other aspects are not precluded for further study or specification.

Study the necessity, feasibility, and potential specification impact of the following aspects to assess the applicability and expected performance of an inactive model/functionality:
· Configuring an AI/ML model/functionality for monitoring without activation (i.e., monitoring-only mode without inference)
· Dataset sharing from the network to the UE for assessment/monitoring of the inactive model/functionality.

	
	Yes
	No

	Agree?
	 Panasonic
	

	Company
	Comments

	vivo
	Confirming the necessity and reuse the mechanism for model monitoring is generic. How it is enabled can be next level details and may not be need to be touched at this stage. 
Performance indicator for the assessed model can be aligned during model identification procedure or can be specified directly for each use case. 
Feasibility of functionality performance assessment is unjustified since the network is not aware of which UEs have the same models and thus need to send the data to all UEs which would make the procedure infeasible.

Confirm the necessity of assessment/monitoring of inactive models / functionalities, with the following assumptions as the starting point:
· Mechanisms defined for monitoring of active models/functionalities can be reused for assessment/monitoring of inactive models.
· The assessment of a model/functionality that has never been activated before is assumed to be up to network implementation, e.g., based on performance indicators provided during model identification, or by activating and monitoring the model/functionality for some UEs for the purpose of the assessment.
· Performance indicators may be provided aligned during model identification.
· Other aspects are not precluded for further study or specification.

Study the necessity, feasibility, and potential specification impact of the following aspects to assess the applicability and expected performance of an inactive model/functionality:
· Configuring an AI/ML model/functionality for monitoring without activation (i.e., monitoring-only mode without inference)
· Dataset sharing from the network to the UE for assessment/monitoring of the inactive model/functionality.




	Xiaomi
	We could firstly confirm the necessity of assessment/monitoring of inactive models / functionalities. As for the details, we could further discussed in the normative work phase. 

	Huawei, HiSilicon
	1) The definition of performance indicator is not clear. If it means the target performance, then it can be either shared at model identification, or specified as testing requirement.
2) Not clear what does “monitoring without inference” mean. How can UE obtain the model output (based on which monitoring metrics are generated) without inference? Not clear why the dataset sharing is needed for monitoring the inactive model?
Changes:
Confirm the necessity of assessment/monitoring of inactive models / functionalities, with the following assumptions as the starting point:
· Mechanisms defined for monitoring of active models/functionalities can be reused for assessment/monitoring of inactive models.
· The assessment of a model/functionality that has never been activated before is assumed to be up to network implementation, e.g., based on performance indicators provided during model identification, or by activating and monitoring the model/functionality for some UEs for the purpose of the assessment.
· Performance indicators may be provided during model identification or specified as testing requirement.
· Other aspects are not precluded for further study or specification.

Study the necessity, feasibility, and potential specification impact of the following aspects to assess the applicability and expected performance of an inactive model/functionality:
· Configuring an AI/ML model/functionality for monitoring without activation (i.e., monitoring-only mode without inference)
· Dataset sharing from the network to the UE for assessment/monitoring of the inactive model/functionality.



	Panasonic
	Related to vivo comment, my thinking of functionality performance assessment would be no difference from current way of non-AI/ML operation. So RAN4 test and other IODT test would be used.


	NEC
	Support the proposal

	Fujitsu
	For UE-side monitoring and/or hybrid monitoring, monitoring of inactive models/functionalities may be different from the assessment/monitoring of inactive models.
One issue it that to make decision on activate one model/functionality, multiple inactive model(s)/functionality(s). Additional guidance information is needed for UE-side assessment/monitoring. Basically, It is up to NW side decision on what is expected from using AI/ML, e.g. it is for overhead reduction or it is for performance enhancement. Different AI/ML gain’s flavor may result in different inactive model/functionality being reported, selected, and activated. While for active model, since only one model was activated, there is no such need to indicate NW-side flavor on gain of using AI/ML to the UE. 
Therefore, we think it may be too early to conclude “Mechanisms defined for monitoring of active models/functionalities can be reused for assessment/monitoring of inactive models.” 
With above considerations, we have the following revisions to the proposal:

Confirm the necessity of assessment/monitoring of inactive models / functionalities, with the following assumptions as the starting point:
· Mechanisms defined for monitoring of active models/functionalities can be reused be taken as a reference for assessment/monitoring of inactive models.
· The assessment of a model/functionality that has never been activated before is assumed to be up to network implementation, e.g., based on performance indicators provided during model identification, or by activating and monitoring the model/functionality for some UEs for the purpose of the assessment.
· Performance indicators may be provided during model identification.
· Other aspects are not precluded for further study or specification.

Study the necessity, feasibility, and potential specification impact of the following aspects to assess the applicability and expected performance of an inactive model/functionality:
· Configuring an AI/ML model/functionality for monitoring without activation (i.e., monitoring-only mode without inference)
· Dataset sharing from the network to the UE for assessment/monitoring of the inactive model/functionality.
· NW provide assist information on its preference of using AI/ML to the UE for assessment/monitoring of the inactive model(s)/functionality(s), such as the information on overhead reduction or performance enhancement.




[bookmark: _Hlk143722534][FL3] Proposal 8-13b:
FL replies:
· To HW: In “monitoring without activation”, NW can request performance metrics/KPIs without activating the model. For example, UE may internally run inference on inactive model(s) to obtain the metrics/KPIs during a configured period of time, or UE may obtain metrics/KPIs in other manners without running inference. Dataset sharing is a mean for NW to provide performance requirement on a desired dataset and may be an efficient mechanism for UE to assess multiple models.
· to vivo/Panasonic: I think vivo has a point on the feasibility of the “performance indicator” for functionality. Besides RAN4 tests, models can be attached with a model-specific performance target. This will allow, for example, more stringent requirement for models developed for specific scenarios/sites, which can be monitored during model operation. For functionality, it may be hard to attach such a custom performance target.

Confirm the necessity of assessment/monitoring of inactive models / functionalities, with the following assumptions as the starting point:
· Mechanisms defined for monitoring of active models/functionalities can be reused for assessment/monitoring of inactive models/functionalities by activating them.
· [bookmark: _Hlk143636418]The assessment of a model/functionality that has never been activated before is assumed to be up to network implementation, e.g., based on performance indicators provided during model identification, or by activating and monitoring the model/functionality for some UEs for the purpose of the assessment.
· Performance indicators Target performance may be provided aligned during model identification, in addition to any RAN4 tests.
· Other aspects are not precluded for further study or specification.

[bookmark: _Hlk143723517]Study the necessity, feasibility, and potential specification impact of the following aspects may be considered for further study or in WI to assess the applicability and expected performance of an inactive model/functionality:
· [bookmark: _Hlk143723314]Configuring an AI/ML model/functionality for monitoring without activation (i.e., e.g., monitoring-only mode without inferencemeasurement reporting)
· Dataset sharing from the network to the UE for assessment/monitoring of the inactive model/functionality.
· NW may provide performance criteria/preference for UE’s model selection.
[bookmark: _Hlk143527086]
	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	AT&T
	For second and last bullet, the target performance or performance criteria can be configured for functionality based LCM on additional conditions provided by NW (i.e. NW indicates the performance requirement). Also, in fourth bullet, why can only inactive model be configured for monitoring? We can have a similar procedure where inactive functionality can be configured for monitoring. 

	ZTE
	· Both functionality and model require monitoring/assessment on inactive state
· Dataset sharing from the network to the UE for assessment/monitoring is useful to avoid localized data used by UE for monitoring.
· Regarding the target performance, it’s a requirement that should be first discussed by RAN4. 
· Target performance may be provided aligned during model identification, in addition to any RAN4 tests, where the target performance should be defined by RAN4.
· It’s still unclear to us on how to understand the ‘monitoring without activation’, it contradicts with the following assumption:
· Mechanisms defined for monitoring of active models/functionalities can be reused for assessment/monitoring of inactive models/functionalities by activating them.
We prefer a general description at this stage:
· [bookmark: _Hlk143723094]Configuring an inactive AI/ML model/functionality for monitoring without activation (i.e., e.g., monitoring-only mode without inferencemeasurement reporting)
· For model ID based LCM, the model selection should be indicated by network. The ‘performance criteria/preference’ may be the same as target requirement that should be defined by RAN4.
· NW may provide performance criteria/preference target performance for UE’s model monitoring selection, where the target performance should be defined by RAN4.

	Xiaomi
	Still suggest only confirming the main part. 
Then if the majority want to go further, maybe the first subbullet  and third subbullet is sufficient. And in the first subbullet, the words of “by activating them” should be deleated since for the input-based monitoring used for the monitoring of active model , there is no need for the model activation. 

Confirm the necessity of assessment/monitoring of inactive models / functionalities, with the following assumptions as the starting point:
· Mechanisms defined for monitoring of active models/functionalities can be reused for assessment/monitoring of inactive models/functionalities by activating them.
· The assessment of a model/functionality that has never been activated before is assumed to be up to network implementation, e.g., based on performance indicators provided during model identification, or by activating and monitoring the model/functionality for some UEs for the purpose of the assessment.
· Performance indicators Target performance may be provided aligned during model identification, in addition to any RAN4 tests.
· Other aspects are not precluded for further study or specification.


	Panasonic
	Reply to FL: 
I agee with what you said. Therefore, my understanding is functionality based does not allow the model specific scenarios/sites or UE side is required to such operation transpared to NW. "More stringent requirement for models developed for specific scenarios/sites" means NW awares the model. Therefore, it should be model based.


	CATT
	Almost fine with the first part.
For the second part:
1) Reporting may be reporting metric, KPI, or raw measurement. No need to introduce too much detail. The key point is no reporting.
· Configuring an AI/ML model/functionality for monitoring without activation (i.e., e.g., monitoring-only mode without inferencemeasurement reporting)
2) We do not introduce using specific dataset for the purpose of monitoring even for activated model. Why we need to increase air interface burden rather than simply field data collection?
· Dataset sharing from the network to the UE for assessment/monitoring of the inactive model/functionality.




[FL4] Proposal 8-13c:
FL replies
· To ZTE:
· Target performance is meant for model-specific performance that may be used for monitoring. The target performance can be derived/aligned during offline vendor collaboration. It’s beyond (and complimentary to) what RAN4 specifies. This will also address the limitation of RAN4 tests, as it’s unlikely for RAN4 tests to be based on real measurements.
· One way to monitor inactive AI/ML model/functionality is by activating it. The first bullet is meant to cover it. What we’re additionally discussing is ways to monitor inactive AI/ML model/functionality without activating it. I tried to make it clear in the revised proposal.
· To CATT: Rationale for dataset sharing is for NW to provide “test dataset” to assess inactive models. Let’s say the NW want to change some configuration. Then the NW can provide a “test dataset” for the new configuration and ask UE to assess the performance of inactive models that may be used under the new configuration. Also, dataset sharing has the added benefit of using the dataset to assess multiple inactive models.

Confirm the necessity of assessment/monitoring of inactive models / functionalities, with the following assumptions as the starting point:
· One way to monitor inactive models/functionalities is by activating them and reusing mechanisms defined for monitoring of active models/functionalities. Configuring an AI/ML model/functionality for monitoring without activation (i.e., e.g., monitoring-only mode without inferencemeasurement reporting)
· The following aspects may be considered for further study or in WI to assess the applicability and expected performance of an inactive model/functionality:
· Configuring an AI/ML model/functionality for monitoring without activation (i.e., e.g., monitoring-only mode without inferencemeasurement reporting predicted beams in BM Case 1 and 2)
· Dataset sharing from the network to the UE for assessment/monitoring of the inactive model/functionality.
· NW may provide performance criteria/preference for UE’s model selection.
· Other aspects are not precluded for further study or specification.

Performance indicators Target performance may be provided aligned during model identification, in addition to any RAN4 tests.

	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	Xiaomi
	Generally, we are OK with the main bullet and the first subbullet. But for the second subbullet , we think it it two specific and detailed. We suggest make it more generic. The following is our suggestion to replace current second subbullet
· Ways to monitor/assess the inactive model/functionality without activating them can be further considered 

	Panasonic
	Just to clarify the last bullet as following.

Target performance may be aligned between UE and NW during model identification, in addition to any RAN4 tests.


	AT&T
	Inactive functionalities can also be considered for monitoring, we can have 
Configuring an AI/ML model/functionality for monitoring without activation (i.e., e.g., monitoring-only mode without inferencemeasurement reporting predicted beams in BM Case 1 and 2)






2.2.3.11 Model update
Company proposals
NEC
Proposal 16: Study the methods to update AI/ML model with minimum interruptions of AI/ML model inference.
Proposal 17: In addition to Functionality (or Feature) and logical model ID, study whether additional information needs to be provided to UE on which model is to be updated.

2.2.3.12 UE capability
Company proposals
FUTUREWEI
Proposal 7: When studying UE AI/ML related capabilities, separate physical capabilities from functional capabilities.

Proposal 8: For UE physical capabilities, consider categorizing them that reflects their ability in handling various AI/ML complexities levels (such as low, medium and high), including pre- and post-processing.
· FFS: how to quantify low/medium/high
Google
Proposal 7: Support to handle the impact of the UE’s internal condition based on CPU framework
· Type1 CPU is occupied for processing other than model inference
· Type2 CPU is occupied for model interference 

LG
Proposal #8: Consider to introduce AI/ML processing unit (APU) to avoid excessive number of simultaneous AI/ML processing at UE side.

CMCC
Proposal 14: For AI-related UE capability, how to define and report the capability of training, power, computation, storage should be studied.

Lenovo
Proposal 11: Introduce AI/ML processing unit concept for high efficiency AI/ML resource management.

NEC
Proposal 20: Introduce AI/ML processing units (APUs) to reflect UE capability of AI/ML operations.


2.2.3.13 Interoperability and testability aspects
Previous agreements
	Agreement (RAN1 #110bis-e)
Study various approaches for achieving good performance across different scenarios/configurations/sites, including
· Model generalization, i.e., using one model that is generalizable to different scenarios/configurations/sites
· Model switching, i.e., switching among a group of models where each model is for a particular scenario/configuration/site
· [Models in a group of models may have varying model structures, share a common model structure, or partially share a common sub-structure. Models in a group of models may have different input/output format and/or different pre-/post-processing.]
· Model update, i.e., using one model whose parameters are flexibly updated as the scenario/configuration/site that the device experiences changes over time. Fine-tuning is one example.
FL recommendation 3-73d from RAN1 #110bis-e
Companies are encouraged to bring discussion on interoperability and testability aspects, including, but not limited to, the following:
· Discussion on testing model generalization performance
· Discussion on two-sided AI/ML model interoperability and testing
· Discussion on involvement of multiple parties including UE, NW, and TE vendors  how to support full NW-UE interoperability
· Discussion on how to handle multiple models (e.g., model switching, model selection)
· Discussion on how to handle model update (e.g., offline and online model update)
· Whether and how to test LCM
This discussion can also serve as an input for later RAN4 study.



Company proposals
Ericsson
[bookmark: _Toc142666544]Proposal 19	RAN1 should consider requirement setting and testing feasibility of proposed AI PHY solutions, but any requirement- and testing-related decisions should be taken by RAN4.
FutureWei
Proposal 9: Common assumptions, topics, and guidelines for the discussion of interoperability require further study.
Note: this may be use-case dependent. 
CATT
Proposal 26: From RAN4 perspective, reference model and reference dataset can be considered.
· Reference model serves for requirement design, similar to reference receiver. It does not aim at forcing vendors to implement such reference model in their products.
· Reference dataset serves for test case design, to guarantee the reproducibility of the test.
Qualcomm
Proposal 28: Study feasibility and specification impact, if any, of RAN4-test-like monitoring procedure over-the-air on deployed UEs for the assessment of newly deployed models that have not been activated before.
NTT Docomo
Proposal 6: The combination of performance monitoring and RAN4 test under the indicated conditions should be assumed to guarantee the performance.
Vivo
Send LS to RAN4 on recommendations on reference model structure for each use case. 
Fraunhofer
Proposal 4: To ensure sufficient input data coverage during verification of a UE-side or two-sided ML model after identification but prior to its first active use, the UEs capable of performing this validation are given specific patterns of input data (and/or side information) as queries to look for. Once such patterns are detected, data collection for the model validation process is triggered. 


[bookmark: _Hlk132835473]
2.3 Use cases
<empty>

2.4 Evaluations
2.4.1 Common evaluation methodology and KPIs
2.4.1.1 Dataset and model disclosure
Company proposals
CMCC
Proposal 15: A common data set for each use case could be encouraged to be constructed for evaluation and cross-checking of performance.
Nvidia
Proposal 3: Companies are encouraged to contribute real data to the 3GPP Rel-18 AI/ML study for NR air interface to help start to build up sets of real data in 3GPP.
Samsung
Proposal #12: For evaluation purpose, companies should report their results with, at least, a higher level description of their AI/ML model. higher level description includes 
-	Types of neural network for AI/ML model, e.g., CNN, LSTM, transformer, etc.
-	Number of layers

2.4.1.2 Model generalization
Company proposals
CMCC
Proposal 16: The average performance under multiple configurations / scenarios should be evaluated to evaluate the generalization capability of AI/ML model.
Proposal 17: The performance loss of intermediate or eventual performance KPIs using configurations / scenarios-common models over configurations / scenarios-specific models can also be adopted as the metric for evaluating the generalization performance.
Nvidia
Proposal 5: From a common framework’s perspective, introduce “in-distribution generalization” and “out-of-distribution generalization” in the terminology list and leave the details of generalization types to the discussion of each use case.
Proposal 6: In-distribution generalization: training and test data have the same distribution.
Proposal 7: Out-of-distribution generalization: training and test data do not have the same distribution.
Samsung
Proposal #12: The following cases for verifying the generalization performance of an AI/ML model over various scenarios/configurations:
· Case 1: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a dataset from the same Scenario#A/Configuration#A
· Case 2: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B
· Case 3: The AI/ML model is trained based on training dataset constructed by mixing datasets from multiple scenarios/configurations including Scenario#A/Configuration#A and a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B, and then the AI/ML model performs inference/test on a dataset from a single Scenario/Configuration from the multiple scenarios/configurations, e.g.,  Scenario#A/Configuration#A, Scenario#B/Configuration#B, Scenario#A/Configuration#B.
TCL Communication
Proposal 10: The generalization of an ML model is needed to be discussed, according to model deployment, model switching, and alignment of applicable settings.

2.4.1.3 Common KPIs
Previous agreements
	Agreement from RAN1 #110
The following is an initial list of common KPIs (if applicable) for evaluating performance benefits of AI/ML
· Performance
· Intermediate KPIs
· Link and system level performance 
· Generalization performance
· Over-the-air Overhead
· Overhead of assistance information
· Overhead of data collection
· Overhead of model delivery/transfer
· Overhead of other AI/ML-related signaling
· Inference complexity
· Computational complexity of model inference: FLOPs
· Computational complexity for pre- and post-processing
· Model complexity: e.g., the number of parameters and/or size (e.g. Mbyte)
· Training complexity
· LCM related complexity and storage overhead
· FFS: specific aspects
· FFS: Latency, e.g., Inference latency
Note: Other aspects may be added in the future, e.g. training related KPIs
Note: Use-case specific KPIs may be additionally considered for the given use-case. 

Agreement from RAN1 #110-bis-e
The following are additionally considered for the initial list of common KPIs (if applicable) for evaluating performance benefits of AI/ML
· Clarification on inference complexity
· Note: Inference complexity includes complexity for pre- and post-processing.
· LCM related complexity and storage overhead
· Storage/computation for training data collection.
· Storage/computation for training and model update
· Storage/computation for model monitoring.
· Storage/computation for other LCM procedures, e.g., model activation, deactivation, selection, switching, fallback operation.
· FFS: Power consumption, latency (e.g., Inference latency)

Conclusion from RAN#1 110-bis-e
This RAN1 study considers ML TOP/FLOP/MACs as KPIs for computational complexity for inference. However, there may be a disconnection between actual complexity and the complexity evaluated using these KPIs due to the platform- dependency and implementation (hardware and software) optimization solutions, which are out of the scope of 3GPP.

Agreement from RAN1 #112
For 3GPP AI/ML for PHY SI discussion, when companies report model complexity, the complexity shall be reported in terms of “number of real-value model parameters” and “number of real-value operations” regardless of underlying model arithmetic.




Company proposals
CATT
Proposal 23: At least for offline training, companies can voluntarily share their training strategies, but no need to set up training complexity KPIs for comparison. 
Proposal 24: It is more proper to discuss inference latency under UE/network capability, rather than common KPI for AI/ML model.
Proposal 25: Power consumption is not considered as a common KPI for AI/ML-based approach.
· It is up to companies’ interest to report their results of power consumption.
Ericsson
[bookmark: _Toc142666542]Proposal 17	For 3GPP AI/ML for PHY SI discussion, companies shall report nominal computational complexity values based on HLO representations before optimization (i.e., not accelerator-optimized computational complexity values). Otherwise, the reported computation complexity value cannot be included for a fair cross-company comparison.

[bookmark: _Toc127122456][bookmark: _Toc142666543]Proposal 18	To further 3GPP discussion and preparation of observations/conclusions for the technical report, three model size classes are defined per use case, as follows:
- Small models (e.g., < 1 M model parameters for positioning use cases)
- Medium-size models (e.g., 1 – 8 M model parameters for positioning use cases)
- Large models (e.g., > 8 M model parameters for positioning use cases)
CMCC
Proposal 18: The model size can be adopted as one representative KPI to evaluate the overhead of model delivery/transfer.
Proposal 19: The inference latency can be adopted as one common KPI when evaluating the performance of AI/ML model.
Proposal 20: When the performance monitoring metric/method is the input or output data-based monitoring method, such as data drift between training dataset and observed dataset or out-of-distribution detection, the overhead of storing these data and the complexity to compute the input or output data-based KPIs need to be considered.
Nvidia
Proposal 4: AI/ML model complexity and computational complexity should not be regarded as a roadblock to the adoption of AI/ML based algorithms for NR air interface.
Lenovo
Proposal 12: Consider latency as one of the KPIs/Metrics for the common aspects of an evaluation methodology:
· Latency
· Latency for data collection for model training and update.
· Latency for LCM procedures, e.g., model monitoring, update, training data transfer, model activation, deactivation, switching, and fallback operation
Proposal 13: Evaluations of an AI/ML scheme should include analysis of the latency/delays introduced by the AI/ML procedures (e.g., model training, update) and comparisons with the latency requirement of the system and latency for baseline Rel-17 schemes.  
TCL Communication
Proposal 11: To reduce the signaling overhead between the UE and the gNB, a rule is needed to roughly classify the model complexity.

NYCU, NTPU:
Proposal 3: How to define the power consumption of an AI/ML model corresponding to entities may be further study.

Proposal 4: Support adding power consumption as a common KPI for an AI/ML model.


2.5 Potential Specification Impact Assessment
<empty>

2.5.1 General observations
<empty>

2.5.2 PHY layer aspects
<empty>

2.5.3 Protocol aspects
<empty>

2.5.4 Interoperability and testability aspects
<empty>


2.6 [bookmark: _Ref128133289]SI structure
Company proposals
vivo:
Observation: RAN2 has agreed to deprioritize aspects of on-line/real-time training for the whole SI.


2.6.1 RAN1 sub-agendas


2.6.2 Coordination with RAN2 and SA
Company proposals
vivo:
Support to reuse the mechanism defined in SA2 (interoperability token) for aligning model description format for model transfer.
RAN1 concludes typical model size, frequency of model transfer/update and latency requirement and send LS to RAN2 to facilitate the discussion of solutions for the model transfer.
Send LS to SA2 and SA4 to study the potential specification impact of at least model transfer/deliver, model training, data collection and model identification.



2.6.3 Coordination with RAN4
Company proposals
Vivo:
Proposal 14: Send LS to RAN4 on recommendations on reference model structure for each use case. 

2.7 Others
<empty>


2.8 LS reply to RAN2 on data collection requirement

2.8.1 Overall description
RAN1 would like to thank RAN2 for LS on Data Collection Requirements and Assumptions.
RAN1 has discussed the requested Part A and Part B and agreed to provide the following answers.

2.8.2 Answer to Part A: RAN2 Assumptions on data collection that require RAN1 confirmation

Issue 8-20 (closed): Clarification on monitoring side and latency
[FL1] Discussion 8-20a:
RAN2’s wording of (real-time) monitoring, model monitoring at the NW side, model monitoring at the UE side is ambiguous and needs clarification. Below is RAN1’s interpretation in RAN1’s reply to RAN2.
· RAN1’s interpretation is that “monitoring” refers to KPI/metric calculations to assess functionality/model performance and making the KPI/metric available at the monitoring entity, and it does not refer to the resulting LCM decisions and actions such as functionality/model activation/deactivation/switching/fallback.
· Therefore, model monitoring at the NW/UE side means that NW/UE, respectively, calculates the KPI/metric; the entity that makes the LCM decisions may be different from the entity calculating the KPI/metric.
· Therefore, the latency for monitoring is defined as time from measurement to reporting of measurement. That is, it includes the time taken for KPI/metric calculations and reporting; it does not include time from reporting to LCM decision/action.

	Company
	Comments

	vivo
	Fine with this understanding. 

	Nokia/NSB
	OK. 

	Panasonic
	OK with us

	Xiaomi
	Support

	ZTE
	Support

	CATT
	Same understanding.

	Huawei, HiSilicon
	In our understanding, UE side monitoring means UE (based on monitoring input) to make decisions, NW side monitoring means NW (based on monitoring input) to make decisions. Such monitoring input can be either the calculated metrics, or the raw data (e.g., label and inference input/output).
Changes: 
· RAN1’s interpretation is that “monitoring” refers to monitoring inputs KPI/metric calculations to assess functionality/model performance and making the KPI/metric available at the monitoring entity, and it does not refer to the resulting LCM decisions and actions such as functionality/model activation/deactivation/switching/fallback.
· monitoring inputs may include the KPI/metric, or the raw data used to calculate the KPI/metrics
· Therefore, model monitoring at the NW/UE side means that NW/UE, respectively, making the decision calculates the KPI/metric; the entity that makes the LCM decisions may be different from the entity generating monitoring inputs calculating the KPI/metric.
· Therefore, the latency for monitoring is defined as time from measurement to reporting of monitoring inputs measurement. That is, it includes the time taken for monitoring inputs generation KPI/metric calculations and reporting; it does not include time from reporting to LCM decision/action.


	KDDI
	Support.

	Ericsson
	Agree with the proposal. Slight confusion on the last bullet.

· Therefore, the latency for monitoring is defined as time from measurement to reporting of measurement. That is, it includes the time taken for KPI/metric calculations and reporting; it does not include time from reporting to LCM decision/action.
Is it really a measurement that is reported? Should the red part be changed to “measurement or KPI/metric”. 

	Futurewei
	Support

	NEC
	OK

	IIT Kanpur
	Generally fine with the understanding. However, the monitoring also includes categorizing the model as working fine or not, e.g., based on comparison of some threshold value with the calculated KPI/metric, the monitoring entity can decide whether the model is performing as expected or not. 
The monitoring has to be done by the monitoring entity, but according to the first bullet “RAN1’s interpretation is that “monitoring” refers to KPI/metric calculations to assess functionality/model performance and making the KPI/metric available at the monitoring entity…”, it seems that monitoring is making the KPI/metric available at the monitoring entity. Then, what is the role of monitoring entity? If it is taking decision based on KPI/metric, then that should be termed as monitoring, else there is a contradiction here.

	NTT DOCOMO
	Support the proposal.




[FL2] Discussion 8-20b:
Decision by NW
· KPI at UE (measurement at UE  KPI calc at UE  reporting KPI  decision at another entity)
· KPI at NW/OTT (measurement at UE  report measurement  KPI calc at NW/OTT  decision at NW/OTT)
Decision by UE
· KPI at UE (measurement at UE  KPI calc at UE  reporting KPI  decision at UE)
RAN2’s wording of (real-time) monitoring, model monitoring at the NW side, model monitoring at the UE side is ambiguous and needs clarification. Below is RAN1’s interpretation in RAN1’s reply to RAN2.
· RAN1’s interpretation is that “monitoring” refers to KPI/metric calculations to assess functionality/model performance and making the KPI/metric available at the monitoring entity, and it does not refer to the resulting LCM decisions and actions such as functionality/model activation/deactivation/switching/fallback.
· Therefore, model monitoring at the NW/UE side means that NW/UE, respectively, calculates the KPI/metric; the entity that makes the LCM decisions may be different from the entity calculating the KPI/metric.
· Therefore, the latency for monitoring is defined as time from measurement to reporting of measurement KPI/metric. That is, it includes the time taken for KPI/metric calculations and reporting; it does not include time from reporting to LCM decision/action.

	Company
	Comments

	Fujitsu
	Decision by UE may bring further ambiguity to RAN2.

	
	



FL comment 8-20c:
The group decided to capture clarifications as needed in the replies to individual questions directly.


Issue 8-21: Part A, Assumption 1
	Assumption 1:
RAN2 assumes that for the data collection in some scenarios (e.g., internal data up to implementation or the existing data are enough), possibly no RAN2 specification effort is needed in some scenarios, e.g. (not exhaustive):
· For model inference of the UE-sided model, input data for model inference is available inside the UE.
· For UE-side (real-time) monitoring of the UE-sided model, performance metrics are available inside the UE. UE can independently monitor a model's performance without any data input from NW.



[FL1] Discussion 8-21a:
For model inference of the UE-sided model
· RAN1 confirms that input data coming from RS measurements are available inside the UE.
· However, some additional information or assistance information from the NW may also be needed.
· It is further clarified that input data available inside UE (coming from RS measurements) can still have some RAN1/2 specification effort depending on the enhancements/changes to the RS configuration and measurement framework.
For UE-side (real-time) monitoring of the UE-sided model, 
· For some use cases, UE may require certain assistance information, input data, or configuration from NW. This is under discussion in RAN1. Some examples (not exhaustive) are provided below:
· UE-sided monitoring of two-sided CSI compression may require reconstructed eigenvectors from the NW.
· RS transmission for ground truth measurement for CSI prediction and beam prediction
· Assistance information from NW to limit the number of beam measurements for Set A in beam prediction.
· Labelling assistance from LMF to UE for label-based monitoring methods for AI/ML assisted positioning.
· NW providing PRU-generated monitoring measurements to UE for UE-side positioning.
· There are proposals in RAN1 where NW can send data samples to help UE to do the monitoring.

	Company
	Comments

	vivo
	Support

	Panasonic
	OK with us

	ZTE
	General fine with the direction with some comments:
· Change ‘reconstructed eigenvectors’ to ‘output of CSI reconstruction model’
· For data samples used for monitoring, both input data and label may be required to calculate metrics. So, the ‘input data’ can be replaced by a general term ‘data samples’
· Thefollowing subbullet hasn’t been reached in AI beam agenda
· Assistance information from NW to limit the number of beam measurements for Set A in beam prediction.
· The following subbullet is already covered by last subbullet. From UE perspective, UE doesn’t have to tell the measurements are generated by PRU or other entity. The measurements are just some data samples for monitoring purpose.
· NW providing PRU-generated monitoring measurements to UE for UE-side positioning.


	CATT
	We think we can confirm this assumption. Not sure we need to provide all these examples in second bullet to RAN2. RAN2 already says ‘in some scenarios’, ‘possibly’ and ‘not exhaustive’.

	Xiaomi
	Firstly, we share the same feeling with CATT. 

If the majority want to give more information to RAN2, we are also OK with the update. But for the second bullet of model inference part, we need to list specific additional information or assistance information. Otherwise, RAN2 get nothing about the additional information or assistance information and then may feel difficulty in   handling this bullet. 


	LG
	Share similar view with CATT/Xiami

	IIT Kanpur
	Same comment as CATT. We can agree with the RAN2’s assumption.

	Huawei, HiSilicon
	1) For UE side inference/monitoring, remove the detailed information that has no RAN1 consensus, e.g., assistance information, label delivery for positioning. Such information with uncertainty does not help RAN2 to proceed the RAN2 spec impact study. In addition, that we do not think RS configuration is a kind of “input data” nor has particularly extra RAN2 impact (on the signaling of L3/MDT measurement/report).
2) For UE side monitoring, confirm the original RAN2 assumption. UE side calculation of KPIs/metrics is workable without additional information (except RS). 
3) Add other cases with no RAN2 spec impact. 
· E.g., UE side training for UE-sided model, the data is delivered from UE to OTT server with spec transparent manner.
· As other examples, some NW side training/inference/monitoring has no spec impact, too. 
Changes:
For model inference of the UE-sided model
· RAN1 confirms that input data coming from RS measurements are available inside the UE.
· The necessity, feasibility, and content of other additional information are under discussion at RAN1 with no consensus.
· However, some additional information or assistance information from the NW may also be needed.
· It is further clarified that input data available inside UE (coming from RS measurements) can still have some RAN1/2 specification effort depending on the enhancements/changes to the RS configuration and measurement framework.
For UE-side (real-time) monitoring of the UE-sided model, confirm that performance metrics are available inside the UE. UE can independently monitor a model's performance without any data input from NW.
· On top of that, For some use cases, UE may require certain assistance information, input data, or configuration from NW. This is under discussion in RAN1. Some examples (not exhaustive) are provided below:
· UE-sided monitoring of two-sided CSI compression may require reconstructed eigenvectors from the NW.
· RS transmission for ground truth measurement for CSI prediction and beam prediction
· Assistance information from NW to limit the number of beam measurements for Set A in beam prediction.
· Labelling assistance from LMF to UE for label-based monitoring methods for AI/ML assisted positioning.
· NW providing PRU-generated monitoring measurements to UE for UE-side positioning.
· There are proposals in RAN1 where NW can send data samples to help UE to do the monitoring.
Besides, RAN1 also finds the following procedure that may have no RAN2 specification effort
· For UE-side training of the UE-sided model for beam management and positioning, input data for model training is up to UE implementation and has no RAN2 impact.
For some scenario of Network-sided model (e.g., Case 3a for positioning, Case 2b/3b for ground-truth label obtainment at LMF, eventual KPI obtainment for monitoring of network-sided model of beam management/Positioning), input data for model training/inference/monitoring is available inside the Network entity.



[FL2] Discussion 8-21b:
For model inference of the UE-sided model
· RAN1 confirms that input data coming from RS measurements are available inside the UE.
· However, some additional information or assistance information from the NW may also be needed.
· It is further clarified that input data available inside UE (coming from RS measurements) can still have some RAN1/2 specification effort depending on the enhancements/changes to the RS configuration and measurement framework.
For UE-side (real-time) monitoring of the UE-sided model, 
· For some use cases, UE may require certain assistance information, input data, or configuration from NW. This is under discussion in RAN1. Some examples (not exhaustive) are provided below:
· UE-sided monitoring of two-sided CSI compression may require reconstructed eigenvectors from the NW.
· RS transmission for ground truth measurement for CSI prediction and beam prediction
· Assistance information from NW to limit the number of beam measurements for Set A in beam prediction.
· Labelling assistance from LMF to UE for label-based monitoring methods for AI/ML assisted positioning.
· NW providing PRU-generated monitoring measurements to UE for UE-side positioning.
· There are proposals in RAN1 where NW can send data samples to help UE to do the monitoring.
	Company
	Comments

	
	

	
	




[FL2][FL3][FL4] Discussion 8-21c: (latest status after offline session)
RAN1 confirms RAN2 assumption 1 with the following additional clarifications.
· For model inference of the UE-sided model, Assistance information from the NW is under RAN1 disussionmay also be needed.
· It is further clarified that input data available inside UE (coming from RS measurements) can still have some RAN1/2 specification effort depending on the enhancements/changes to the RS configuration and measurement framework.
For UE-side (real-time) monitoring of the UE-sided model, 
· For some use cases, UE may require certain assistance information, input data, or configuration from NW. This is under discussion in RAN1. Some examples (not exhaustive) are provided below:
· UE-sided monitoring of two-sided CSI compression may require reconstructed eigenvectors from the NW.
· RS transmission for ground truth measurement for CSI prediction and beam prediction
· Assistance information from NW to limit the number of beam measurements for Set A in beam prediction.
· Labelling assistance from LMF to UE for label-based monitoring methods for AI/ML assisted positioning.
· NW providing PRU-generated monitoring measurements to UE for UE-side positioning.
· There are proposals in RAN1 where NW can send data samples to help UE to do the monitoring.
	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	AT&T
	Support

	ZTE
	Ok the the direction. For the second part, the statement can also be general.
For some use cases, UE may require certain assistance information, input data, or configuration from NW. This is under discussion in RAN1.

	Panasonic
	OK with us.

	CATT
	OK with ZTE’s update.



Discussion 8-21d: (minor edit on latest status after offline session)
RAN1 confirms RAN2 assumption 1 with the following additional clarifications.
· For model inference of the UE-sided model, Assistance information from the NW is under RAN1 disussionmay also be needed.
· It is further clarified that input data available inside UE (coming from RS measurements) can still have some RAN1/2 specification effort depending on the enhancements/changes to the RS configuration and measurement framework.
For UE-side (real-time) monitoring of the UE-sided model, 
· For some use cases, UE may require certain assistance information, input data, or configuration from NW. This is under discussion in RAN1. Some examples (not exhaustive) are provided below:
· UE-sided monitoring of two-sided CSI compression may require reconstructed eigenvectors from the NW.
· RS transmission for ground truth measurement for CSI prediction and beam prediction
· Assistance information from NW to limit the number of beam measurements for Set A in beam prediction.
· Labelling assistance from LMF to UE for label-based monitoring methods for AI/ML assisted positioning.
· NW providing PRU-generated monitoring measurements to UE for UE-side positioning.
· There are proposals in RAN1 where NW can send data samples to help UE to do the monitoring.
	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	
	

	
	




Issue 8-22 (closed): Part A, Assumption 2
	Assumption 2:
For the latency requirement of data collection, RAN2 assumes:
· For all types of offline model training (i.e., UE- /NW-/ two-sided model training), there is no latency requirement for data collection 
· For model inference, when required data comes from other entities, there is a latency requirement for data collection
· For (real-time) model monitoring, when required monitoring data (e.g., performance metric) comes from other entities, there is a latency requirement for data collection.



[FL1][FL2] Discussion 8-22a:
RAN1 confirms RAN2’s Assumption 2, with the following clarification on the third bullet
· Monitoring data includes both calculated performance metric and the input data for metric calculation.

	Company
	Comments

	vivo
	Support

	Panasonic
	OK with us

	ZTE
	OK with the clarification on the third bullet.
We propose some revisions on the first and second bullet:
· For all types of offline model training (i.e., UE- /NW-/ two-sided model training), there is no latency requirement for data collection or the latency requirement can reuse the current requirements (e.g., latency requirements for SON/MDT, L3 measurement)
· For model inference of network-side model, when required data comes from other entities, there is a latency requirement for data collection . [If this bullet includes model inference of UE-side model, we don’t know what the latency requirement is referrring to]

	CATT
	OK.

	Xiaomi
	OK

	LG
	Not sure whether such clarification on the third bullet is really needed.

	IIT Kanpur
	Support.

	Huawei, HiSilicon
	Support

	NTT DOCOMO
	Support the proposal.



[FL2][FL3] Discussion 8-22b: (agreement from offline session)
RAN1 confirms Assumption 2, with the following clarification on the third bullet.
· Monitoring data includes both calculated performance metric and the input data for metric calculation.
	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	AT&T
	Support. We are fine with keeping the bullet.
· Monitoring data includes both calculated performance metric and the input data for metric calculation.

	ZTE
	We can live with current version although we think the removed part is useful.

	Panasonic
	OK with us

	CATT
	Maybe OK, though we think the removed part is useful.





Issue 8-23 (closed): Part A, Assumption 3
	Assumption 3:
RAN2 assumes that the analysis/selection of the data collection frameworks should focus on the RRC_CONNECTED state (for both data generation and reporting). Analysis and potential enhancement of the non-connected state can be revisited when needed.




[FL1][FL2] Discussion 8-23a:
RAN1 confirms RAN2’s Assumption 3 for CSI compression, CSI prediction, and beam prediction use cases.

For positioning, it is noted that existing specification supports DL PRS measurement and UE positioning in RRC_INACTIVE state. It is also noted that there are already some existing mechanisms to support measurements outside RRC connected state, e.g., logged MDT and positioning measurement in RRC inactive state. That being said, RAN1 confirms that RRC_CONNECTED can be a starting point and that non-connected state can be revisited when needed.


	Company
	Comments

	vivo
	Support

	Panasonic
	OK with us

	ZTE
	Agree in principle.

	CATT
	OK.

	Xiaomi
	OK

	KDDI
	Support.

	LG
	RAN2’s Assumption 3 says ‘data collection frameworks should focus on the RRC_CONNECTED state’. Since the major scenario for all use cases is RRC_connected state, the answer can simply be ‘yes’.

	IIT Kanpur
	Support.

	Huawei, HiSilicon
	Support

	NTT DOCOMO
	Support




[FL2][FL3] Discussion 8-23b: (agreement from offline session)
RAN1 confirms RAN2’s Assumption 3 for CSI compression, CSI prediction, and beam prediction, and positioning  use cases.
For positioning, it is noted that existing specification supports DL PRS measurement and UE positioning in both RRC_CONNECTED and RRC_INACTIVE state. It is also noted that there are already some existing mechanisms to support measurements outside RRC connected state, e.g., logged MDT and positioning measurement in RRC inactive state. That being said, RAN1 confirms RAN2’that RRC_CONNECTED can be a starting point and that non-connected state can be revisited when needed.
	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	AT&T
	Support

	ZTE
	Support.

	Panasonic
	OK with us

	CATT
	Should be good enough.




Issue 8-24: Part A, Assumption 4
	Assumption 4:
For the data generation entity and termination entity deployed at different entities, RAN2 made the following assumptions:
· [bookmark: _Hlk143724754]For CSI enhancement and beam management use cases:
· For model training, training data can be generated by UE/gNB and terminated at gNB/OAM/OTT server.
· For NW-sided model inference, input data can be generated by UE and terminated at gNB.
· [bookmark: _Hlk143725185]For UE-side model inference, input data/assistance information can be generated by gNB and terminated at UE.
· For model monitoring at the NW side, performance metrics can be generated by UE and terminated at gNB.
· For positioning enhancement use case:
· For model training, training data can be generated by UE/gNB and terminated at LMF/OTT server.
· For NW-sided model inference, input data can be generated by UE/gNB and terminated at LMF and/or gNB.
· For UE-side model inference, input data/assistance information can be generated by LMF/gNB and terminated at the UE.
· For model monitoring at the NW side, performance metrics can be generated by UE/gNB and terminated at LMF.




[bookmark: _Hlk143724458][FL1] Discussion 8-24a:

For the data generation entity and termination entity deployed at different entities, RAN1 revised the RAN2's assumptions as follows:
· For CSI compression enhancement and beam management use cases:
· For model training, training data can be generated by UE/gNB and terminated at NWgNB/OAM/OTT server.
· For NW-sided model inference and NW-part of two-sided model inference, input data and assistance information (if needed) can be generated by UE and terminated at gNB.
· For UE-side model inference and UE-part of two-sided model inference, input data/assistance information (if needed) can be generated by gNB and terminated at UE.
· For (real-time) model monitoring at the NW/OTT side, performance metrics data needed for performance metric calculation (if needed) can be generated by UE and terminated at gNB/OTT.
· For (real-time) model monitoring at the UE side, data needed for performance metric calculation (if needed) can be generated by gNB and terminated at UE.
· For positioning enhancement use case:
· For model training, training data can be generated by UE/PRU/gNB/LMF and terminated at NWLMF/OTT server.
· For LMFNW-sided model inference (Case 2b, Case 3b), input data and assistance information (if needed) can be generated by UE/gNB and terminated at LMF and/or gNB.
· For gNB-sided model inference (Case 3a), assistance information (if needed) can be generated by LMF and terminated at gNB.
· For UE-side model inference (Case 1, Case 2a), input data/assistance information (if needed) can be generated by LMF/gNB and terminated at the UE.
· For (real-time) model monitoring at the NWLMF/OTT side, performance metrics data needed for performance metric calculation (if needed) can be generated by UE/gNB and terminated at LMF/OTT.
· For (real-time) model monitoring at the UE side of the UE-side model, data needed for performance metric calculation (if needed) can be generated by gNB/LMF and terminated at UE.
· For (real-time) model monitoring at the gNB side of the gNB-side model, data needed for performance metric calculation (if needed) can be generated by LMF and terminated at gNB.

Note: For CSI prediction, the entities for data generation and termination are under RAN1 discussion.

Note: RAN1 notes that, regarding training, different NW entities for training (gNB/CN/LMF/OAM) is out of RAN1’s expertise that RAN1 cannot confirm. RAN1 simply denoted them as NW in the reply.

Note: RAN1 notes that, regarding model monitoring, performance metric is not a part of data collection but should rather be discussed as a procedure for performance monitoring. Instead, data needed for performance metric calculation (if needed) should be captured in the data collection requirement.



	Company
	Comments

	Vivo
	Some rewording is updated as following:
For beam management case and positioning case, there is also information provided by gNB and used as input data, e.g., the beam angle information and location information is directly used as model input.
· “For UE-side model inference and UE-part of two-sided model inference, input data and assistance information (if needed) can be generated by gNB and terminated at UE.”
· “For UE-side model inference (Case 1, Case 2a), input data and assistance information (if needed) can be generated by LMF/gNB and terminated at the UE.”

	ZTE
	Please see some comments:
· Not sure how OTT can perform real-time monitoring, prefer only focus on UE or network.
· Suggest to align the wordings in Discussion 8-20a for the following bullets:
· For (real-time) model monitoring at the NW/OTT side of UE-side model, performance metrics data needed for performance metric calculation (if needed) can be generated by UE and terminated at gNB/OTT.
· For (real-time) model monitoring at the UE side of UE-side model, data needed for performance metric calculation (if needed) can be generated by gNB and terminated at UE.
· Add more bullets for real time monitoring:
· For (real-time) model monitoring at network side of network-side model, data needed for performance metric calculation can be generated by UE and terminated at gNB
· For (real-time) model monitoring at network side of two-side model, data needed for performance metric calculation can be generated by UE and terminated at gNB

	CATT
	We don’t want to expend the entity mentioned by RAN2 too much. Some of the modification is not clear even in RAN1, e.g. UE monitoring performance in CSI compression. And we did not discuss too much on OTT server to do monitoring in real-time, it is doubtful whether it is realistic.
· For (real-time) model monitoring at the NW/OTT side, performance metrics data needed for performance metric calculation (if needed) can be generated by UE and terminated at gNB/OTT.
…
· For (real-time) model monitoring at the NWLMF/OTT side, performance metrics data needed for performance metric calculation (if needed) can be generated by UE/gNB and terminated at LMF/OTT.


	Panasonic
	If RAN1 start the discussion to modify the entity within the network (modification from gNB to NW, to have OTT or not,,, ), it can be overlapped with RAN2 discussion. RAN1 has focused to the interaction between UE-side / NW-side / neutral site. Therefore, instead of to modify these part, I propose to have following test.

RAN1 has been discussed the interaction among UE-side / NW-side / neutral site. Although there are difference of the views on the network entity location, RAN1 does not address the modification in this reply. RAN1 asssume the mapping of the entity within the network is managed by other working group.


	Xiaomi
	In the whole proposal, “assistance information” has been mentioned a lot. But on the other hand, whether assistance information is really needed and more information about “assistance information” e.g., content is absent. In this case, we don’t think including assistance information in the proposal would help RAN2 discussion. So our suggestion is to only list the assistance information which have been agreed in RAN1 in the proposal. 

	LG
	Similar concern as CATT. Detailed wording revision as above is not typical input between WGs. Better to point out what is wrong with RAN2’s assumption. 

	Huawei, HiSilicon
	The original RAN2 assumption 4 mixed different use cases and LCM procedures. Our suggestion is to discuss in per sub use case, per LCM procedure basis. Mixing the entities may cause confusion; e.g., in the first bullet, we say “For model training, training data can be generated by UE/gNB and terminated at NWgNB/OAM/OTT server.”, but for the combination of generating data at gNB and terminate at NW, RAN1 cannot give any guidance on the termination node (since mapping inside the NW side is not RAN1 scope).
In addition, the information with “(if needed)” is not appropriate to be delivered to RAN2, since they do not have consensus at RAN1.

An example is (note some of the sub-bullets add “[ ]” since they may have no spec impact as per Assumption 1):

· For CSI compression use case:
· For model training, training data can be generated by xxx and terminated at xxx.
· For model inference, inference data can be generated by xxx and terminated at xxx.
· For model monitoring at NW side, monitoring data can be generated by xxx and terminated at xxx.
· For model monitoring at UE side, monitoring data can be generated by xxx and terminated at xxx.
· For beam management use case:
· [For model training of UE side model, training data can be generated by xxx and terminated at xxx.]
· For model training of NW side model, training data can be generated by xxx and terminated at xxx.
· For model inference of NW side model, inference data can be generated by xxx and terminated at xxx.
· [For model inference of UE side model, inference data can be generated by xxx and terminated at xxx.]
· For model monitoring at NW side, monitoring data can be generated by xxx and terminated at xxx.
· [For model monitoring at UE side, monitoring data can be generated by xxx and terminated at xxx.]
· For positioning use case:
· [For model training of UE side model (Case 1/2a), training data can be generated by xxx and terminated at xxx.]
· [For model training of gNB side model (Case 3a), training data can be generated by xxx and terminated at xxx.]
· [For model training of LMF side model (Case 2b/3b), training data can be generated by xxx and terminated at xxx.]
· [For model inference of UE side model (Case 1/2a), inference data can be generated by xxx and terminated at xxx.]
· [For model inference of gNB side model (Case 3a), inference data can be generated by xxx and terminated at xxx.]
· For model inference of LMF side model (Case 2b/3b), inference data can be generated by xxx and terminated at xxx.
· [For model monitoring at UE side (Case 1/2a), monitoring data can be generated by xxx and terminated at xxx.]
· [For model monitoring at LMF side (Case 3a/2b/3b), monitoring data can be generated by xxx and terminated at xxx.]





[bookmark: _Hlk143724631][FL2][FL3] Discussion 8-24b:
For the data generation entity and termination entity deployed at different entities, RAN1 revised the RAN2's assumptions as follows:
· For CSI compression enhancement and beam management use cases:
· For model training, training data can be generated by UE/gNB and terminated at NWgNB/OAM/OTT server.
· For NW-sided model inference and NW-part of two-sided model inference, input data and assistance information (if needed) can be generated by UE and terminated at gNB.
· For UE-side model inference and UE-part of two-sided model inference, input data/assistance information (if needed) can be generated by gNB and terminated at UE.
· For (real-time) model monitoring at the NW/OTT side, performance metrics data needed for performance metric calculation (if needed) can be generated 	by UE and terminated at gNB/OTT.
· For (real-time) model monitoring at the UE side, data needed for performance metric calculation (if needed) can be generated by gNB and terminated at UE.
· For positioning enhancement use case:
· For model training, training data can be generated by UE/PRU/gNB/LMF and terminated at NWLMF/OTT server.
· For LMFNW-sided model inference (Case 2b, Case 3b), input data and assistance information (if needed) can be generated by UE/gNB and terminated at LMF and/or gNB.
· For gNB-sided model inference (Case 3a), assistance information (if needed) can be generated by LMF and terminated at gNB.
· For UE-side model inference (Case 1, Case 2a), input data/assistance information (if needed) can be generated by LMF/gNB and terminated at the UE.
· For (real-time) model monitoring at the NWLMF/OTT side, performance metrics data needed for performance metric calculation (if needed) can be generated by UE/gNB and terminated at LMF/OTT.
· For (real-time) model monitoring at the UE side of the UE-side model, data needed for performance metric calculation (if needed) can be generated by gNB/LMF and terminated at UE.
· For (real-time) model monitoring at the gNB side of the gNB-side model, data needed for performance metric calculation (if needed) can be generated by LMF and terminated at gNB.

Note: For CSI prediction, the entities for data generation and termination are under RAN1 discussion.

Note: RAN1 notes that, regarding training, different NW entities for training (gNB/CN/LMF/OAM) is out of RAN1’s expertise that RAN1 cannot confirm. RAN1 simply denoted them as NW in the reply.

Note: RAN1 notes that, regarding model monitoring, performance metric is not a part of data collection but should rather be discussed as a procedure for performance monitoring. Instead, data needed for performance metric calculation (if needed) should be captured in the data collection requirement.

	Company
	Comments

	ZTE
	The data transfer direction is not clear in this proposal:
1) For CSI and beam use case, the data transfer direction only includes UE->gNB;
UE->OTT
2) For positioning,  the data transfer direction only includes PRU->LMF; gNB->LMF ; UE->LMF; UE->OTT

	Xiaomi
	· In the whole proposal, “assistance information” has been mentioned a lot. But on the other hand, whether assistance information is really needed and more information about “assistance information” e.g., content is absent. In this case, we don’t think including assistance information in the proposal would help RAN2 discussion.  In this case, similar handling of assistance information in Assumption 1 can be considered . We just clarify in one  Note, assistance information for training, inference and monitoring may be needed and may be delivered from one entity to another entity. The details is under RAN1 discussion 
· In positioning use case, For the newly added bullet “For (real-time) model monitoring at the UE side of the UE-side model, data needed for performance metric calculation (if needed) can be generated by gNB/LMF and terminated at UE”, we could understand that LMF may transfer the label or approximation to the UE. But for the gNB, we don’t see any data generated from gNB to UE for the monitoring, So we suggest to remove gNB in this bullet. The following is our suggestion 
For (real-time) model monitoring at the UE side of the UE-side model, data needed for performance metric calculation (if needed) can be generated by gNB/LMF and terminated at UE
· In the positioning use case, for the newly added bullet “For (real-time) model monitoring at the gNB side of the gNB-side model, data needed for performance metric calculation (if needed) can be generated by LMF and terminated at gNB”, UE could also generate data for gNB side monitoring, e.g., UE’s coordinates . The following is our suggestion 
For (real-time) model monitoring at the gNB side of the gNB-side model, data needed for performance metric calculation (if needed) can be generated by LMF/UE and terminated at gNB



	Panasonic
	OK with us.

	CATT
	OK.
Regarding xiaomi’s 1st comment, seems gNB can provide some feedback to UE for AI/ML assisted positioning? (e.g. UE model output is TOA?)
Regarding xiaomi’s 2nd comment, we think UE will not provide coordinates to gNB. It is a principle in Positioning topic.



[bookmark: _Hlk143636269][bookmark: _Hlk143724057][FL4] Discussion 8-24c:
For the data generation entity and termination entity deployed at different entities, RAN1 revised the RAN2's assumptions as follows:
· For CSI compression enhancement and beam management use cases:
· For model training, training data can be generated by UE/gNB and terminated at NW/gNB/OAM/OTT server 
· For NW-sided model inference and NW-part of two-sided model inference, input data and assistance information (if needed) can be generated by UE and terminated at gNB.
· For UE-side model inference and UE-part of two-sided model inference, input data is internally available at UE/assistance information (if needed) can be generated by gNB and terminated at UE.
· For (real-time) model performance monitoring at the NW/OTT side, calculated performance metrics or data needed for performance metric calculation (if needed) can be generated by UE and terminated at gNB/OTT.
· For CSI enhancement and beam management use cases:
· For model training, training data can be generated by UE/gNB and terminated at gNB/OAM/OTT server.
· For NW-sided model inference, input data can be generated by UE and terminated at gNB.
· For UE-side model inference, input data/assistance information is internally available at UE. can be generated by gNB and terminated at UE.
· For performancemodel monitoring at the NW side, calculated performance metrics or data needed for performance metric calculation (if needed) can be generated by UE and terminated at gNB.
· For positioning enhancement use case:
· For model training, training data can be generated by UE/PRU/gNB/LMF and terminated at LMF/OTT server.
· For LMFNW-sided model inference (Case 2b, Case 3b), input data can be generated by UE/gNB and terminated at LMF gNB.
· For gNB-sided model inference (Case 3a), input data is internally available at gNB.
· For UE-side model inference (Case 1, Case 2a), input data/assistance information is internally available at UE can be generated by LMF/gNB and terminated at the UE.
· For model monitoring at the NWLMF side, calculated performance metrics or data needed for performance metric calculation (if needed) can be generated by UE/gNB and terminated at LMF.
Note: For CSI prediction, the entities for data generation and termination are under RAN1 discussion.
Note: RAN1 notes that, regarding training, different NW entities for training (gNB/CN/LMF/OAM) is out of RAN1’s expertise that RAN1 cannot confirm. RAN1 simply denoted them as NW in the reply.
Note: RAN1 notes that, regarding model monitoring, performance metric is not a part of data collection but should rather be discussed as a procedure for performance monitoring. Instead, data needed for performance metric calculation (if needed) should be captured in the data collection requirement.

	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	Xiaomi
	· For the positioning use case, there is performance monitoring at gNB-side and UE-side. So these two aspect should not be removed compared with previous version. 
· For the last subbullet of AI positioning, in the model monitoring at LMF side, the performance metric can be calculated at LMF side. So we suggest to add “”“（if needed）”after the performances
· For model monitoring at the NWLMF side, calculated performance metrics (if needed) or data needed for performance metric calculation (if needed) can be generated by UE/gNB and terminated at LMF.
·  For the second Note, we suggest the following update to make it clear 
Note: RAN1 notes that, regarding training, different NW entities for training data termination (gNB/CN/LMF/OAM) is out of RAN1’s expertise that RAN1 cannot confirm

	
	




[FL4] Discussion 8-24d:
For the data generation entity and termination entity deployed at different entities, RAN1 revised the RAN2's assumptions as follows:
· For CSI compression enhancement and beam management use cases:
· For model training, training data can be generated by UE/gNB and terminated at NW/gNB/OAM/OTT server 
· For NW-sided model inference and NW-part of two-sided model inference, input data and assistance information (if needed) can be generated by UE and terminated at gNB.
· For UE-side model inference and UE-part of two-sided model inference, input data is internally available at UE/assistance information (if needed) can be generated by gNB and terminated at UE.
· For (real-time) model performance monitoring at the NW/OTT side, calculated performance metrics or data needed for performance metric calculation (if needed) can be generated by UE and terminated at gNB/OTT.
· For CSI enhancement and beam management use cases:
· For model training, training data can be generated by UE/gNB and terminated at gNB/OAM/OTT server.
· For NW-sided model inference, input data can be generated by UE and terminated at gNB.
· For UE-side model inference, input data/assistance information is internally available at UE. can be generated by gNB and terminated at UE.
· For performancemodel monitoring at the NW side, calculated performance metrics or data needed for performance metric calculation (if needed) can be generated by UE and terminated at gNB.
· For positioning enhancement use case:
· For model training, training data can be generated by UE/PRU/gNB/LMF and terminated at LMF/OTT server.
· For LMFNW-sided model inference (Case 2b, Case 3b), input data can be generated by UE/gNB and terminated at LMF gNB.
· For gNB-sided model inference (Case 3a), input data is internally available at gNB.
· For UE-side model inference (Case 1, Case 2a), input data/assistance information is internally available at UE can be generated by LMF/gNB and terminated at the UE.
· For modelperformance monitoring at the NWLMF side, calculated performance metrics or data needed for performance metric calculation (if needed) can be generated by UE/gNB and terminated at LMF.
· For modelperformance monitoring at the NWgNB side, calculated performance metrics or data needed for performance metric calculation (if needed) can be generated by at least gNB.
Note: For CSI prediction, the entities for data generation and termination are under RAN1 discussion.
Note: RAN1 notes that, regarding training, different NW entities for training (gNB/CN/LMF/OAM) is out of RAN1’s expertise that RAN1 cannot confirm. RAN1 simply denoted them as NW in the reply.
Note: RAN1 did not reply on assistance information as assistance information is still under discussion in RAN1.
Note: RAN1’s understanding is that “input data” in the LS refers to essential inputs for the given use case and does not include other assistance/auxiliary information that a model may additionally use as input.  
Note: RAN1 notes that, regarding model monitoring, performance metric is not a part of data collection but should rather be discussed as a procedure for performance monitoring. Instead, data needed for performance metric calculation (if needed) should be captured in the data collection requirement.


	
	Yes
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	Agree?
	 
	

	Company
	Comments

	
	

	
	




[FL4] Discussion 8-24e:
· For CSI prediction enhancement and beam management use cases:
· For model training, training data can be generated by UE/gNB and terminated at gNB/OAM/OTT server.
· For NW-sided model inference, input data can be generated by UE and terminated at gNB.
· For UE-side model inference, input data/assistance information is internally available at UE can be generated by gNB and terminated at UE.
· For performancemodel monitoring at the NW side, calculated performance metrics or data needed for performance metric calculation (if needed) can be generated by UE and terminated at gNB.

	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	
	

	
	




2.8.3 Answer to Part B: Aspects of data collection that require RAN1 feedback/inputs
RAN2 has asked RAN1:
	To facilitate the discussion on data collection in RAN2 for further progress, RAN2 would like RAN1 to provide feedback/inputs on the following essential aspects:
· Data content
· Typical data size (value or value range) of the identified data content
· Reporting type (e.g., periodic, event triggered, other) of the identified data content
· Typical latency requirement (value or value range) to transfer the identified data content
RAN2 would require RAN1 feedback/inputs on the data collection requirements per LCM purpose (i.e., model training, inference and monitoring) for each (sub)use case, and the LCM sidedness should also be considered. Besides, RAN2 would also like to know to what extent the data would / should be specified (in detail).



RAN1’s answer is provided below.


Issue 8-25: How to capture latency
How do we want to capture latency requirements? Many companies proposed creating latency requirement categories.

[FL1] Discussion 8-25a:
In answering latency requirements, RAN1 used the following descriptions:
· Relaxed (e.g., minutes, hours, days, or no latency requirement)
· Near-real-time (e.g., 100s of msecs to a few seconds)
· Time-critical (e.g., a few msecs)
	Company
	Comments

	vivo
	Slight concerns that we may not be able to differentiate “near-real-time” and “time-critical” for various cases. 

	Nokia/NSB
	OK

	Panasonic
	OK with us

	Xiaomi
	Support

	ZTE
	To align the descriptions in LS. Prefer to use ‘real-time’ instead of ‘near-real-time’.

	CATT
	OK in general.

	Huawei, HiSilicon
	In general OK with the direction. If the relaxed is applicable for training, it is not likely to be accomplished within minutes; on the other hand, for near real-time, if it is applicable to monitoring, its range can be broader, from several tens of ms to a few minutes.
· Relaxed (e.g., minutes, hours, days, or no latency requirement)
· Near-real-time (e.g., several tens 100s of msecs to a few minutes seconds)
· Time-critical (e.g., a few msecs)

	Ericsson
	OK

	Futurewei
	OK in general. Not sure whether it is better to quantize “a few”, for example, 10ms? 
@ZTE: if ‘real-time’ is used for ‘near-real-time’, then what about time-critical? In our opinion real-time is shorter than time-critical. So maybe the order should be Relaxed -> time-critical (i.e., near-real-time) -> real-time?

	NEC
	OK

	LG
	Fine

	IIT Kanpur
	OK

	NTT DOCOMO
	Support the updated version by HW.




[FL2][FL3][FL4] Discussion 8-25b:
In answering latency requirements, RAN1 used the following descriptions:
· Relaxed (e.g., minutes, hours, days, or no latency requirement)
· Near-real-time (e.g., several tens 100s of msecs to a few seconds)
· Time-critical (e.g., a few msecs)

	Company
	Comments

	AT&T
	Support

	Panasonic
	OK with us

	CATT
	Fine to us.




Issue 8-26: What to capture in the tables
Besides obvious inputs and outputs of the AI/ML, there are many other data that could be collected, such as various assistance/auxiliary information, monitoring KPIs, etc. The FL feels that trying to list all of them will be time consuming and less useful to RAN2. Therefore, to contain the scope of discussion and make the response more relevant to RAN2, the FL suggests that RAN1 focus on main inputs and outputs.
Also, RAN2 did not ask slow-time-scale monitoring. RAN1 could add remark that slow-time-scale monitoring shares similar requirement to offline training, and focus on fast-time-scale monitoring in RAN1’s reply to RAN2.
Below please find FL’s recommendation in what to list in the tables.

[FL1] Discussion 8-26a:
General assumptions/remarks in RAN1’s answer:
· Model training is assumed to be offline training.
· Monitoring may be real-time or non-real-time. RAN2 can consider the requirements for data collection for non-real-time monitoring to be similar to offline training requirements.
· In addition to contents listed in the tables, there may be assistance information from NW to UE, such as codebook and beam information, that may be useful for the purpose of training, inference, and/or monitoring. Aspects related to such assistance information is not included in the following tables, as there has been no consensus on the contents of such assistance information. If agreed, the assistance information or reference to the assistance information (from UE to the network, or vice versa) may need to be standardized. 
· In addition, there may be other assistance/auxiliary information useful for training at the UE-side or third-party such as timestamp, data quality, UE speed, SNR, and vendor-specific information. Such information is not included in the following tables, as RAN1 has not discussed whether their standardization is required. For positioning enhancement, some information has been considered as Working Assumption in RAN1-112bis. 
· [bookmark: _Int_KwSS4KXm]For performance monitoring of UE-side AI/ML models, there could be different flavors, at least based on which side computes the monitoring KPIs (hence at which side the monitoring KPIs are created), and which side consumes this data. Given the fact that details of such monitoring KPIs and their reporting mechanisms have not been agreed yet, they are not included in the table. 

	Company
	Comments

	vivo
	Support the spirit of FL.

	Nokia/NSB
	Few comments in blue, 
· Model training is assumed to be offline training. - OK
· Monitoring may be real-time or non-real-time. RAN2 can consider the requirements for data collection for non-real-time monitoring to be similar to offline training requirements. – do not fully agree with the non-real time monitoring. If there is anything like offline model monitoring in non-real time, it is offline process and nothing that discussed in RAN1. 
· In addition to contents listed in the tables, there may be assistance information from NW to UE, such as codebook and beam information, that may be useful for the purpose of training, inference, and/or monitoring. Aspects related to such assistance information is not included in the following tables, as there has been no consensus on the contents of such assistance information. If agreed, the assistance information or reference to the assistance information (from UE to the network, or vice versa) may need to be standardized. – not agreed details. Just being generic should be ok. 
· In addition, there may be other assistance/auxiliary information useful for training at the UE-side or third-party such as timestamp, data quality, UE speed, SNR, and vendor-specific information. Such information is not included in the following tables, as RAN1 has not discussed whether their standardization is required. For positioning enhancement, some information has been considered as Working Assumption in RAN1-112bis. – Better to discuss this after use cases have data content agreements to LS responce. Until that, this is not related to the LS response to our reading. 
· For performance monitoring of UE-side AI/ML models, there could be different flavors, at least based on which side computes the monitoring KPIs (hence at which side the monitoring KPIs are created), and which side consumes this data. Given the fact that details of such monitoring KPIs and their reporting mechanisms have not been agreed yet, they are not included in the table. - OK


	Xiaomi
	· For the 2nd bullet, does the “real-time” here means the “time critical” in Discussion 8-25a? if so, we suggest to use the same word. In addition, we think the performance monitoring could be near real time as well. As for the non-real-time performance monitoring, is it for the purpose of model update? If so, we’d better to clarify it in the proposal. We suggest the following update for the second bullet 

Monitoring may be real-time time critical or near real time for the activation/deactivation/switch/fallback and may be Relaxed non-real-time for model/functionality update . RAN2 can consider the requirements for data collection for Relaxed non-real-time monitoring to be similar to offline training requirements.


	ZTE
	Please see some comments:
· 
· In addition to contents listed in the tables, there may be assistance information from NW to UE, such as codebook and beam information, that may be useful for the purpose of training, inference, and/or monitoring. Aspects related to such assistance information is not included in the following tables, as there has been no consensus on the contents of such assistance information. If agreed, the assistance information or reference to the assistance information (from UE to the network, or vice versa) may need to be standardized. [The examples are not necessary as we don’t have concensus so far.]
· Similar comment as Nokia on the third bullet.

	CATT
	OK with the direction. But we think current wording includes too many details for examples while RAN2 may not need them.

	Huawei, HiSilicon
	1) For the 1st bullet, offline changed to non-real time to be consistent with 2nd bullet.
2) For the 3rd bullet, some changes are made to make the status clarification more neutral. In addition, whether it has RAN2 impact is not clear, so the last sentence is removed.
3) For the 4th bullet, it is not clear to us why the auxiliary information is for UE side training data collection. In our understanding, UE side training data collection is feasible and beneficial by UE implementation. In addition, examples are removed other than what we have in the WA.
4) For the last bullet, is the intention not to capture monitoring data collection to the table? If there is no agreement at RAN1, then there is no need to capture “monitoring data collection” in the table for LS reply. Otherwise, we may discuss the data type/size for each candidate.

· Model training is assumed to be offline non-real time training.
· Monitoring may be near real-time or non-real-time. RAN2 can consider the requirements for data collection for non-real-time monitoring to be similar to offline training requirements.
· In addition to contents listed in the tables, there may be RAN1 has discussed assistance information from NW/UE to UE/NW, such as codebook and beam information, that may be useful for the purpose of training, inference, and/or monitoring. Aspects related to such assistance information is not included in the following tables, as there has been no consensus on the necessity/feasibility/contents of such assistance information. If agreed, the assistance information or reference to the assistance information (from UE to the network, or vice versa) may need to be standardized. 
· In addition, there may be other assistance/auxiliary information useful for training at the UE-side or third-party such as timestamp, data quality, UE speed, SNR, and vendor-specific information, that have been discussed in RAN1. Such information is not included in the following tables, as RAN1 has not discussed whether their standardization is required. For positioning enhancement, some information has been considered as Working Assumption in RAN1-112bis. 
· For performance monitoring of UE-side AI/ML models, there could be different flavors, at least based on which side computes the monitoring KPIs (hence at which side the monitoring KPIs are created), and which side consumes this data. Given the fact that details of such monitoring KPIs and their reporting mechanisms have not been agreed yet, they are not included in the table. 


	Ericsson
	Ok with bullet 1 and 2.
For bullet 3. Support Huawei’s proposals that it should be “NW/UE”.
With such amendment, we can combine bullet 3 and 4 according to below.
· In addition to contents listed in the tables, there may be RAN1 has discussed assistance information from NW/UE to UE/NW, such as codebook, beam information, timestamp, data quality, UE speed, SNR, and vendor-specific information for the purpose of training, inference, and/or monitoring. Aspects related to such assistance information is not included in the following tables, as there has been no consensus on the necessity/feasibility/contents of such assistance information. For positioning enhancement, some information has been considered as Working Assumption in RAN1-112bis. 
Bullet 4 is ok. 

	Futurewei
	Agree with some companies that we don’t need to include everything (it is not possible to include everything anyways). We can just provide the categories of data to be collected.

	NEC
	We have concerns on the following statement. To our understanding, offline training implies no spec impact, does this statement imply no spec impact on data collection for non-real-time monitoring too?
-	Monitoring may be real-time or non-real-time. RAN2 can consider the requirements for data collection for non-real-time monitoring to be similar to offline training requirements.

	NTT DOCOMO
	Agree with Xiaomi. If non-real time monitoring is mentioned, the purpose of (near) real time monitoring and non-real time monitoring should be given as follows. 
Monitoring may be real-time for model switching and fallback decision or non-real-time for model update decision. RAN2 can consider the requirements for data collection for non-real-time monitoring to be similar to offline training requirements.




[FL2][FL3] Discussion 8-26b:
General assumptions/remarks in RAN1’s answer:
· Model training is assumed to be offline training.
· Monitoring may be near-real-time or non-real-time. RAN2 can consider the requirements for data collection for non-real-time monitoring to be similar to offline training requirements.
· In addition to contents listed in the tables, there may be RAN1 has discussed assistance information from NW/UE to UE, such as codebook, and beam information, timestamp, data quality, UE speed, SNR, and vendor-specific information that may be useful for the purpose of training, inference, and/or monitoring. Aspects related to such assistance information is not included in the following tables, as there has been no consensus on the necessity/feasibility/contents of such assistance information. If agreed, the assistance information or reference to the assistance information (from UE to the network, or vice versa) may need to be standardized. 
· In addition, there may be other assistance/auxiliary information useful for training at the UE-side or third-party such as timestamp, data quality, UE speed, SNR, and vendor-specific information. Such information is not included in the following tables, as RAN1 has not discussed whether their standardization is required. For positioning enhancement, some information has been considered as Working Assumption in RAN1-112bis. 
· For performance monitoring of UE-side AI/ML models, there could be different flavors, at least based on which side computes the monitoring KPIs (hence at which side the monitoring KPIs are created), and which side consumes this data. Given the fact that details of such monitoring KPIs and their reporting mechanisms have not been agreed yet, they are not included in the table. 
· In the reply for Part B, RAN1 captured the typical data size per each data sample.
	Company
	Comments

	AT&T
	Support. We should also include time critical/real time monitoring for second bullet

	Panasonic
	Just to say "codebook" may be unclear to RAN2.
I have concern to have "vendor-specific information" in 3gpp standardization discussion.


	CATT
	Generally OK. But in the second bullet, it seems monitoring may also be time critical (depends on how we design metric calculation/feedback procedure).



[FL4] Discussion 8-26c:
General assumptions/remarks in RAN1’s answer:
· In the reply for Part B, RAN1 captured the typical data size per each data sample.
· Model training is assumed to be offline training.
· In addition to contents listed in the tables, there may be RAN1 has discussed assistance information from NW/UE to UE, such as beam codebook, and beam information, timestamp, data quality, UE speed, SNR, and vendor-specific information that may be useful for the purpose of training, inference, and/or monitoring. Aspects related to such assistance information is not included in the following tables, as there has been no consensus on the necessity/feasibility/contents of such assistance information. If agreed, the assistance information or reference to the assistance information (from UE to the network, or vice versa) may need to be standardized. 
· In addition, there may be other assistance/auxiliary information useful for training at the UE-side or third-party such as timestamp, data quality, UE speed, SNR, and vendor-specific information. Such information is not included in the following tables, as RAN1 has not discussed whether their standardization is required. For positioning enhancement, some information has been considered as Working Assumption in RAN1-112bis. 
· Monitoring may be near-real-time or non-real-time. RAN1 provided replies for near-real-time monitoring only. RAN2 can consider the requirements for data collection for non-real-time monitoring to be similar to offline training requirements.
· For performance monitoring of UE-side AI/ML models, there could be different flavors, at least based on which side computes the monitoring KPIs (hence at which side the monitoring KPIs are created), and which side consumes this data. Given the fact that details of such monitoring KPIs and their reporting mechanisms have not been agreed yet, they are not included in the table. 

	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	
	

	
	



Issue 8-27: Other considerations for RAN1 discussion of the LS reply
[FL1][FL2][FL3] Discussion 8-27a:
Please provide any other suggestions and comments regarding how to capture Part B.

	Company
	Comments

	ZTE
	· It should be clarified that the typical data size only include one data sample rather than all data samples for offline model training 
· It’s better to include one column for ‘data transfer direction’

	CATT
	Data that deliver to OTT server may not have spec impact. While data deliver to NW or UE may have spec impact.

	NTT DOCOMO
	Since Discussion 8-22 proposes monitoring data includes both calculated performance metric and the input data for metric calculation, the data transfer direction for monitoring should consider the transfer of calculated performance metric.
Also, prefer to decouple (near) real time monitoring and non-real time monitoring into different rows, because the latency requirement and the destination is different.





Issue 8-28: LS reply Part B CSI compression
Please find the initial draft in the table below and provide comments for discussion.
[FL1][FL2][FL3] Discussion 8-28a:
	LCM purpose
	Data content
	Data transfer direction
	Typical data size (per data sample)
	Reporting type

	Typical latency requirement
	Notes

	Offline model training
	Target CSI (Precoding Matrix)
	UE to NW/OTT
	Depends on format: 
~ 1000 bits (eType II), 
~ A few 1000 bits (eType-like with enhance parameters); 
~ 100K bits (float32)
	No agreement
	Relaxed

	

	
	Compressed CSI
(for sequential training)
	NW-first: NW-side training entity to UE-side training entity; 

UE-first: UE-side  training entity to NW-side  training entity
	~ 1000 bits
	offline
	Relaxed
	

	Inference
	CSI Feedback
	UE to NW
	~ 1000 bits
	periodic, aperiodic
	Time-critical
	Can use L1 report similar to legacy CSI

	UE-sided Monitoring
	Reconstructed CSI
	NW to UE
	~ 1000 bits (eType II format)
	No agreement
	Near-real-time
	

	NW/OTT-sided monitoring
	Target CSI (Precoding Matrix)
	UE to NW/OTT
	Depends on format: 
~ 1000 bits (eType II) 
~ A few 1000 bits (eType-like with enhanced parameters) 
~ 100K bits (float32)
	No agreement
	Near-real-time
	





	Company
	Comments

	vivo
	Will provide input in next rounds.

	Huawei, HiSilicon
	1) For “Typical data size”, Directly going to the table with detailed data size may diverge the discussions. Our suggestion is to focus on the data type/content as the 1st step, since for some sub use cases, even the data type/content may be controversial in RAN1.
E.g., whether raw channel matrix would be included; what is the ground-truth CSI format (Float32/scalar quantization/CB based quantization, etc.). In particular, we do not think the Float32 data is appropriate for UE report.
2) For “Data transfer direction”, “model training”, it should be changed to “NW-first: NW-side training entity to UE-side training entity; 
UE-first: UE-side  training entity to NW-side  training entity”, since there is still open discussion at RAN1 whether air-interface signaling is used for dataset delivery. Accordingly, “Reporting type” should be “offline No agreement”

3) For “monitoring”, we have eventual KPI based monitoring, which can be no RAN2 spec impact. We can add a note to reflect this situation.

	ZTE
	1) Propose some wording changes to align with discussions in use cases：
a. Target CSI (Precoding Matrix)->Target CSI( Precoding matrix or channel matrix); 
b. Compressed CSI (for sequential training)-> Target CSI( precoding matrix for Type 3 separate training)
2) Agree with the second comment from Huawei
3) There are already agreements for network-side monitoring and UE side monitoring. RAN1 may need to confirm the feasibility and necessity. We suggest to change ‘no agreement’ to ‘RAN1 to confirm the feasibility and necessity’.
Agreement
In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact for intermediate KPIs based monitoring including at least:
· NW-side monitoring based on the target CSI with realistic channel estimation associated to the CSI report, reported by the UE or obtained from the UE-side. 
· UE-side monitoring based on the output of the CSI reconstruction model, subject to the aligned format, associated to the CSI report, indicated by the NW or obtained from the network side.
· Network may configure a threshold criterion to facilitate UE to perform model monitoring. 
· UE-side monitoring based on the output of the CSI reconstruction model at the UE-side
· Note: CSI reconstruction model at the UE-side can be the same or different comparing to the actual CSI reconstruction model used at the NW-side. 
· Network may configure a threshold criterion to facilitate UE to perform model monitoring. 
· FFS: Other solutions, e.g., UE-side uses a model that directly outputs intermediate KPI. Network-side monitoring based on target CSI measured via SRS from the UE.
Note: Monitoring approaches not based on intermediate KPI are not precluded
Note: the study of intermediate KPIs based monitoring should take into account the monitoring reliability (accuracy), overhead, complexity, and latency.

	CATT
	Similar view as ZTE. 




[FL4] Discussion 8-28c:
	LCM purpose
	Data content
	Data transfer direction
	Typical data size (per data sample)
	Reporting type

	Typical latency requirement
	Notes

	Offline model training
	Target CSI (Precoding Matrix or channel matrix)
	UE to training entity
	Depends on format: 
~ 1000 bits (eType II), 
~ A few 1000 bits (eType-like with enhance parameters); 
~ 100K bits (float32)
	No agreement
	Relaxed

	

	
	Compressed CSI
(for sequential training)
Target CSI (precoding matrix for Type 3 separate training)
	NW-first: NW-side training entity to UE-side training entity; 

UE-first: UE-side  training entity to NW-side  training entity
	~ 1000 bits
	offline
	Relaxed
	

	Inference
	CSI Feedback
	UE to NW
	~ 1000 bits
	periodic, aperiodic
	Time-critical
	Can use L1 report similar to legacy CSI

	NW/OTT-sided real-time monitoring
	Reconstructed CSI
	NW to UE
	~ 1000 bits (eType II format)
	No agreement
RAN1 to confirm the feasibility and necessity
	Near-real-time
	

	
	Target CSI (Precoding Matrix)
	UE to NW/OTT
	Depends on format: 
~ 1000 bits (eType II) 
~ A few 1000 bits (eType-like with enhanced parameters) 
~ 100K bits (float32)
	No agreement
RAN1 to confirm the feasibility and necessity
	Near-real-time
	



	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	ZTE
	1) There is no training entity is defined so far. It’s better not to mention it. E.g., change ‘UE to training entity’ in offline training into ‘UE to NW/UE-side’.
2) There is an observation in 9.2.2.1. The float8 CSI can work with minor performance degradation. It’s better use float 8 to calculate the channel matrix overhead. 
3) Regarding the NW-side monitoring, the following reporting type should be captured.
Agreement
In CSI compression using two-sided model use case, further study the necessity, complexity, overhead, latency and potential specification impact on ground truth CSI report for NW side data collection for model performance monitoring, including:   
· Scalar quantization for ground-truth CSI
· FFS: any processing applied to the ground-truth CSI before scalar quantization
· Codebook-based quantization for ground-truth CSI
· FFS: Parameter set enhancement of existing eType II codebook, based on evaluation results in 9.2.2.1
· RRC signaling and/or L1 signaling procedure to enable fast identification of AI/ML model performance
· Aperiodic/semi-persistent or periodic ground-truth CSI report.

	
	




Issue 8-29: LS reply Part B CSI prediction
Please find the initial draft in the table below and provide comments for discussion.

[FL1][FL2][FL3] Discussion 8-29a:
	LCM purpose
	Data content
	Data transfer direction
	Typical data size (per data sample)
	Reporting type

	Typical latency requirement
	Notes

	Offline model training
	Target CSI in observation and prediction window
	UE to NW/OTT
	Depends on format and window size (assumed 10 samples below): 
~ 10K bits (eType II), 
~ A few tens of Kbits (eType-like with enhance parameters); 
~ 100K bits (float32)
	No agreement
	Relaxed
	

	Inference
	Predicted CSI feedback (AI/ML output)
	UE to NW
	~ 1000 bits (eType II)
	Periodic, aperiodic
	Time-critical
	Can use L1 report similar to legacy CSI

	NW/OTT-sided monitoring
	Ground truth corresponding to future CSI
	UE to NW/OTT
	~ 1000 bits (eType II)
	No agreement
	Near-real-time
	




	Company
	Comments

	vivo
	Will provide input in next rounds.

	Huawei, HiSilicon
	Same suggestion as Issue 8-28a, that we should first discuss the data type/content to be captured. For CSI prediction, it is not appropriate to adopt precoding matrix (different from CSI compression), since the conversion to precoding matrix will cause loss of information.
In addition, for CSI prediction, the training/monitoring (intermediate KPI based) data collection is purely at UE side implementation, and data does not need to be delivered to NW. Therefore, for “Data transfer direction”, “training” and “monitoring”, it should be “UE to NW/OTT”

	ZTE
	For CSI prediction, if network-side training is not considered for the UE-side model, the data collection for model training and monitoring should be up to UE implementation. Therefore, the data transfer direction for offline model training should be from UE to OTT. For real-time model monitoring, the data is available inside the UE, UE doesn’t have to transfer the data to OTT. 
We should focus on the issue with specification impact rather than implementation issue.

	CATT
	Depending on model transfer/delivery (from NW to UE) is considered or not, training dataset may or may not be transferred to NW. 
We can try either (1) remove the ‘to NW’ for offline model training for now but add a note to clarify. (2) add a [] for ‘to NW’



[FL4] Discussion 8-29b:
	LCM purpose
	Data content
	Data transfer direction
	Typical data size (per data sample)
	Reporting type

	Typical latency requirement
	Notes

	Offline model training
	Target CSI in observation and prediction window
	UE to training entity
	Depends on format and window size (assumed 10 samples below): 
~ 10K bits (eType II), 
~ A few tens of Kbits (eType-like with enhance parameters); 
~ 100K bits (float32)
	No agreement
	Relaxed
	

	Inference
	Predicted CSI feedback (AI/ML output)
	UE to NW
	~ 1000 bits (eType II)
	Periodic, aperiodic
	Time-critical
	Can use L1 report similar to legacy CSI

	NW/OTT-sided real-time monitoring
	Ground truth corresponding to future CSI
	UE to NW/OTT
	~ 1000 bits (eType II)
	No agreement
	Near-real-time
	



	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	ZTE
	1) There is no training entity is defined so far. It’s better not to mention it. E.g., change ‘UE to training entity’ in offline training into ‘UE to NW/UE-side’.
2) There is an observation in 9.2.2.1. The float8 CSI can work with minor performance degradation. It’s better use float 8 to calculate the channel matrix overhead. 


	
	



Issue 8-30: LS reply Part B beam management
Please find the initial draft in the table below and provide comments for discussion.
[FL1][FL2] Discussion 8-30a:

Table 12: Data collection aspects for AI/ML for beam management
	LCM purpose
	UE-side/NW-side models
	Data content
	Data transfer direction
	Typical data size (per sample)
	Reporting type
	Typical latency requirement
	Notes

	offline model training
	UE-side
	L1-RSRP, Beam-ID for Set B, Set A
	UE to NW/OTT

	10s of bits
(Typical data size is based on existing L1-RSRP reporting methodology)
	No agreement
	Relaxed
	No consensus on reporting type yet



	
	NW-side
	For Set B: L1-RSRPs [and beam-IDs]

For Set A: L1-RSRPs and/or beam-IDs
	UE to NW/OTT
	10s of bits

	No agreement
	Relaxed
	Agreed options to be studied as data content.
No consensus on reporting type yet

	Inference
	NW-side
	L1-RSRP, Beam-ID for Set B
	UE to NW
	10s of bits
(Typical data size is based on existing L1-RSRP reporting methodology)
	TBD (periodic/semi-persistent/aperiodic)
	Time-critical
	

	NW/OTT-sided monitoring
	NW-side (model)
	L1-RSRP, Beam-ID for Set A
	UE to NW/OTT
	10s of bits
(Typical data size is based on existing L1-RSRP reporting methodology)
	No agreement
	Near-real-time
	





	Company
	Comments

	vivo
	Will provide input in next rounds.

	ZTE
	1) For network side model, the data transfer direction should be ‘UE to NW/OTT’
2) Why do we need to discuss OTT-sided monitoring for NW-side model? NW is responsible for monitoring the NW-side model rather than OTT




[FL4] Discussion 8-30b:

Table 13: Data collection aspects for AI/ML for beam management
	LCM purpose
	UE-side/NW-side models
	Data content
	Data transfer direction
	Typical data size (per sample)
	Reporting type
	Typical latency requirement
	Notes

	offline model training
	UE-side
	L1-RSRP, Beam-ID for Set B, Set A
	UE to training entity

	10s of bits
(Typical data size is based on existing L1-RSRP reporting methodology)
	No agreement
	Relaxed
	No consensus on reporting type yet



	
	NW-side
	For Set B: L1-RSRPs [and beam-IDs]

For Set A: L1-RSRPs and/or beam-IDs
	UE to training entity
	10s of bits

	No agreement
	Relaxed
	Agreed options to be studied as data content.
No consensus on reporting type yet

	Inference
	NW-side
	L1-RSRP, Beam-ID for Set B
	UE to NW
	10s of bits
(Typical data size is based on existing L1-RSRP reporting methodology)
	TBD (periodic/semi-persistent/aperiodic)
	Time-critical
	

	NW/OTT-sided real-time monitoring
	NW-side (model)
	L1-RSRP, Beam-ID for Set A
	UE to NW/OTT
	10s of bits
(Typical data size is based on existing L1-RSRP reporting methodology)
	No agreement
	Near-real-time
	



	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	ZTE
	1) There is no training entity is defined so far. It’s better not to mention it. E.g., change ‘UE to training entity’ in offline training into ‘UE to NW/UE-side’.
2) There is an observation 9.2.4.2 that data collection can use L1 signaling or high-layer signaling.

Observation
Regarding data collection for NW-side AI/ML model of BM-Case1 and BM-Case2, the following reporting signaling for beam-specific aspects maybe applicable: 
· L1 signaling to report the collected data 
· Higher-layer signaling to report the collected data 
· At least not applicable to AI/ML model inference
· Note1: higher layer signaling design is up to other WG(s)
· Note2: Whether each signaling applicable to each LCM purpose is a separate discussion
· Note3: The legacy signaling principle (e.g. RSRP reporting for L1) can be re-used


	
	



Issue 8-31: LS reply Part B positioning
Please find the initial draft in the table below and provide comments for discussion.
[FL1][FL2] Discussion 8-31a:

	LCM purpose
	Case
	Data content
	Data transfer direction
	Typical data size (per data sample)
	Reporting type

	Typical latency requirement
	Notes

	Offline model training
	1, 2a, 3a, 3b
	Measurements: timing, power, and/or phase info


	1,2a: UE/PRU to NW/OTT
3a,3b: gNB to NW/OTT


	26.66k bits (256 measurements/PRS; 4 PRS resources)
426.56k bits (256 measurements/PRS; 64 PRS resources) 


	
No agreement
	Relaxed
	

	
	2b
	Measurements: Intermediate positioning measurement (timing, RSRP/RSRPP, LOS/NLOS indicator, and/or angle, etc.)
	UE/PRU to NW/OTT
	752 bits (9 measurements/PRS; 4 PRS resources)

12.032 kbits (9 measurements/PRS; 64 PRS resources)
	No agreement
	Relaxed
	

	
	1, 2b, 3b
	Label: Location information
	UE/PRU/LMF to NW/OTT
3b: gNB to NW/OTT
	32 to 144 bits 
[See Note1 below for assumptions]

	No agreement
	Relaxed
	

	
	2a, 3a
	Label: Intermediate positioning measurement (timing, RSRP/RSRPP, LOS/NLOS indicator, and/or angle, etc.)
	2a: UE/PRU/LMF to NW/OTT
3a: LMF to NW/OTT
	112 bits (one measurement/PRS; 4 PRS resources)
1792 bits (one measurement/PRS; 64 PRS resources)
[See Note1 below for assumptions]
	No agreement
	Relaxed
	

	Inference
	1
	Location information
See note.2 for additional content

	UE to LMF
	32 to 144 bits 

	Event triggered, semi-periodic, periodic
(1 to 64 seconds) see IE Periodic Reporting [TS 37.355]
	Response time (e.g., 10s millisecond to hundreds of seconds) [see IE ResponseTime in TS 37.355]
	

	
	2a, 3a
	Intermediate positioning measurement of PRS (timing, RSRP/RSRPP, LOS/NLOS indicator, angle, etc.)
See note.2 for additional content
	2a: UE to LMF
3a: gNB to LMF
	112 bits (one measurement/PRS; 4 PRS resources)
1792 bits (one measurement/PRS; 64 PRS resources)
[See Note1 below for assumptions]

	Same as case 1
	Same as case 1
	

	
	2b
	Intermediate positioning measurement of PRS (timing, RSRP/RSRPP, LOS/NLOS indicator, and angle, etc.)
	UE to LMF
	752 bits (9 measurements/PRS; 4 PRS resources)
12.032 kbits (9 measurements/PRS; 64 PRS resources)
[See Note1 below for assumptions]

	Same as case 1
	Same as case 1
	

	
	3b
	Intermediate positioning measurement (timing, RSRP/RSRPP, LOS/NLOS indicator, and/or angle, etc.) 
	gNB to LMF
	26.66k bits (256 measurements/PRS; 4 PRS resources)
426.56k bits (256 measurements/PRS; 64 PRS resources) 

	Same as case 1
	Same as case 1
	

	Note1: Timing info is 21 bits for first arrival and 14 bits for relative timing; power/real info is 7 bits for first value and 6 bits for relative powers/real values (see TS 37.355)
nr-DL-PRS-RSRP-Result-r16  7 bits
nr-DL-PRS-RSRP-ResultDiff-r16  6 bits
nr-RSTD-r16  16 to 21 bits
nr-RelativeTimeDifference-r16  9 to 14 bits






	Company
	Comments

	vivo
	Will provide input in next rounds.

	Huawei, HiSilicon
	1) For “Typical data size”, Same suggestion as Issue 8-28a, that we should first discuss the data type/content/resolution to be captured. E.g., for 1/2b/3b, depending on the specific data types of CIR/PDP/DP/RSRPP, etc., and depending on the number of samples (9, 16, or up to 256), the size of data varies significantly.
2) For “Data transfer direction”, “training”, 
· if data content is “Measurements”: for UE side model of Case 1/2a, NW does not need to be involved, i.e., “1,2a: UE/PRU to NW/OTT”. For Case 3a/3b with NW side model, similarly that OTT is not involved, i.e., “3a: gNB to NW, 3a/3b: gNB to NW/OTT”; similarly, for Case 2b, “UE/PRU to NW/OTT”. 
· If data content is “label”, NW does not need to be involved, i.e., “1: UE/PRU to OTT; 2b/3b, LMF generates inside; 3a: NW generates inside”

3) For “Data transfer direction”, “inference”,
· For Case 1, there seems to be no need to deliver either input or output of the inference from UE to LMF; UE may also use the output by itself. Thus; better to add “UE to LMF (if needed)”
· For Case 2a/3a and 2b/3b, they all use “Intermediate positioning measurement of PRS” as “Data content”, but they should be subject to different types (2a/3a is model output; 2b/3b is raw measurement data as model input)


4) In addition, for model input of “timing, power, and/or phase info” and model output of “timing, RSRP/RSRPP, LOS/NLOS indicator, and angle, etc.”, what is the additional spec impact is being discussed at RAN1; better to add a “note: additional spec impact for the type/size is being discussed at RAN1” to reflect this.



	ZTE
	1)  For UE side model of Case 1/2a, the data collection is up to UE implementation.
2) For network data collection, we don’t see the need to transfer the data from gNB to OTT.
3) For typical data size, it’s better only focus on single TRP. The number of TRP is up to implementation. We cannot assume measurements fro 18 TRPs are always needed.




[FL4] Discussion 8-31b:

	LCM purpose
	Case
	Data content
	Data transfer direction
	Typical data size (per data sample)
	Reporting type

	Typical latency requirement
	Notes

	Offline model training
	1, 2a, 3a, 3b
	Measurements: timing, power, and/or phase info


	1,2a: UE/PRU to training entity
3a,3b: gNB to training entity


	26.66k bits (256 measurements/PRS; 4 PRS resources)
426.56k bits (256 measurements/PRS; 64 PRS resources) 


	
No agreement
	Relaxed
	

	
	2b
	Measurements: Intermediate positioning measurement (timing, RSRP/RSRPP, LOS/NLOS indicator, and/or angle, etc.)
	UE/PRU to training entity
	752 bits (9 measurements/PRS; 4 PRS resources)

12.032 kbits (9 measurements/PRS; 64 PRS resources)
	No agreement
	Relaxed
	

	
	1, 2b, 3b
	Label: Location information
	UE/PRU/LMF to training entity
3b: gNB to training entity
	32 to 144 bits 
[See Note1 below for assumptions]

	No agreement
	Relaxed
	

	
	2a, 3a
	Label: Intermediate positioning measurement (timing, RSRP/RSRPP, LOS/NLOS indicator, and/or angle, etc.)
	2a: UE/PRU/LMF to training entity
3a: LMF to training entity
	112 bits (one measurement/PRS; 4 PRS resources)
1792 bits (one measurement/PRS; 64 PRS resources)
[See Note1 below for assumptions]
	No agreement
	Relaxed
	

	Inference
	1
	Location information
See note.2 for additional content

	UE to LMF (if needed)
	32 to 144 bits 

	Event triggered, semi-periodic, periodic
(1 to 64 seconds) see IE Periodic Reporting [TS 37.355]
	Response time (e.g., 10s millisecond to hundreds of seconds) [see IE ResponseTime in TS 37.355]
	

	
	2a, 3a
	Intermediate positioning measurement of PRS (timing, RSRP/RSRPP, LOS/NLOS indicator, angle, etc.) as model output
See note.2 for additional content

	2a: UE to LMF
3a: gNB to LMF
	112 bits (one measurement/PRS; 4 PRS resources)
1792 bits (one measurement/PRS; 64 PRS resources)
[See Note1 below for assumptions]

	Same as case 1
	Same as case 1
	

	
	2b
	Intermediate positioning measurement of PRS (timing, RSRP/RSRPP, LOS/NLOS indicator, and angle, etc.) as model input
	UE to LMF
	752 bits (9 measurements/PRS; 4 PRS resources)
12.032 kbits (9 measurements/PRS; 64 PRS resources)
[See Note1 below for assumptions]

	Same as case 1
	Same as case 1
	

	
	3b
	Intermediate positioning measurement of PRS (timing, RSRP/RSRPP, LOS/NLOS indicator, and/or angle, etc.) as model input
	gNB to LMF
	26.66k bits (256 measurements/PRS; 4 PRS resources)
426.56k bits (256 measurements/PRS; 64 PRS resources) 

	Same as case 1
	Same as case 1
	

	Note1: Timing info is 21 bits for first arrival and 14 bits for relative timing; power/real info is 7 bits for first value and 6 bits for relative powers/real values (see TS 37.355)
nr-DL-PRS-RSRP-Result-r16  7 bits
nr-DL-PRS-RSRP-ResultDiff-r16  6 bits
nr-RSTD-r16  16 to 21 bits
nr-RelativeTimeDifference-r16  9 to 14 bits
Note 2: additional measurement types and sizes are being discussed in RAN1.



	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	ZTE
	1) Change ‘training entity’ to ‘LMF’
2) Overhead calculation should be based on single TRP. In reality, the number of TRP is implementation issue. Based on the overhead calculation (yellow part) in 9.2.4.2:
[image: ]
Based on the following assumptions, the overhead is about 304 bits~1792 bits

nr-DL-PRS-RSRP-ResultDiff-r16  6 bits
nr-RSTD-r16  16 to 21 bits
nr-RelativeTimeDifference-r16  9 to 14 bits
, , , PDP as model input


	
	



3. GTW session (Monday)

[FL1][FL2] Proposal 8-10a: (same as 7-25b)
For UE sided models and two-sided models, for models that are not transparent to the network, UE-autonomous mechanisms should not be considered for selection, activation, deactivation, switching, and fallback and the final decision should be made by the network:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network or predefined by spec, UE’s decision is reported to network


[FL1][FL2] Proposal 8-5a
· Conclude that applicable functionalities/models can be reported either proactively or reactively based on network’s request. Consider reusing existing mechanisms as a starting point, e.g., 
· UE Assistance Information, details are RAN2 discussion
· RRC Complete message, details are RAN2 discussion

[bookmark: _Hlk143526746][FL2] Proposal 8-7b:
· Model identification Type A is supported for offline model identification in model-ID-based LCM.
· Once models are identified via Type A, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.
· FFS: Using a procedure other than UE capability report
· Model identification Type B2 is supported to be used along with model transfer from NW to UE.
· FFS: whether/how UE confirms the support of the transferred model
· In model identification Type B2, when used along with model transfer Case z3/z4, the new model being identified is associated with a model of the same structure that has been previously identified, e.g.,  via Type A.
· NW has the control to assign model IDs in model identification [Type B1 and] Type B2.
· Deprioritize FFS: use cases and support of model identification Type B1.

[FL2] Proposal 8-1b:
Study the following aspects of signaling for data collection procedure related to the triggering of data collection:
· UE-initiated, for UE-side data collection
· E.g., Mechanism to request RS configuration
· Network-initiated
· Event-triggered based on network configuration
· E.g., Configuration of criteria based on data quality requirement, scenario, assistance information for data categorization

[FL2] Proposal 8-2b
FL notes: Several companies’ comments on removing RRC/LPP from the first bullet. If so, the first bullet becomes the same as previous agreement, hence deleted in the updated proposal.
Further clarification on functionality terminology:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configurations are the conditions in forms of RRC/LPP IE(s) reported by UE capability.
· A functionality refers to a specific configuration of the Feature/FG or a set of configurations of Feature/FG and may serve as a unit of activation/deactivation/switching in functionality-based LCM.
· Identified functionalities: functionalities corresponding to conditions indicated by UE capability 
· Configured functionalities: functionalities that are configured by the NW among identified functionalities
· Applicable functionalities: functionalities that are currently reported as applicable at the UE among identified functionalities

[bookmark: _Hlk143526788][FL2] Proposed Conclusion 8-8b:
Conclude that model ID in RAN1 discussion may or may not be globally unique, and different types of model IDs may be created for a single model for various LCM purposes. For example,
· A global model ID may be utilized during model identification to identify a model without duplication and for model transfer.
· A locally unique model ID may be sufficient for model activation, deactivation, switching, fallback, and monitoring, at least for signalling overhead saving purposes.
Details can be studied in the WI phase.

[bookmark: _Hlk143526951][FL2] Proposal 8-11b:
· For UE side and UE part of two-sided models, study
· Processing time and delay requirement for the model/functionality activation, deactivation, switching, fallback, and model delivery/transfer
· Methods for functionality/model switching (including transparent model switching at UE) with no or minimum interruptions 
· Processing capability for concurrently activated AI/ML models/functionalities.
· The study may be performed at corresponding WG(s).
· Consider to introduce AI/ML processing unit (APU) to avoid excessive number of simultaneous AI/ML processing at UE side


Discussion 8-20b:
Decision by NW
· KPI at UE (measurement at UE  KPI calc at UE  reporting KPI  decision at another entity)
· KPI at NW/OTT (measurement at UE  report measurement  KPI calc at NW/OTT  decision at NW/OTT)
Decision by UE
· KPI at UE (measurement at UE  KPI calc at UE  reporting KPI  decision at UE)
RAN2’s wording of (real-time) monitoring, model monitoring at the NW side, model monitoring at the UE side is ambiguous and needs clarification. Below is RAN1’s interpretation in RAN1’s reply to RAN2.
· RAN1’s interpretation is that “monitoring” refers to KPI/metric calculations to assess functionality/model performance and making the KPI/metric available at the monitoring entity, and it does not refer to the resulting LCM decisions and actions such as functionality/model activation/deactivation/switching/fallback.
· Therefore, model monitoring at the NW/UE side means that NW/UE, respectively, calculates the KPI/metric; the entity that makes the LCM decisions may be different from the entity calculating the KPI/metric.
· Therefore, the latency for monitoring is defined as time from measurement to reporting of measurement KPI/metric. That is, it includes the time taken for KPI/metric calculations and reporting; it does not include time from reporting to LCM decision/action.

Discussion 8-21b:
For model inference of the UE-sided model
· RAN1 confirms that input data coming from RS measurements are available inside the UE.
· However, some additional information or assistance information from the NW may also be needed.
· It is further clarified that input data available inside UE (coming from RS measurements) can still have some RAN1/2 specification effort depending on the enhancements/changes to the RS configuration and measurement framework.
For UE-side (real-time) monitoring of the UE-sided model, 
· For some use cases, UE may require certain assistance information, input data, or configuration from NW. This is under discussion in RAN1. Some examples (not exhaustive) are provided below:
· UE-sided monitoring of two-sided CSI compression may require reconstructed eigenvectors from the NW.
· RS transmission for ground truth measurement for CSI prediction and beam prediction
· Assistance information from NW to limit the number of beam measurements for Set A in beam prediction.
· Labelling assistance from LMF to UE for label-based monitoring methods for AI/ML assisted positioning.
· NW providing PRU-generated monitoring measurements to UE for UE-side positioning.
· There are proposals in RAN1 where NW can send data samples to help UE to do the monitoring.

Discussion 8-22a:
RAN1 confirms RAN2’s Assumption 2, with the following clarification on the third bullet
· Monitoring data includes both calculated performance metric and the input data for metric calculation.

Discussion 8-23a:
RAN1 confirms RAN2’s Assumption 3 for CSI compression, CSI prediction, and beam prediction use cases.

For positioning, it is noted that existing specification supports DL PRS measurement and UE positioning in RRC_INACTIVE state. It is also noted that there are already some existing mechanisms to support measurements outside RRC connected state, e.g., logged MDT and positioning measurement in RRC inactive state. That being said, RAN1 confirms that RRC_CONNECTED can be a starting point and that non-connected state can be revisited when needed.
Discussion 8-24b:
For the data generation entity and termination entity deployed at different entities, RAN1 revised the RAN2's assumptions as follows:
· For CSI compression enhancement and beam management use cases:
· For model training, training data can be generated by UE/gNB and terminated at NWgNB/OAM/OTT server.
· For NW-sided model inference and NW-part of two-sided model inference, input data and assistance information (if needed) can be generated by UE and terminated at gNB.
· For UE-side model inference and UE-part of two-sided model inference, input data/assistance information (if needed) can be generated by gNB and terminated at UE.
· For (real-time) model monitoring at the NW/OTT side, performance metrics data needed for performance metric calculation (if needed) can be generated 	by UE and terminated at gNB/OTT.
· For (real-time) model monitoring at the UE side, data needed for performance metric calculation (if needed) can be generated by gNB and terminated at UE.
· For positioning enhancement use case:
· For model training, training data can be generated by UE/PRU/gNB/LMF and terminated at NWLMF/OTT server.
· For LMFNW-sided model inference (Case 2b, Case 3b), input data and assistance information (if needed) can be generated by UE/gNB and terminated at LMF and/or gNB.
· For gNB-sided model inference (Case 3a), assistance information (if needed) can be generated by LMF and terminated at gNB.
· For UE-side model inference (Case 1, Case 2a), input data/assistance information (if needed) can be generated by LMF/gNB and terminated at the UE.
· For (real-time) model monitoring at the NWLMF/OTT side, performance metrics data needed for performance metric calculation (if needed) can be generated by UE/gNB and terminated at LMF/OTT.
· For (real-time) model monitoring at the UE side of the UE-side model, data needed for performance metric calculation (if needed) can be generated by gNB/LMF and terminated at UE.
· For (real-time) model monitoring at the gNB side of the gNB-side model, data needed for performance metric calculation (if needed) can be generated by LMF and terminated at gNB.

Note: For CSI prediction, the entities for data generation and termination are under RAN1 discussion.

Note: RAN1 notes that, regarding training, different NW entities for training (gNB/CN/LMF/OAM) is out of RAN1’s expertise that RAN1 cannot confirm. RAN1 simply denoted them as NW in the reply.

Note: RAN1 notes that, regarding model monitoring, performance metric is not a part of data collection but should rather be discussed as a procedure for performance monitoring. Instead, data needed for performance metric calculation (if needed) should be captured in the data collection requirement.

Discussion 8-25b:
In answering latency requirements, RAN1 used the following descriptions:
· Relaxed (e.g., minutes, hours, days, or no latency requirement)
· Near-real-time (e.g., several tens 100s of msecs to a few seconds)
· Time-critical (e.g., a few msecs)

Discussion 8-26b:
General assumptions/remarks in RAN1’s answer:
· Model training is assumed to be offline training.
· Monitoring may be near-real-time or non-real-time. RAN2 can consider the requirements for data collection for non-real-time monitoring to be similar to offline training requirements.
· In addition to contents listed in the tables, there may be RAN1 has discussed assistance information from NW/UE to UE, such as codebook, and beam information, timestamp, data quality, UE speed, SNR, and vendor-specific information that may be useful for the purpose of training, inference, and/or monitoring. Aspects related to such assistance information is not included in the following tables, as there has been no consensus on the necessity/feasibility/contents of such assistance information. If agreed, the assistance information or reference to the assistance information (from UE to the network, or vice versa) may need to be standardized. 
· In addition, there may be other assistance/auxiliary information useful for training at the UE-side or third-party such as timestamp, data quality, UE speed, SNR, and vendor-specific information. Such information is not included in the following tables, as RAN1 has not discussed whether their standardization is required. For positioning enhancement, some information has been considered as Working Assumption in RAN1-112bis. 
· For performance monitoring of UE-side AI/ML models, there could be different flavors, at least based on which side computes the monitoring KPIs (hence at which side the monitoring KPIs are created), and which side consumes this data. Given the fact that details of such monitoring KPIs and their reporting mechanisms have not been agreed yet, they are not included in the table. 
· In the reply for Part B, RAN1 captured the typical data size per each data sample.
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[bookmark: _Hlk143607798][FL2] Proposal 8-7d:
· In model identification Type B2, when used along with model transfer Case z3/z4, When a model of a known structure at UE (e.g., Case z4) is transferred from NW, the new model being identified (e.g., via Type B2) is associated aligned with an identified model at the UE via the same structure with a model of the same structure that has been previously identified, e.g., via Type A.
· NW has the control to assign model IDs in model identification Type B1 and Type B2.
· Deprioritize FFS: use cases and support of model identification Type B1.

[FL2] Proposal 8-4b
In functionality-based LCM, NW may provide assistance information in the form of scenario ID, configuration ID, site ID, or dataset ID explicit or implicit information to UE.
UE may use the ID assistance information for 
· Dataset categorization for training
· Inference
· Model monitoring/assessment
· Transparent model selection and switching within a functionality
· Determining and dynamically indicating the support/applicability of a given functionality 
Study whether/how information about scenarios, configurations, sites, and datasets may be indicated by UE capability.
Detailed contents of assistance information can be studied in each use case.

[FL2] Proposal 8-11b:
· For UE side and UE part of two-sided models, study
· Processing time and delay requirement for the model/functionality activation, deactivation, switching, fallback, and model delivery/transfer
· Methods for functionality/model switching (including transparent model switching at UE) with no or minimum interruptions 
· Processing capability for concurrently activated AI/ML models/functionalities.
· The study may be performed at corresponding WG(s).
· Consider to introduce AI/ML processing unit (APU) to avoid excessive number of simultaneous AI/ML processing at UE side
[FL2] Proposed Conclusion 8-8b:
Conclude that model ID in RAN1 discussion may or may not be globally unique, and different types of model IDs may be created for a single model for various LCM purposes. For example,
· A global model ID may be utilized during model identification to identify a model without duplication and for model transfer.
· A locally unique model ID may be sufficient for model activation, deactivation, switching, fallback, and monitoring, at least for signalling overhead saving purposes.
Details can be studied in the WI phase.

[FL2] Proposal 8-1b:
Study the following aspects of signaling for data collection procedure related to the triggering of data collection:
· UE-initiated, for UE-side data collection
· E.g., Mechanism to request RS configuration
· Network-initiated
· Event-triggered based on network configuration
· E.g., Configuration of criteria based on data quality requirement, scenario, assistance information for data categorization

[FL2] Proposal 8-2b
FL notes: Several companies’ comments on removing RRC/LPP from the first bullet. If so, the first bullet becomes the same as previous agreement, hence deleted in the updated proposal.
Further clarification on functionality terminology:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configurations are the conditions in forms of RRC/LPP IE(s) reported by UE capability.
· A functionality refers to a specific configuration of the Feature/FG or a set of configurations of Feature/FG and may serve as a unit of activation/deactivation/switching in functionality-based LCM.
· Identified functionalities: functionalities corresponding to conditions indicated by UE capability 
· Configured functionalities: functionalities that are configured by the NW among identified functionalities
· Applicable functionalities: functionalities that are currently reported as applicable at the UE among identified functionalities

[bookmark: _Hlk143607955][FL2] Proposed Conclusion 8-9b:
Capture the following conclusions into the TR.
· Need of model delivery/transfer
· It is well understood that, for certain use cases or deployment scenarios, a single model may not generalize well, or scenario/configuration/site-specific models may have lower model size and complexity compared to a single generalizable model. In this scenario, model switching among a group of scenario/configuration/site-specific models will be beneficial. Given that UE may have a limited storage space to store all the models, UE may have to download applicable models as needed from a model storage (either NW or an OTT server). Therefore, it is concluded that model delivery/transfer storage is may be beneficial under some use cases and should be supported.
· Model parameter update on a deployed model via model delivery/transfer
· While models can be trained and updated via offline engineering, such offline training takes a longer time scale, especially in scenarios where multi-vendor training collaboration is needed. Therefore, it may be beneficial to support model parameter update on a deployed model via model delivery/transfer may be considered, when shorter model parameter update timescale with less or no offline engineering or vendor-collaboration is desired.
· For UE-side models, a UE/chipset vendor, or a 3rd party who has access to the model training environment and dataset, can perform model training and deliver/transfer the updated model parameters to the target devices. Either open format or proprietary format model could be used for model delivery/transfer. The model could be stored either inside or outside NW for delivery/transfer.
· For UE-sided models and UE-part of two-sided models, model parameter update on a deployed model can be achieved when the model is an open format AI/ML model whose parameters are updated at a training location with access to training data and the updated model is stored at a storage location from which the model can be readily transferred/delivered to UE. An example is a training at a NW, or at an entity outside the NW having access to training data, and stored in an open-format model and delivered (Case y) or transferred (Case z3,z4) to UE. If the training server inside/outside the NW has access to target-device training environment and/or target-specific conversion (or compilation) process, the model may be converted to a target-specific proprietary format before delivery/transfer to UE (Case y,z1,z2). An example is a NW having access to target-specific conversion environment (Case z2) or a vendor-owned training server either inside/outside of NW that has easy access to training data (Case z1,y).
· Model delivery/transfer in an open format model requires UE capability of compiling the model on-the-fly before using it for inference. Another possibility is to send the open format model to the UE/chipset vendor to compile/test the model, either in offline timescale or automated manner, before delivering/transferring to UE. 
· There are also potential concerns/challenges associated with model parameter update without going through offline compiling, quantization, and full testing of the model. Quantization-aware-training is generally preferred for its better performance to post-quantization training. Therefore, it is desirable for the training entity to have access to the quantization information of the model and the training environment. Lack of offline testing of the newly updated model may raise performance concerns, so it becomes more important to have proper functionality/model monitoring after deployment to mitigate the concern.
· Preservation of proprietary design
· The proprietary design disclosure concern may arise either from model training or model storage. If a UE-side or a UE-part of two-sided model is trained at another party, its proprietary design may be revealed to the training party. Thus, training mechanisms without revealing the proprietary model design may need to be studied. Business agreements could be made to not disclose the proprietary design secret to a 3rd party outside the model owner and the training party. Similarly, if a UE-side or a UE-part of two-sided model is stored at another party in an open format, its proprietary design may be revealed to the party storing the model. Mechanisms to protect the secrecy of the model may exist to protect the model design secrecy from the storing party.
· Model delivery/transfer of an unknown model structure at UE (Case z5)
· Model delivery/transfer of an unknown model structure at UE is very challenging, because the lack of target device specific optimization and lack of testing of the structure along with the rest of the chipset implementation runs the risk of degraded performance and chipset malfunctioning. Given that model structure is not frequently updated, there is no strong reason not to test the new structure offline, and more desirably, optimize the structure to the target device. Once the new model structure is confirmed to work well with the target device, it can be identified as a new model structure, and UE capability of the target devices can be updated to indicate the support of the new structure, after which its model parameters may be updated via model delivery/transfer. Therefore, there is no practical reason to support model delivery/transfer of an unknown model structure at UE.

RAN1 concludes that model delivery/transfer is may be beneficial in some scenarios and should be supported. However, model delivery/transfer mechanism, including the need/benefit of doing it over the air interface in a manner that is not transparent to 3GPP signaling, is contingent on training entity (OTT/gNB/CN/LMF/OAM), model storage entity (OTT/gNB/CN/LMF/OAM), and delivery/transfer mechanism (CP/UP), and is outside the RAN1 scope. Mechanism of model delivery/transfer, model storage entity, and specification of model delivery/transfer, if needed, is to be done by other working groups.
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Discussion 8-21d: (minor edit on latest status after offline session)
	[bookmark: _Hlk143786044]Assumption 1:
RAN2 assumes that for the data collection in some scenarios (e.g., internal data up to implementation or the existing data are enough), possibly no RAN2 specification effort is needed in some scenarios, e.g. (not exhaustive):
· For model inference of the UE-sided model, input data for model inference is available inside the UE.
· For UE-side (real-time) monitoring of the UE-sided model, performance metrics are available inside the UE. UE can independently monitor a model's performance without any data input from NW.



RAN1 confirms RAN2 assumption 1 with the following additional clarifications.
· For model inference of the UE-sided model, Assistance information from the NW is under RAN1 disussionmay also be needed.
· It is further clarified that input data available inside UE (coming from RS measurements) can still have some RAN1/2 specification effort depending on the enhancements/changes to the RS configuration and measurement framework.
For UE-side (real-time) monitoring of the UE-sided model, 
· For some use cases, UE may require certain assistance information, input data, or configuration from NW. This is under discussion in RAN1. Some examples (not exhaustive) are provided below:
· UE-sided monitoring of two-sided CSI compression may require reconstructed eigenvectors from the NW.
· RS transmission for ground truth measurement for CSI prediction and beam prediction
· Assistance information from NW to limit the number of beam measurements for Set A in beam prediction.
· Labelling assistance from LMF to UE for label-based monitoring methods for AI/ML assisted positioning.
· NW providing PRU-generated monitoring measurements to UE for UE-side positioning.
· There are proposals in RAN1 where NW can send data samples to help UE to do the monitoring.

Discussion 8-22b: (agreement from offline session)
	Assumption 2:
For the latency requirement of data collection, RAN2 assumes:
· For all types of offline model training (i.e., UE- /NW-/ two-sided model training), there is no latency requirement for data collection 
· For model inference, when required data comes from other entities, there is a latency requirement for data collection
· For (real-time) model monitoring, when required monitoring data (e.g., performance metric) comes from other entities, there is a latency requirement for data collection.



RAN1 confirms Assumption 2, with the following clarification on the third bullet.
· Monitoring data includes both calculated performance metric and the input data for metric calculation.

Discussion 8-23b: (agreement from offline session)
	Assumption 3:
RAN2 assumes that the analysis/selection of the data collection frameworks should focus on the RRC_CONNECTED state (for both data generation and reporting). Analysis and potential enhancement of the non-connected state can be revisited when needed.



RAN1 confirms RAN2’s Assumption 3 for CSI compression, CSI prediction, and beam prediction, and positioning  use cases.
For positioning, it is noted that existing specification supports DL PRS measurement and UE positioning in both RRC_CONNECTED and RRC_INACTIVE state. It is also noted that there are already some existing mechanisms to support measurements outside RRC connected state, e.g., logged MDT and positioning measurement in RRC inactive state. That being said, RAN1 confirms RAN2’that RRC_CONNECTED can be a starting point and that non-connected state can be revisited when needed.


Discussion 8-24b:
	Assumption 4:
For the data generation entity and termination entity deployed at different entities, RAN2 made the following assumptions:
· For CSI enhancement and beam management use cases:
· For model training, training data can be generated by UE/gNB and terminated at gNB/OAM/OTT server.
· For NW-sided model inference, input data can be generated by UE and terminated at gNB.
· For UE-side model inference, input data/assistance information can be generated by gNB and terminated at UE.
· For model monitoring at the NW side, performance metrics can be generated by UE and terminated at gNB.
· For positioning enhancement use case:
· For model training, training data can be generated by UE/gNB and terminated at LMF/OTT server.
· For NW-sided model inference, input data can be generated by UE/gNB and terminated at LMF and/or gNB.
· For UE-side model inference, input data/assistance information can be generated by LMF/gNB and terminated at the UE.
· For model monitoring at the NW side, performance metrics can be generated by UE/gNB and terminated at LMF.




For the data generation entity and termination entity deployed at different entities, RAN1 revised the RAN2's assumptions as follows:
· For CSI compression enhancement and beam management use cases:
· For model training, training data can be generated by UE/gNB and terminated at NWgNB/OAM/OTT server.
· For NW-sided model inference and NW-part of two-sided model inference, input data and assistance information (if needed) can be generated by UE and terminated at gNB.
· For UE-side model inference and UE-part of two-sided model inference, input data/assistance information (if needed) can be generated by gNB and terminated at UE.
· For (real-time) model monitoring at the NW/OTT side, performance metrics data needed for performance metric calculation (if needed) can be generated 	by UE and terminated at gNB/OTT.
· For (real-time) model monitoring at the UE side, data needed for performance metric calculation (if needed) can be generated by gNB and terminated at UE.
· For positioning enhancement use case:
· For model training, training data can be generated by UE/PRU/gNB/LMF and terminated at NWLMF/OTT server.
· For LMFNW-sided model inference (Case 2b, Case 3b), input data and assistance information (if needed) can be generated by UE/gNB and terminated at LMF and/or gNB.
· For gNB-sided model inference (Case 3a), assistance information (if needed) can be generated by LMF and terminated at gNB.
· For UE-side model inference (Case 1, Case 2a), input data/assistance information (if needed) can be generated by LMF/gNB and terminated at the UE.
· For (real-time) model monitoring at the NWLMF/OTT side, performance metrics data needed for performance metric calculation (if needed) can be generated by UE/gNB and terminated at LMF/OTT.
· For (real-time) model monitoring at the UE side of the UE-side model, data needed for performance metric calculation (if needed) can be generated by gNB/LMF and terminated at UE.
· For (real-time) model monitoring at the gNB side of the gNB-side model, data needed for performance metric calculation (if needed) can be generated by LMF and terminated at gNB.

Note: For CSI prediction, the entities for data generation and termination are under RAN1 discussion.

Note: RAN1 notes that, regarding training, different NW entities for training (gNB/CN/LMF/OAM) is out of RAN1’s expertise that RAN1 cannot confirm. RAN1 simply denoted them as NW in the reply.

Note: RAN1 notes that, regarding model monitoring, performance metric is not a part of data collection but should rather be discussed as a procedure for performance monitoring. Instead, data needed for performance metric calculation (if needed) should be captured in the data collection requirement.



	To facilitate the discussion on data collection in RAN2 for further progress, RAN2 would like RAN1 to provide feedback/inputs on the following essential aspects:
· Data content
· Typical data size (value or value range) of the identified data content
· Reporting type (e.g., periodic, event triggered, other) of the identified data content
· Typical latency requirement (value or value range) to transfer the identified data content
RAN2 would require RAN1 feedback/inputs on the data collection requirements per LCM purpose (i.e., model training, inference and monitoring) for each (sub)use case, and the LCM sidedness should also be considered. Besides, RAN2 would also like to know to what extent the data would / should be specified (in detail).



Discussion 8-25b:
In answering latency requirements, RAN1 used the following descriptions:
· Relaxed (e.g., minutes, hours, days, or no latency requirement)
· Near-real-time (e.g., several tens 100s of msecs to a few seconds)
· Time-critical (e.g., a few msecs)

Discussion 8-26c:
General assumptions/remarks in RAN1’s answer:
· Model training is assumed to be offline training.
· Monitoring may be near-real-time or non-real-time. RAN1 provided reply for near-real-time monitoring only. RAN2 can consider the requirements for data collection for non-real-time monitoring to be similar to offline training requirements.
· In addition to contents listed in the tables, there may be RAN1 has discussed assistance information from NW/UE to UE, such as beam codebook, and beam information, timestamp, data quality, UE speed, SNR, and vendor-specific information that may be useful for the purpose of training, inference, and/or monitoring. Aspects related to such assistance information is not included in the following tables, as there has been no consensus on the necessity/feasibility/contents of such assistance information. If agreed, the assistance information or reference to the assistance information (from UE to the network, or vice versa) may need to be standardized. 
· In addition, there may be other assistance/auxiliary information useful for training at the UE-side or third-party such as timestamp, data quality, UE speed, SNR, and vendor-specific information. Such information is not included in the following tables, as RAN1 has not discussed whether their standardization is required. For positioning enhancement, some information has been considered as Working Assumption in RAN1-112bis. 
· For performance monitoring of UE-side AI/ML models, there could be different flavors, at least based on which side computes the monitoring KPIs (hence at which side the monitoring KPIs are created), and which side consumes this data. Given the fact that details of such monitoring KPIs and their reporting mechanisms have not been agreed yet, they are not included in the table. 
· In the reply for Part B, RAN1 captured the typical data size per each data sample.
Discussion 8-28b:
	LCM purpose
	Data content
	Data transfer direction
	Typical data size (per data sample)
	Reporting type

	Typical latency requirement
	Notes

	Offline model training
	Target CSI (Precoding Matrix or channel matrix)
	UE to NW/OTT
	Depends on format: 
~ 1000 bits (eType II), 
~ A few 1000 bits (eType-like with enhance parameters); 
~ 100K bits (float32)
	No agreement
	Relaxed

	

	
	Compressed CSI
(for sequential training)
Target CSI (precoding matrix for Type 3 separate training)
	NW-first: NW-side training entity to UE-side training entity; 

UE-first: UE-side  training entity to NW-side  training entity
	~ 1000 bits
	offline
	Relaxed
	

	Inference
	CSI Feedback
	UE to NW
	~ 1000 bits
	periodic, aperiodic
	Time-critical
	Can use L1 report similar to legacy CSI

	UE-sided Monitoring
	Reconstructed CSI
	NW to UE
	~ 1000 bits (eType II format)
	No agreement
RAN1 to confirm the feasibility and necessity
	Near-real-time
	

	NW/OTT-sided monitoring
	Target CSI (Precoding Matrix)
	UE to NW/OTT
	Depends on format: 
~ 1000 bits (eType II) 
~ A few 1000 bits (eType-like with enhanced parameters) 
~ 100K bits (float32)
	No agreement
RAN1 to confirm the feasibility and necessity
	Near-real-time
	




Discussion 8-29a:
	LCM purpose
	Data content
	Data transfer direction
	Typical data size (per data sample)
	Reporting type

	Typical latency requirement
	Notes

	Offline model training
	Target CSI in observation and prediction window
	UE to NW/OTT
	Depends on format and window size (assumed 10 samples below): 
~ 10K bits (eType II), 
~ A few tens of Kbits (eType-like with enhance parameters); 
~ 100K bits (float32)
	No agreement
	Relaxed
	

	Inference
	Predicted CSI feedback (AI/ML output)
	UE to NW
	~ 1000 bits (eType II)
	Periodic, aperiodic
	Time-critical
	Can use L1 report similar to legacy CSI

	NW/OTT-sided monitoring
	Ground truth corresponding to future CSI
	UE to NW/OTT
	~ 1000 bits (eType II)
	No agreement
	Near-real-time
	




Discussion 8-30a:

Table 14: Data collection aspects for AI/ML for beam management
	LCM purpose
	UE-side/NW-side models
	Data content
	Data transfer direction
	Typical data size (per sample)
	Reporting type
	Typical latency requirement
	Notes

	offline model training
	UE-side
	L1-RSRP, Beam-ID for Set B, Set A
	UE to NW/OTT

	10s of bits
(Typical data size is based on existing L1-RSRP reporting methodology)
	No agreement
	Relaxed
	No consensus on reporting type yet



	
	NW-side
	For Set B: L1-RSRPs [and beam-IDs]

For Set A: L1-RSRPs and/or beam-IDs
	UE to NW/OTT
	10s of bits

	No agreement
	Relaxed
	Agreed options to be studied as data content.
No consensus on reporting type yet

	Inference
	NW-side
	L1-RSRP, Beam-ID for Set B
	UE to NW
	10s of bits
(Typical data size is based on existing L1-RSRP reporting methodology)
	TBD (periodic/semi-persistent/aperiodic)
	Time-critical
	

	NW/OTT-sided monitoring
	NW-side (model)
	L1-RSRP, Beam-ID for Set A
	UE to NW/OTT
	10s of bits
(Typical data size is based on existing L1-RSRP reporting methodology)
	No agreement
	Near-real-time
	





Discussion 8-31a:

	LCM purpose
	Case
	Data content
	Data transfer direction
	Typical data size (per data sample)
	Reporting type

	Typical latency requirement
	Notes

	Offline model training
	1, 2a, 3a, 3b
	Measurements: timing, power, and/or phase info


	1,2a: UE/PRU to NW/OTT
3a,3b: gNB to NW/OTT


	26.66k bits (256 measurements/PRS; 4 PRS resources)
426.56k bits (256 measurements/PRS; 64 PRS resources) 


	
No agreement
	Relaxed
	

	
	2b
	Measurements: Intermediate positioning measurement (timing, RSRP/RSRPP, LOS/NLOS indicator, and/or angle, etc.)
	UE/PRU to NW/OTT
	752 bits (9 measurements/PRS; 4 PRS resources)

12.032 kbits (9 measurements/PRS; 64 PRS resources)
	No agreement
	Relaxed
	

	
	1, 2b, 3b
	Label: Location information
	UE/PRU/LMF to NW/OTT
3b: gNB to NW/OTT
	32 to 144 bits 
[See Note1 below for assumptions]

	No agreement
	Relaxed
	

	
	2a, 3a
	Label: Intermediate positioning measurement (timing, RSRP/RSRPP, LOS/NLOS indicator, and/or angle, etc.)
	2a: UE/PRU/LMF to NW/OTT
3a: LMF to NW/OTT
	112 bits (one measurement/PRS; 4 PRS resources)
1792 bits (one measurement/PRS; 64 PRS resources)
[See Note1 below for assumptions]
	No agreement
	Relaxed
	

	Inference
	1
	Location information
See note.2 for additional content

	UE to LMF
	32 to 144 bits 

	Event triggered, semi-periodic, periodic
(1 to 64 seconds) see IE Periodic Reporting [TS 37.355]
	Response time (e.g., 10s millisecond to hundreds of seconds) [see IE ResponseTime in TS 37.355]
	

	
	2a, 3a
	Intermediate positioning measurement of PRS (timing, RSRP/RSRPP, LOS/NLOS indicator, angle, etc.)
See note.2 for additional content
	2a: UE to LMF
3a: gNB to LMF
	112 bits (one measurement/PRS; 4 PRS resources)
1792 bits (one measurement/PRS; 64 PRS resources)
[See Note1 below for assumptions]

	Same as case 1
	Same as case 1
	

	
	2b
	Intermediate positioning measurement of PRS (timing, RSRP/RSRPP, LOS/NLOS indicator, and angle, etc.)
	UE to LMF
	752 bits (9 measurements/PRS; 4 PRS resources)
12.032 kbits (9 measurements/PRS; 64 PRS resources)
[See Note1 below for assumptions]

	Same as case 1
	Same as case 1
	

	
	3b
	Intermediate positioning measurement (timing, RSRP/RSRPP, LOS/NLOS indicator, and/or angle, etc.)
	gNB to LMF
	26.66k bits (256 measurements/PRS; 4 PRS resources)
426.56k bits (256 measurements/PRS; 64 PRS resources) 

	Same as case 1
	Same as case 1
	

	Note1: Timing info is 21 bits for first arrival and 14 bits for relative timing; power/real info is 7 bits for first value and 6 bits for relative powers/real values (see TS 37.355)
nr-DL-PRS-RSRP-Result-r16  7 bits
nr-DL-PRS-RSRP-ResultDiff-r16  6 bits
nr-RSTD-r16  16 to 21 bits
nr-RelativeTimeDifference-r16  9 to 14 bits






6. GTW session (Thursday)
[FL4] Proposed Conclusion 8-9f:
· Scenario/configuration/site-specific models may provide performance benefits in some use cases or deployment scenarios (i.e., when a single model does not generalize well to multiple scenarios/configurations/sites).
· When UE has a limited memory to store all the models, model [delivery]/transfer, if device supports, to UE may be beneficial, at the cost of overhead/latency associated with model [delivery]/transfer.
· Note: On-device Finetuning/retraining, if devices support, of a single model may be an alternative to model delivery/transfer.
· [Note: Model delivery/transfer to UE may be from NW or from OTT server(s).]
· note ; generalization can be achieved for some sub use cases
· For model delivery/transfer to UE
· Parameter update of a known structure on a deployed model via model delivery/transfer may be beneficial for certain use cases or deployment scenarios, e.g., when it is desired to have shorter model parameter update timescale with less offline engineering, but it comes with potential requirements/challenges, e.g., advanced device implementation, lack of device-specific optimization/testing.
· Model transfer/delivery of an unknown structure at UE has challenges related to feasibility.
· [Model delivery/transfer from NW to UE may incur challenges, e.g., offline co-engineering, extra burden to the NW side.]
· RAN1 concludes that model delivery/transfer is may be beneficial in some scenarios and should be supported. However, Model delivery/transfer mechanism, including the need/benefit of doing it over the air interface in a manner that is not transparent to 3GPP signaling, is contingent on training entity (OTT/gNB/CN/LMF/OAM), model storage entity (OTT/gNB/CN/LMF/OAM), and delivery/transfer mechanism (CP/UP), and is outside the RAN1 scope. Mechanism of model delivery/transfer, model storage entity, and specification of model delivery/transfer, if needed, is to be done by other working groups.


[FL4] Proposed conclusion 8-6c:
Functionality-based LCM is the common baseline of the two LCMs in that
Functionality-based LCM relies on legacy-like Features.
Model-ID-based LCM relies on both legacy-like Features and model identification.
The following scenarios have been identified as scenarios where model identification, and potentially subsequent model-ID-based LCM, may provide benefits.
UE side models with model transfer
Two-sided models
To align additional conditions (e.g., scenario/configuration/site/dataset) across vendors for scenario/configuration/site/dataset-specific AI/ML operations



7. GTW session (Thursday afternoon)
[FL4] Discussion 8-24d:
	Assumption 4:
For the data generation entity and termination entity deployed at different entities, RAN2 made the following assumptions:
· For CSI enhancement and beam management use cases:
· For model training, training data can be generated by UE/gNB and terminated at gNB/OAM/OTT server.
· For NW-sided model inference, input data can be generated by UE and terminated at gNB.
· For UE-side model inference, input data/assistance information can be generated by gNB and terminated at UE.
· For model monitoring at the NW side, performance metrics can be generated by UE and terminated at gNB.
· For positioning enhancement use case:
· For model training, training data can be generated by UE/gNB and terminated at LMF/OTT server.
· For NW-sided model inference, input data can be generated by UE/gNB and terminated at LMF and/or gNB.
· For UE-side model inference, input data/assistance information can be generated by LMF/gNB and terminated at the UE.
· For model monitoring at the NW side, performance metrics can be generated by UE/gNB and terminated at LMF.



For the data generation entity and termination entity deployed at different entities, RAN1 revised the RAN2's assumptions as follows:
· For CSI compression enhancement and beam management use cases:
· For model training, training data can be generated by UE/gNB and terminated at NW/gNB/OAM/OTT server 
· For NW-sided model inference and NW-part of two-sided model inference, input data and assistance information (if needed) can be generated by UE and terminated at gNB.
· For UE-side model inference and UE-part of two-sided model inference, input data is internally available at UE/assistance information (if needed) can be generated by gNB and terminated at UE.
· For (real-time) model performance monitoring at the NW/OTT side, calculated performance metrics or data needed for performance metric calculation (if needed) can be generated by UE and terminated at gNB/OTT.
· For CSI enhancement and beam management use cases:
· For model training, training data can be generated by UE/gNB and terminated at gNB/OAM/OTT server.
· For NW-sided model inference, input data can be generated by UE and terminated at gNB.
· For UE-side model inference, input data/assistance information is internally available at UE. can be generated by gNB and terminated at UE.
· For performancemodel monitoring at the NW side, calculated performance metrics or data needed for performance metric calculation (if needed) can be generated by UE and terminated at gNB.
· For positioning enhancement use case:
· For model training, training data can be generated by UE/PRU/gNB/LMF and terminated at LMF/OTT server.
· For LMFNW-sided model inference (Case 2b, Case 3b), input data can be generated by UE/gNB and terminated at LMF gNB.
· For gNB-sided model inference (Case 3a), input data is internally available at gNB.
· For UE-side model inference (Case 1, Case 2a), input data/assistance information is internally available at UE can be generated by LMF/gNB and terminated at the UE.
· For modelperformance monitoring at the NWLMF side, calculated performance metrics or data needed for performance metric calculation (if needed) can be generated by UE/gNB and terminated at LMF.
· For modelperformance monitoring at the NWgNB side, calculated performance metrics or data needed for performance metric calculation (if needed) can be generated by at least gNB.
Note: For CSI prediction, the entities for data generation and termination are under RAN1 discussion.
Note: RAN1 notes that, regarding training, different NW entities for training (gNB/CN/LMF/OAM) is out of RAN1’s expertise that RAN1 cannot confirm. RAN1 simply denoted them as NW in the reply.
Note: RAN1 did not reply on assistance information as assistance information is still under discussion in RAN1.
Note: RAN1’s understanding is that “input data” in the LS refers to essential inputs for the given use case and does not include other assistance/auxiliary information that a model may additionally use as input.  
Note: RAN1 notes that, regarding model monitoring, performance metric is not a part of data collection but should rather be discussed as a procedure for performance monitoring. Instead, data needed for performance metric calculation (if needed) should be captured in the data collection requirement.

[FL4] Discussion 8-21d: (minor edit on latest status after offline session)
	Assumption 1:
RAN2 assumes that for the data collection in some scenarios (e.g., internal data up to implementation or the existing data are enough), possibly no RAN2 specification effort is needed in some scenarios, e.g. (not exhaustive):
· For model inference of the UE-sided model, input data for model inference is available inside the UE.
· For UE-side (real-time) monitoring of the UE-sided model, performance metrics are available inside the UE. UE can independently monitor a model's performance without any data input from NW.



RAN1 confirms RAN2 assumption 1 with the following additional clarifications.
· For model inference of the UE-sided model, Assistance information from the NW is under RAN1 disussionmay also be needed.
· It is further clarified that input data available inside UE (coming from RS measurements) can still have some RAN1/2 specification effort depending on the enhancements/changes to the RS configuration and measurement framework.
For UE-side (real-time) monitoring of the UE-sided model, 
· For some use cases, UE may require certain assistance information, input data, or configuration from NW. This is under discussion in RAN1. Some examples (not exhaustive) are provided below:
· UE-sided monitoring of two-sided CSI compression may require reconstructed eigenvectors from the NW.
· RS transmission for ground truth measurement for CSI prediction and beam prediction
· Assistance information from NW to limit the number of beam measurements for Set A in beam prediction.
· Labelling assistance from LMF to UE for label-based monitoring methods for AI/ML assisted positioning.
· NW providing PRU-generated monitoring measurements to UE for UE-side positioning.
· There are proposals in RAN1 where NW can send data samples to help UE to do the monitoring.

8. GTW session (Friday)

Observation 8-9h: (agreement from offline discussion)
· Model transfer/delivery of an unknown structure at UE has more challenges related to feasibility (e.g. UE implementation feasibility) compared to delivery/transfer of a known structure at UE.

Proposed conclusion 8-6d:
Functionality-based LCM is the common baseline of the two LCMs in that it enables functionality-level management of AI/ML operations by NW for UE-side and two-sided models
Functionality-based LCM relies on legacy-like Features.
Model-ID-based LCM relies on both legacy-like Features and model identification.
The following scenarios have been identified as scenarios where model identification, and potentially subsequent model-ID-based LCM, may provide benefits. Model-ID-based LCM additionally provides model-level management by NW of UE-side and two-sided models, which may provide benefits in the following scenarios
UE side models with model transfer
Pairing of two-sided models
To For aligned understanding on the additional conditions (e.g., scenario/configuration/site/dataset) between UE and NW across vendors for scenario/configuration/site/dataset-specific AI/ML operations


[FL4] Discussion 8-24e: (off-offline)
· For CSI prediction enhancement and beam management use cases:
· For model training, training data can be generated by UE/gNB and terminated at gNB/OAM/OTT server.
· For NW-sided model inference, input data can be generated by UE and terminated at gNB.
· For UE-side model inference, input data/assistance information is internally available at UE can be generated by gNB and terminated at UE.
· For performancemodel monitoring at the NW side, calculated performance metrics or data needed for performance metric calculation (if needed) can be generated by UE and terminated at gNB.

Discussion 8-21e: off-offline update
	Assumption 1:
RAN2 assumes that for the data collection in some scenarios (e.g., internal data up to implementation or the existing data are enough), possibly no RAN2 specification effort is needed in some scenarios, e.g. (not exhaustive):
· For model inference of the UE-sided model, input data for model inference is available inside the UE.
· For UE-side (real-time) monitoring of the UE-sided model, performance metrics are available inside the UE. UE can independently monitor a model's performance without any data input from NW.



RAN1 informs RAN2:
· For model inference of the UE-sided model, input data for model inference is available inside the UE.
· Note: RAN1’s understanding is that “input data” in the LS refers to essential inputs for the given use case and does not include assistance information that a model may additionally use as model input.

· For UE-side (real-time) monitoring of the UE-sided model, e.g., for CSI prediction and beam prediction, performance metrics are available inside the UE. UE can independently monitor a model's performance without any data input from NW.
· Note: RAN1’s understanding is that “data input” in the above refers to essential inputs for the given use case and does not include assistance information that a model may additionally use for performance metric calculation.



9. FL notes for the next meeting 
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11. Working list of terminologies
Working Assumption 
Include the following into a working list of terminologies to be used for RAN1 AI/ML air interface SI discussion. 
The description of the terminologies may be further refined as the study progresses.
New terminologies may be added as the study progresses.
It is FFS which subset of terminologies to capture into the TR.
 

 
Working Assumption
[bookmark: _Ref115696702]Table 15: Working list of terminologies
	Terminology
	Description

	AI/ML Model
	A data driven algorithm that applies AI/ML techniques to generate a set of outputs based on a set of inputs. 

	AI/ML model delivery
	A generic term referring to delivery of an AI/ML model from one entity to another entity in any manner.
Note: An entity could mean a network node/function (e.g., gNB, LMF, etc.), UE, proprietary server, etc.

	AI/ML model Inference
	A process of using a trained AI/ML model to produce a set of outputs based on a set of inputs

	AI/ML model testing
	A subprocess of training, to evaluate the performance of a final AI/ML model using a dataset different from one used for model training and validation. Differently from AI/ML model validation, testing does not assume subsequent tuning of the model.

	AI/ML model training
	A process to train an AI/ML Model [by learning the input/output relationship] in a data driven manner and obtain the trained AI/ML Model for inference

	AI/ML model transfer
	Delivery of an AI/ML model over the air interface in a manner that is not transparent to 3GPP signaling, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.

	AI/ML model validation
	A subprocess of training, to evaluate the quality of an AI/ML model using a dataset different from one used for model training, that helps selecting model parameters that generalize beyond the dataset used for model training.

	Data collection
	A process of collecting data by the network nodes, management entity, or UE for the purpose of AI/ML model training, data analytics and inference

	Federated learning / federated training
	A machine learning technique that trains an AI/ML model across multiple decentralized edge nodes (e.g., UEs, gNBs) each performing local model training using local data samples. The technique requires multiple interactions of the model, but no exchange of local data samples.

	Functionality identification
	A process/method of identifying an AI/ML functionality for the common understanding between the NW and the UE
Note: Information regarding the AI/ML functionality may be shared during functionality identification.
FFS: granularity of functionality

	Model activation
	enable an AI/ML model for a specific function

	Model deactivation
	disable an AI/ML model for a specific function

	Model download
	Model transfer from the network to UE

	Model identification
	A process/method of identifying an AI/ML model for the common understanding between the NW and the UE
Note: The process/method of model identification may or may not be applicable.
Note: Information regarding the AI/ML model may be shared during model identification.

	Model monitoring
	A procedure that monitors the inference performance of the AI/ML model

	Model parameter update
	Process of updating the model parameters of a model

	Model selection
	The process of selecting an AI/ML model for activation among multiple models for the same AI/ML enabled feature.
Note: Model selection may or may not be carried out simultaneously with model activation

	Model switching
	Deactivating a currently active AI/ML model and activating a different AI/ML model for a specific function

	Model update
	Process of updating the model parameters and/or model structure of a model

	Model upload
	Model transfer from UE to the network

	Network-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the network

	Offline field data
	The data collected from field and used for offline training of the AI/ML model

	Offline training
	An AI/ML training process where the model is trained based on collected dataset, and where the trained model is later used or delivered for inference.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as offline training by commonly accepted conventions.

	One-sided (AI/ML) model
	A UE-side (AI/ML) model or a Network-side (AI/ML) model

	Online field data
	The data collected from field and used for online training of the AI/ML model

	Online training
	An AI/ML training process where the model being used for inference) is (typically continuously) trained in (near) real-time with the arrival of new training samples. 
Note: the notion of (near) real-time vs. non real-time is context-dependent and is relative to the inference time-scale.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as online training by commonly accepted conventions.
Note: Fine-tuning/re-training may be done via online or offline training. (This note could be removed when we define the term fine-tuning.)

	Reinforcement Learning (RL)
	A process of training an AI/ML model from input (a.k.a. state) and a feedback signal (a.k.a.  reward) resulting from the model’s output (a.k.a. action) in an environment the model is interacting with.

	Semi-supervised learning 
	A process of training a model with a mix of labelled data and unlabelled data

	Supervised learning
	A process of training a model from input and its corresponding labels. 

	Two-sided (AI/ML) model
	A paired AI/ML Model(s) over which joint inference is performed, where joint inference comprises AI/ML Inference whose inference is performed jointly across the UE and the network, i.e, the first part of inference is firstly performed by UE and then the remaining part is performed by gNB, or vice versa.

	UE-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the UE

	Unsupervised learning
	A process of training a model without labelled data.

	Proprietary-format models
	ML models of vendor-/device-specific proprietary format, from 3GPP perspective
NOTE: An example is a device-specific binary executable format

	Open-format models
	ML models of specified format that are mutually recognizable across vendors and allow interoperability, from 3GPP perspecive



12. [bookmark: _Hlk128574930]Agreement from RAN#1 109-e
Agreement
· Use 3gpp channel models (TR 38.901) as the baseline for evaluations.
· Note: Companies may submit additional results based on other dataset than generated by 3GPP channel models
 
Working Assumption
Include the following into a working list of terminologies to be used for RAN1 AI/ML air interface SI discussion. 
The description of the terminologies may be further refined as the study progresses.
New terminologies may be added as the study progresses.
It is FFS which subset of terminologies to capture into the TR.

	Terminology
	Description

	Data collection
	A process of collecting data by the network nodes, management entity, or UE for the purpose of AI/ML model training, data analytics and inference

	AI/ML Model
	A data driven algorithm that applies AI/ML techniques to generate a set of outputs based on a set of inputs. 

	AI/ML model training
	A process to train an AI/ML Model [by learning the input/output relationship] in a data driven manner and obtain the trained AI/ML Model for inference

	AI/ML model Inference
	A process of using a trained AI/ML model to produce a set of outputs based on a set of inputs

	AI/ML model validation
	A subprocess of training, to evaluate the quality of an AI/ML model using a dataset different from one used for model training, that helps selecting model parameters that generalize beyond the dataset used for model training.

	AI/ML model testing
	A subprocess of training, to evaluate the performance of a final AI/ML model using a dataset different from one used for model training and validation. Differently from AI/ML model validation, testing does not assume subsequent tuning of the model.

	UE-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the UE

	Network-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the network

	One-sided (AI/ML) model
	A UE-side (AI/ML) model or a Network-side (AI/ML) model

	Two-sided (AI/ML) model
	A paired AI/ML Model(s) over which joint inference is performed, where joint inference comprises AI/ML Inference whose inference is performed jointly across the UE and the network, i.e, the first part of inference is firstly performed by UE and then the remaining part is performed by gNB, or vice versa.

	[bookmark: _Hlk128574772]AI/ML model transfer
	Delivery of an AI/ML model over the air interface, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.

	Model download
	Model transfer from the network to UE

	Model upload
	Model transfer from UE to the network

	Federated learning / federated training
	A machine learning technique that trains an AI/ML model across multiple decentralized edge nodes (e.g., UEs, gNBs) each performing local model training using local data samples. The technique requires multiple interactions of the model, but no exchange of local data samples.

	Offline field data
	The data collected from field and used for offline training of the AI/ML model

	Online field data
	The data collected from field and used for online training of the AI/ML model

	Model monitoring
	A procedure that monitors the inference performance of the AI/ML model

	Supervised learning
	A process of training a model from input and its corresponding labels. 

	Unsupervised learning
	A process of training a model without labelled data.

	Semi-supervised learning 
	A process of training a model with a mix of labelled data and unlabelled data

	Reinforcement Learning (RL)
	A process of training an AI/ML model from input (a.k.a. state) and a feedback signal (a.k.a.  reward) resulting from the model’s output (a.k.a. action) in an environment the model is interacting with.

	Model activation
	enable an AI/ML model for a specific function

	Model deactivation
	disable an AI/ML model for a specific function

	Model switching
	Deactivating a currently active AI/ML model and activating a different AI/ML model for a specific function



Conclusion
As indicated in SID, although specific AI/ML algorithms and models may be studied for evaluation purposes, AI/ML algorithms and models are implementation specific and are not expected to be specified.

Observation
Where AI/ML functionality resides depends on specific use cases and sub-use cases.

Conclusion
· RAN1 discussion should focus on network-UE interaction.
· AI/ML functionality mapping within the network (such as gNB, LMF, or OAM) is up to RAN2/3 discussion.

 
[bookmark: _Hlk128574804]Agreement
[bookmark: _Hlk128574796]Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1.	Level x: No collaboration
2.	Level y: Signaling-based collaboration without model transfer
3.	Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary 


13. [bookmark: _Hlk128574900]Agreement from RAN#1 110

Agreement 
Study the following aspects, including the definition of components (if needed) and necessity, in Life Cycle Management
· Data collection
· Note: This also includes associated assistance information, if applicable.
· Model training
· [Model registration]
· Model deployment
· Note: Terminology is to be defined. This includes process of compiling a trained AI/ML model and packaging it into an executable format and delivering to a target device. 
· [Model configuration]
· Model inference operation
· Model selection, activation, deactivation, switching, and fallback operation
· Note: some of them to be refined
· Model monitoring
· Model update
· Note: Terminology is to be defined. This includes model finetuning, retraining, and re-development via online/offline training.
· Model transfer
· UE capability
Note: Some aspects in the list may not have specification impact.
Note: Aspects with square brackets are tentative and pending terminology definition.
Note: More aspects may be added as study progresses. 

Agreement
The following is an initial list of common KPIs (if applicable) for evaluating performance benefits of AI/ML
· Performance
· Intermediate KPIs
· Link and system level performance 
· Generalization performance
· Over-the-air Overhead
· Overhead of assistance information
· Overhead of data collection
· Overhead of model delivery/transfer
· Overhead of other AI/ML-related signaling
· Inference complexity
· Computational complexity of model inference: FLOPs
· Computational complexity for pre- and post-processing
· Model complexity: e.g., the number of parameters and/or size (e.g. Mbyte)
· Training complexity
· LCM related complexity and storage overhead
· FFS: specific aspects
· FFS: Latency, e.g., Inference latency
Note: Other aspects may be added in the future, e.g. training related KPIs
Note: Use-case specific KPIs may be additionally considered for the given use-case. 

Working Assumption
	Terminology
	Description

	Online training
	An AI/ML training process where the model being used for inference) is (typically continuously) trained in (near) real-time with the arrival of new training samples. 
Note: the notion of (near) real-time vs. non real-time is context-dependent and is relative to the inference time-scale.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as online training by commonly accepted conventions.
Note: Fine-tuning/re-training may be done via online or offline training. (This note could be removed when we define the term fine-tuning.)

	Offline training
	An AI/ML training process where the model is trained based on collected dataset, and where the trained model is later used or delivered for inference.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as offline training by commonly accepted conventions.



Note: It is encouraged for the 3gpp discussion to proceed without waiting for online/offline training terminologies.

Working Assumption
Include the following into a working list of terminologies to be used for RAN1 AI/ML air interface SI discussion.
	Terminology
	Description

	[bookmark: _Hlk128574821]AI/ML model delivery
	A generic term referring to delivery of an AI/ML model from one entity to another entity in any manner.
Note: An entity could mean a network node/function (e.g., gNB, LMF, etc.), UE, proprietary server, etc.



[bookmark: _Hlk128574832]Note: Companies are encouraged to bring discussions on various options and their views on how to define Level y/z boundary in the next RAN1 meeting.


14. [bookmark: _Hlk128574890]Agreement from RAN#1 110-bis-e
	Summary#1 of General Aspects of AI/ML Framework	Moderator (Qualcomm Incorporated)	(rev of R1-2210375)
From Oct 11th GTW session
Working Assumption
· [bookmark: _Hlk128575058]Define Level y-z boundary based on whether model delivery is transparent to 3gpp signalling over the air interface or not.
· Note: Other procedures than model transfer/delivery are decoupled with collaboration level y-z.
· Clarifying note: Level y includes cases without model delivery.

R1-2210472	Summary#2 of General Aspects of AI/ML Framework	Moderator (Qualcomm Incorporated)
From Oct 13th GTW session
Agreement
[bookmark: _Hlk128574864]Clarify Level x/y boundary as:
· Level x is implementation-based AI/ML operation without any dedicated AI/ML-specific enhancement (e.g., LCM related signalling, RS) collaboration between network and UE.
(Note: The AI/ML operation may rely on future specification not related to AI/ML collaboration. The AI/ML approaches can be used as baseline for performance evaluation for future releases.)
Agreement
Study LCM procedure on the basis that an AI/ML model has a model ID with associated information and/or model functionality at least for some AI/ML operations when network needs to be aware of UE AI/ML models
· FFS: Detailed discussion of model ID with associated information and/or model functionality.
· FFS: usage of model ID with associated information and/or model functionality based LCM procedure
· FFS: whether support of model ID
· FFS: the detailed applicable AI/ML operations
Agreement
For model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models, study the following mechanisms:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network
· UE-autonomous, UE’s decision is reported to the network
· UE-autonomous, UE’s decision is not reported to the network
FFS: for network sided models
FFS: other mechanisms


[bookmark: _Hlk132229306]R1-2210661	Summary#3 of General Aspects of AI/ML Framework	Moderator (Qualcomm)
From Oct 18th GTW session
Conclusion
Data collection may be performed for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc. each may be done with different requirements and potential specification impact.
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)

Agreement
Study potential specification impact needed to enable the development of a set of specific models, e.g., scenario-/configuration-specific and site-specific models, as compared to unified models.
[bookmark: _Hlk143720734]Note: User data privacy needs to be preserved. The provision of assistance information may need to consider feasibility of disclosing proprietary information to the other side.

Agreement
Study the specification impact to support multiple AI models for the same functionality, at least including the following aspects:
· Procedure and assistance signaling for the AI model switching and/or selection
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)

Agreement
Study AI/ML model monitoring for at least the following purposes: model activation, deactivation, selection, switching, fallback, and update (including re-training).
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)

Agreement
Study at least the following metrics/methods for AI/ML model monitoring in lifecycle management per use case:
· Monitoring based on inference accuracy, including metrics related to intermediate KPIs
· Monitoring based on system performance, including metrics related to system peformance KPIs
· Other monitoring solutions, at least following 2 options.
· Monitoring based on data distribution
· Input-based: e.g., Monitoring the validity of the AI/ML input, e.g., out-of-distribution detection, drift detection of input data, or something simple like checking SNR, delay spread, etc.
· Output-based: e.g., drift detection of output data
· Monitoring based on applicable condition
Note: Model monitoring metric calculation may be done at NW or UE


From Oct 19th GTW session
Agreement
Study performance monitoring approaches, considering the following model monitoring KPIs as general guidance
· Accuracy and relevance (i.e., how well does the given monitoring metric/methods reflect the model and system performance)
· Overhead (e.g., signaling overhead associated with model monitoring)
· Complexity (e.g., computation and memory cost for model monitoring)
· Latency (i.e., timeliness of monitoring result, from model failure to action, given the purpose of model monitoring)
· FFS: Power consumption
· Other KPIs are not precluded.
Note: Relevant KPIs may vary across different model monitoring approaches.
FFS: Discussion of KPIs for other LCM procedures

Agreement
Study various approaches for achieving good performance across different scenarios/configurations/sites, including
· Model generalization, i.e., using one model that is generalizable to different scenarios/configurations/sites
· Model switching, i.e., switching among a group of models where each model is for a particular scenario/configuration/site
· [Models in a group of models may have varying model structures, share a common model structure, or partially share a common sub-structure. Models in a group of models may have different input/output format and/or different pre-/post-processing.]
· Model update, i.e., using one model whose parameters are flexibly updated as the scenario/configuration/site that the device experiences changes over time. Fine-tuning is one example.
Agreement
The following are additionally considered for the initial list of common KPIs (if applicable) for evaluating performance benefits of AI/ML
· Clarification on inference complexity
· [bookmark: _Hlk132228966]Note: Inference complexity includes complexity for pre- and post-processing.
· LCM related complexity and storage overhead
· Storage/computation for training data collection.
· Storage/computation for training and model update
· Storage/computation for model monitoring.
· Storage/computation for other LCM procedures, e.g., model activation, deactivation, selection, switching, fallback operation.
· FFS: Power consumption, latency (e.g., Inference latency)

Conclusion
This RAN1 study considers ML TOP/FLOP/MACs as KPIs for computational complexity for inference. However, there may be a disconnection between actual complexity and the complexity evaluated using these KPIs due to the platform- dependency and implementation (hardware and software) optimization solutions, which are out of the scope of 3GPP.


15. Agreement from RAN#1 111
Agreement
For UE-part/UE-side models, study the following mechanisms for LCM procedures:
· For functionality-based LCM procedure: indication of activation/deactivation/switching/fallback based on individual AI/ML functionality
· Note: UE may have one AI/ML model for the functionality, or UE may have multiple AI/ML models for the functionality.
· FFS: Whether or how to indicate Funtionality
· For model-ID-based LCM procedure, indication of model selection/activation/deactivation/switching/fallback based on individual model IDs


Working Assumption
Consider “proprietary model” and “open-format model” as two separate model format categories for RAN1 discussion, 

	Proprietary-format models
	ML models of vendor-/device-specific proprietary format, from 3GPP perspective
NOTE: An example is a device-specific binary executable format

	Open-format models
	ML models of specified format that are mutually recognizable across vendors and allow interoperability, from 3GPP perspecive


From RAN1 discussion viewpoint, RAN1 may assume that:
· Proprietary-format models are not mutually recognizable across vendors, hide model design information from other vendors when shared.
· Open-format models are mutually recognizable between vendors, do not hide model design information from other vendors when shared


Working Assumption 
	Terminology
	Description

	Model identification
	A process/method of identifying an AI/ML model for the common understanding between the NW and the UE
Note: The process/method of model identification may or may not be applicable.
Note: Information regarding the AI/ML model may be shared during model identification.



	Terminology
	Description

	Functionality identification
	A process/method of identifying an AI/ML functionality for the common understanding between the NW and the UE
Note: Information regarding the AI/ML functionality may be shared during functionality identification.
FFS: granularity of functionality


Note: whether and how to indicate Functionality will be discussed separately. 

Working Assumption
	Terminology
	Description

	Model update
	Process of updating the model parameters and/or model structure of a model

	Model parameter update
	Process of updating the model parameters of a model




16. Agreement from RAN#1 112
Agreement
To facilitate the discussion, consider at least the following Cases for model delivery/transfer to UE, training location, and model delivery/transfer format combinations for UE-side models and UE-part of two-sided models. 

	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top
	Outside 3gpp Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format
	3GPP Network
	NW-side

	z3
	model transfer in open format
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE
	3GPP Network
	NW-side



Note: The Case definition is only for the purpose of facilitating discussion and does not imply applicability, feasibility, entity mapping, architecture, signalling nor any prioritization.
Note: The Case definition is NOT intended to introduce sub-levels of Level z.
Note: Other cases may be included further upon interest from companies.
FFS: Z4 and Z5 boundary 


Agreement
For UE-side models and UE-part of two-sided models:
· For AI/ML functionality identification
· Reuse legacy 3GPP framework of Features as a starting point for discussion.
· UE indicates supported functionalities/functionality for a given sub-use-case.
· UE capability reporting is taken as starting point.
· For AI/ML model identification 
· Models are identified by model ID at the Network. UE indicates supported AI/ML models.
· In functionality-based LCM
· Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). 
· Models may not be identified at the Network, and UE may perform model-level LCM.
· Study whether and how much awareness/interaction NW should have about model-level LCM
· In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 
FFS: Relationship between functionality identification and model identification
FFS: Performance monitoring and RAN4 impact 
FFS: detailed understanding on model 


Agreement
· AI/ML-enabled Feature refers to a Feature where AI/ML may be used. 
Agreement
· For functionality identification, there may be either one or more than one Functionalities defined within an AI/ML-enabled feature.

Agreement
For 3GPP AI/ML for PHY SI discussion, when companies report model complexity, the complexity shall be reported in terms of “number of real-value model parameters” and “number of real-value operations” regardless of underlying model arithmetic.


17. Agreement from RAN#1 112-bis-e
Agreement
· For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.
· FFS: Signaling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities
· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
· FFS: Other aspects that may constitute Functionality
· FFS: which aspects should be specified as conditions of a Feature/FG available for functionality will be discussed in each sub-use-case agenda.
· For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models:
· model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.
· FFS: Which aspects should be considered as additional conditions, and how to include them into model description information during model identification will be discussed in each sub-use-case agenda.
· FFS: Relationship between functionality and model, e.g., whether a model may be identified referring to functionality(s).
· FFS: relationship between functionality-based LCM and model-ID-based LCM
· Note: Applicability of functionality-based LCM and model-ID-based LCM is a separate discussion.

Conclusion
From RAN1 perspective, it is clarified that an AI/ML model identified by a model ID may be logical, and how it maps to physical AI/ML model(s) may be up to implementation.
· When distinction is necessary for discussion purposes, companies may use the term a logical AI/ML model to refer to a model that is identified and assigned a model ID, and physical AI/ML model(s) to refer to an actual implementation of such a model.

Agreement
· Study necessity, mechanisms, after functionality identification, for UE to report updates on applicable functionality(es) among [configured/identified] functionality(es), where the applicable functionalities may be a subset of all [configured/identified] functionalities.
· Study necessity, mechanisms, after model identification, for UE to report updates on applicable UE part/UE-side model(s), where the applicable models may be a subset of all identified models.

Working Assumption
The definition of ‘AI/ML model transfer’ is revised (marked in red) as follows:
	AI/ML model transfer
	Delivery of an AI/ML model over the air interface in a manner that is not transparent to 3GPP signaling, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.


 
Working Assumption
	Model selection
	The process of selecting an AI/ML model for activation among multiple models for the same AI/ML enabled feature.
Note: Model selection may or may not be carried out simultaneously with model activation




18. Agreement from RAN#1 113

Agreement
Consider at least the following aspects and if applicable, the corresponding potential specification impact related to data collection:
· Measurement configuration and reporting
· Contents, type and format of data including:
· Data related to model input
· Data related to ground truth 
· Quality of the data
· Other information
· Signaling of assistance information for categorizing the data
· Note: The study should consider the feasibility of disclosure of proprietary information
· Signaling for data collection procedure
· Note 1: Use-case specific details can be studied in respective agenda items
· Note 2: Signaling mechanism details can be studied by appropriate working groups.


Agreement
For model identification of UE-side or UE-part of two-sided models, categorize model identification types as follows, and further study relevant aspects, necessity, and specification impact (if any).
· Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signaling
· The model may be assigned with a model ID during the model identification, which may be referred/used in over-the-air signaling after model identification. 
· FFS: Spec impact to other WGs
· Type B: Model is identified via over-the-air signaling, 
· Type B1: 
· Model identification initiated by the UE, and NW assists the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Type B2: 
· Model identification initiated by the NW, and UE responds (if applicable) for the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Note: The support and applicability of each model identification Type is a separate discussion. This study does not imply that model identification is necessary.


Agreement
For functionality/model-ID based LCM,
· Once functionalities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring.

Agreement
· Once models are identified, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.
· FFS: applicability to model identification, Type A, type B1 and type B2 
· FFS: Using a procedure other than UE capability report
· Note: model identification using capability report is not precluded for type B1 and type B2


Agreement
Study how to handle the impact of UE’s internal conditions such as memory, battery, and other hardware limitations on functionality/model operations and AI/ML-enabled Feature.
Note: it does not preclude any existing solutions.


Agreement
Revise the following terminologies for model activation, model deactivation, and model switching as follows
	Model activation
	Enable an AI/ML model for a specific function AI/ML-enabled feature

	Model deactivation
	Disable an AI/ML model for a specific function AI/ML-enabled feature

	Model switching
	Deactivating a currently active AI/ML model and activating a different AI/ML model for a specific function AI/ML-enabled feature



Agreement
In model delivery/transfer Case z4, the “known model structure” means an exact model structure as has been previously identified between NW and UE and for which the UE has explicitly indicated its support.
In model delivery/transfer Case z5, the “unknown model structure” means any other model structure not covered in z4, including any model structure that is only partially known. 

Agreement
For the purpose of activation/selection/switching of UE-side models/UE-part of two-sided models /functionalities (if applicable), study necessity, feasibility and potential specification impact for methods to assess/monitor the applicability and expected performance of an inactive model/functionality, including the following examples:
· Assessment/Monitoring based on the additional conditions associated with the model/functionality
· Assessment/Monitoring based on input/output data distribution
· Assessment/Monitoring using the inactive model/functionality for monitoring purpose and measuring the inference accuracy
· Assessment/Monitoring based on past knowledge of the performance of the same model/functionality (e.g., based on other UEs)
FFS: Requirements for the assessment/monitoring to be reliable (e.g., sufficient data coverage during evaluation)
FFS: Additional aspects specific to the case where the inactive model has never been activated before, if any.


19. Agreement from RAN#1 114

Agreement
Conclude that applicable functionalities/models can be reported by UE.

Agreement

· Once models are identified via Type A, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.
· FFS: Using a procedure other than UE capability report
· Note: The support and applicability of model identification Type A is a separate discussion.

Agreement
· When a model of a known structure at UE (e.g., Case z4) is transferred from NW, the new model being identified (e.g., via Type B2) has the same structure as an previously identified model at the Network and UE
· Note: the need of model transfer will be discussed separately
Agreement
· Model ID in RAN1 discussion may or may not be globally unique, and different types of model IDs may be created for a single model for various LCM purposes. 
· Note: Details can be studied in the WI phase.

Agreement
RAN1 confirms Assumption 2 in RAN2 LS.
	Assumption 2:
For the latency requirement of data collection, RAN2 assumes:
· For all types of offline model training (i.e., UE- /NW-/ two-sided model training), there is no latency requirement for data collection 
· For model inference, when required data comes from other entities, there is a latency requirement for data collection
· For (real-time) model monitoring, when required monitoring data (e.g., performance metric) comes from other entities, there is a latency requirement for data collection.



Agreement
RAN1 confirms RAN2’s Assumption 3 for CSI compression, CSI prediction, beam prediction and Positioning use cases.
For positioning, it is noted that existing specification supports DL PRS measurement and UE positioning in both RRC_CONNECTED and RRC_INACTIVE state. 
	Assumption 3:
RAN2 assumes that the analysis/selection of the data collection frameworks should focus on the RRC_CONNECTED state (for both data generation and reporting). Analysis and potential enhancement of the non-connected state can be revisited when needed.




[bookmark: _Hlk143724670]For the data generation entity and termination entity deployed at different entities, RAN1 revised the RAN2's assumptions as follows:
· For CSI compression enhancement and beam management use cases:
· For model training, training data can be generated by UE/gNB and terminated at NW/gNB/OAM/OTT server 
· For NW-sided model inference and NW-part of two-sided model inference, input data and assistance information (if needed) can be generated by UE and terminated at gNB.
· For UE-side model inference and UE-part of two-sided model inference, input data is internally available at UE/assistance information (if needed) can be generated by gNB and terminated at UE.
· For (real-time) model performance monitoring at the NW/OTT side, calculated performance metrics or data needed for performance metric calculation (if needed) can be generated by UE and terminated at gNB/OTT.
· For CSI enhancement and beam management use cases:
· For model training, training data can be generated by UE/gNB and terminated at gNB/OAM/OTT server.
· For NW-sided model inference, input data can be generated by UE and terminated at gNB.
· For UE-side model inference, input data/assistance information is internally available at UE. can be generated by gNB and terminated at UE.
· For performancemodel monitoring at the NW side, calculated performance metrics or data needed for performance metric calculation (if needed) can be generated by UE and terminated at gNB.
· For positioning enhancement use case:
· For model training, training data can be generated by UE/PRU/gNB/LMF and terminated at LMF/OTT server.
· For LMFNW-sided model inference (Case 2b, Case 3b), input data can be generated by UE/gNB and terminated at LMF gNB.
· For gNB-sided model inference (Case 3a), input data is internally available at gNB.
· For UE-side model inference (Case 1, Case 2a), input data/assistance information is internally available at UE can be generated by LMF/gNB and terminated at the UE.
· For modelperformance monitoring at the NWLMF side, calculated performance metrics or data needed for performance metric calculation (if needed) can be generated by UE/gNB and terminated at LMF.
· For modelperformance monitoring at the NWgNB side, calculated performance metrics or data needed for performance metric calculation (if needed) can be generated by at least gNB.
Note: For CSI prediction, inform RAN2 related conclusions/agreements/observations the entities for data generation and termination are under RAN1 discussioni.
Note: RAN1 did not reply on the notes that, regarding training, different NW entities for training (gNB/CN/LMF/OAM) as it is out of RAN1’s expertise that RAN1 cannot confirm. RAN1 simply denoted them as NW in the reply.
Note: For assistance information, inform RAN2 related conclusions/agreements/observations. RAN1 did not reply on assistance information.
Note: RAN1’s understanding is that “input data” in the LS refers to essential inputs for the given use case and does not include assistance information that a model may additionally use as model input.  
Note: RAN1 notes that, regarding model monitoring, performance metric is not a part of data collection but should rather be discussed as a procedure for performance monitoring. Instead, data needed for performance metric calculation (if needed) should be captured in the data collection requirement.
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