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1. [bookmark: _Ref521334010]Introduction
In RAN1 #113 meeting, the following agreements were reached [1]. 
	Agreement
For the evaluation of AI/ML based positioning, the studies of model input due to different number of TRPs include the following approaches. Proponents of each approach provide analysis for model performance, signalling overhead (including training data collection and model inference), model complexity and computational complexity.
· Approach 1: Model input size stays constant as NTRP=18. The number of TRPs (N’TRP) that provide measurements to model input varies. When N’TRP < NTRP, the remaining (NTRP  N’TRP) TRPs do not provide measurements to model input, i.e., measurement value is set to 0 such that the (NTRP  N’TRP) TRPs do not affect model output.
· Approach 1-A. The set of TRPs (N’TRP) that provide measurements is fixed.
· Approach 1-B. The set of TRPs (N’TRP) that provide measurements can change dynamically.
· Note: for Approach 1, one model is provided to cover the entire evaluation area.
· Approach 2: The TRP dimension of model input is equal to the number of TRPs (N’TRP) that provide measurements as model input. When N’TRP < NTRP, the remaining (NTRP  N’TRP) TRPs are ignored by the given model. 
· Approach 2-A. The set of active TRPs (N’TRP) that provide measurements is fixed.
· For Approach 2-A: one model can be provided to cover the entire evaluation area, which is equivalent to deploying N’TRP TRPs in the evaluation area for positioning if ignoring the potential inference from the remaining (18  N’TRP) TRPs.
· Approach 2-B. The set of active TRPs (N’TRP) that provide measurements can change dynamically.
· For Approach 2-B, one model is developed to handle various patterns of active TRPs. 
· For Approach 2, if Nmodel (Nmodel >1) models are provided to cover the entire evaluation area, the total complexity (model complexity is the summation of the Nmodel models.
Note:  The agreement is updated from agreement made in RAN1#112bis.

Observation
For AI/ML based positioning, the positioning accuracy is affected by the training dataset size for a given UE distribution area (or equivalently, sample density in #samples/m2), when the UE is distributed uniformly in training data collection. 
· There exists a tradeoff between the training dataset size and the achievable positioning accuracy. The larger the training dataset size (i.e., higher sample density), the smaller the positioning error (in meters), until a saturation point is reached where additional training data does not bring further improvement to the positioning accuracy.
· Note: here a sample refers to the training data collected of one UE at one location. Sample density is equivalent to the density of UEs with data collected in the training dataset.

Observation
For AI/ML assisted positioning with timing information (e.g., ToA) as model output, evaluation of the following generalization aspects show that: 
· the positioning accuracy deteriorates when the AI/ML model is trained with dataset of one deployment scenario, while tested with dataset of a different deployment scenario. 
· Different drops 
· Different clutter parameters 
· Different InF scenarios
· the positioning accuracy may or may not deteriorate when the AI/ML model is trained with dataset of one deployment scenario, while tested with dataset of a different deployment scenario.
· Network synchronization error 
· UE/gNB RX and TX timing error
· SNR mismatch 
· Channel estimation error

Observation
For AI/ML assisted positioning, evaluation results demonstrate that for the generalization aspects of:
· Different drops 
· Different clutter parameters 
· Different InF scenarios
· Network synchronization error 
· UE/gNB RX and TX timing error
· SNR mismatch 
· Channel estimation error
if the positioning accuracy would deteriorate when the AI/ML model is trained with dataset of one deployment scenario and tested with dataset of a different deployment scenario, the positioning accuracy on the test dataset can be improved by better training dataset construction and/or model fine-tuning/re-training.
· Better training dataset construction: The training dataset is composed of data from multiple deployment scenarios, which include data from the same deployment scenario as the test dataset. 
· Model fine-tuning/re-training: the model is re-trained/fine-tuned with a dataset from the same deployment scenario as the test dataset.
Note: ideal model training and switching may provide the upper bound of achievable performance when the AI/ML model needs to handle different deployment scenarios.

Observation
For AI/ML assisted positioning with timing information (e.g., ToA) as model output, based on evaluation results of network synchronization error in the range of 0-50 ns, when the model is trained by a dataset with network synchronization error t1 (ns) and tested in a deployment scenario with network synchronization error t2 (ns), for a given t1,
· For a case evaluated by a given source, the positioning accuracy of cases with t2 smaller than t1 is better than the cases with t2 equal to t1. For example,
· For the case of (t1, t2)=(50ns, 20~25ns), evaluation results submitted to RAN1#113 show the positioning error of (t1, t2)=(50ns, 20~25ns) is 0.75~0.85 times that of (t1, t2)=(50ns, 50ns).
· For the case of (t1, t2)=(50ns, 0ns), evaluation results submitted to RAN1#113 show the positioning error of (t1, t2)=(50ns, 0ns) is 0.76~0.80 times that of (t1, t2)=(50ns, 50ns).
· For a case evaluated by a given source, the positioning accuracy of cases with t2 greater than t1 is worse than the cases with t2 equal to t1. The larger the difference between t1 and t2, the more the degradation. For example,
· For the case of (t1, t2)=(0ns, 10ns), evaluation results submitted to RAN1#113 show the positioning error of (0ns, 10ns) is 1.16~2.81 times that of (0ns, 0ns).
· For the case of (t1, t2)=(0ns, 20~25ns), evaluation results submitted to RAN1#113 show the positioning error of (0ns, 50ns) is 2.19~10.11 times that of (0ns, 0ns).
· For the case of (t1, t2)=(0ns, 50ns), evaluation results submitted to RAN1#113 show the positioning error of (0ns, 50ns) is 9.68~31.95 times that of (0ns, 0ns).
Note: here the positioning error is the horizonal positioning error (meters) at CDF=90%.

Observation
For AI/ML assisted positioning with timing information (e.g., ToA) as model output, based on evaluation results of timing error in the range of 0-50 ns, when the model is trained by a dataset with UE/gNB RX and TX timing error t1 (ns) and tested in a deployment scenario with UE/gNB RX and TX timing error t2 (ns), for a given t1,
· For a case evaluated by a given source, the positioning accuracy of cases with t2 smaller than t1 is better than the cases with t2 equal to t1. For example,
· For the case of (t1, t2)=(50ns, 20~25ns), evaluation results submitted to RAN1#113 show the positioning error of (t1, t2)=(50ns, 20~25ns) is 0.75~0.96 times that of (t1, t2)=(50ns, 50ns).
· For the case of (t1, t2)=(50ns, 0ns), evaluation results submitted to RAN1#113 show the positioning error of (t1, t2)=(50ns, 0ns) is 0.76~0.95 times that of (t1, t2)=(50ns, 50ns).
· For a case evaluated by a given source, the positioning accuracy of cases with t2 greater than t1 is worse than the cases with t2 equal to t1. The larger the difference between t1 and t2, the more the degradation. For example,
· For the case of (t1, t2)=(0ns, 10ns), evaluation results submitted to RAN1#113 show the positioning error of (t1, t2)=(0ns, 10ns) is 1.34~2.30 times that of (t1, t2)=(0ns, 0ns).
· For the case of (t1, t2)=(0ns, 20~25ns), evaluation results submitted to RAN1#113 show the positioning error of (t1, t2)=(0ns, 20~25ns) is 5.66~13.0 times that of (t1, t2)=(0ns, 0ns).
· For the case of (t1, t2)=(0ns, 50ns), evaluation results submitted to RAN1#113 show the positioning error of (t1, t2)=(0ns, 50ns) is 10.62~51.52 times that of (t1, t2)=(0ns, 0ns).
Note: here the positioning error is the horizonal positioning error (meters) at CDF=90%.

Observation
In evaluation of AI/ML assisted positioning with timing information (e.g., TOA) as model output, for L in the range of 0.25m to 5m, the timing (e.g., TOA) estimation error and positioning error increases approximately in proportion to L, where L (in meters) is the standard deviation of truncated Gaussian distribution of the ground truth label error.  

Observation
For AI/ML assisted positioning, the positioning accuracy at model inference is affected by the type of model input.  Evaluation results submitted to RAN1#113 show that if changing model input type while holding other parameters (e.g., Nt, N't, Nport, N'TRP) the same, 
· The positioning error of PDP as model input is 1.17 ~ 1.63 times the positioning error of CIR as model input.
· The positioning error of DP as model input is 1.33 ~ 2.01 times the positioning error of CIR as model input.

Observation
For AI/ML assisted positioning, with Nt consecutive time domain samples used as model input, evaluation results submitted to RAN1#113 show that when CIR or PDP are used as model input, using different Nt while holding other parameters the same,  
· Reducing Nt from 256 to 128 does not appreciably degrade the positioning accuracy, while the measurement size and signaling overhead shrink to (approximately) 1/2 that of Nt=256.
· Positioning error of Nt=128 is 1.00 ~ 1.42 times the positioning error of Nt=256;
· Reducing Nt from 256 to 64~32 may degrade the positioning accuracy, while the measurement size and signaling overhead shrink to (approximately) 1/4 ~1/8 that of Nt=256, respectively. 
· Positioning error of Nt=64 is 1.09 ~ 3.02 times the positioning error of Nt=256;
· Positioning error of Nt=32 is 2.43 ~ 5.10 times the positioning error of Nt=256;

Observation
For AI/ML assisted positioning, when N't time domain samples with the strongest power are selected as model input, evaluation results submitted to RAN1#113 show that for model input of CIR or PDP and Nt=256, using different N't while holding other parameters the same,
· Reducing N't from 256 to 64 does not appreciably degrade the positioning accuracy, while the measurement size and signaling overhead shrink to (approximately) 1/4  that of Nt=N't=256.
· Positioning error of N't=128 is 1.00 ~ 1.33 times the positioning error of Nt=N't=256;
· Positioning error of N't=64 is 0.98 ~ 1.23 times the positioning error of Nt=N't=256;
· Reducing N't from 256 to 32~16 may degrade the positioning accuracy, while the measurement size and signaling overhead shrink to (approximately) 1/8 ~ 1/16 that of Nt=N't=256. 
· Positioning error of N't=32 is 1.15 ~ 1.69 times the positioning error of Nt=N't=256;
· Positioning error of N't=16 is 1.04 ~ 2.67 times the positioning error of Nt=N't=256;
· Reducing N't from 256 to 9 degrade the positioning accuracy, while the measurement size and signaling overhead shrink to (approximately) 1/32 that of Nt=N't=256. 
· Positioning error of N't=9 is 1.66 ~ 4.40 times the positioning error of Nt=N't=256;

Observation
Evaluation shows that AI/ML assisted positioning with timing information (e.g., ToA) as model output is robust to certain label error based on evaluation results of L in the range of (0, 5) meter. The exact range of label error that can be tolerated depends on the positioning accuracy requirement, where tighter positioning accuracy requirement demands smaller label error.

Observation
Evaluation shows that direct AI/ML positioning is robust to certain label error based on evaluation results of L in the range of (0, 5) meter. The exact range of label error that can be tolerated depends on the positioning accuracy requirement, where tighter positioning accuracy requirement demands smaller label error.

Observation
For AI/ML based positioning, evaluation results show that semi-supervised learning is helpful for improving the positioning accuracy when the same amount of ideal labelled data is used for supervised learning, and the number of ideal labelled data is limited.

Observation
For data collection of training dataset for AI/ML based positioning, for a given deployment scenario (e.g., InF-scenario, clutter parameter, drop) and with uniform UE distribution, the required sample density (e.g., #samples/m2) for achieving a given positioning accuracy target varies with AI/ML design choices including:
· different positioning approach (direct AI/ML, AI/ML-assisted), 
· different type of model input, 
· the size of model input,
· AI/ML complexity (model complexity and computational complexity).

Observation 
Evaluation results demonstrate that the performance of AI/ML positioning with the evaluation area as the convex hull of the horizontal BS deployment shows better performance than that with the whole hall area as evaluation area. This is due to: (a) convex hull case has higher sample density if using the same training dataset size, since convex hull has smaller UE distribution area; (b) for whole hall area, the UEs located outside the convex hull have diminished access to TRPs.
· For convex hull: UE distribution area = 100x40 m;
· For whole hall area: UE distribution area = 120x60 m

Observation
For the evaluation of direct AI/ML positioning, with Nt consecutive time domain samples used as model input, evaluation results submitted to RAN1#113 show that when CIR, PDP, or DP is used as model input, using different Nt while holding other parameters the same,  
· Reducing Nt from 256 to 128 does not appreciably degrade the positioning accuracy, while the measurement size and signaling overhead shrink to (approximately) 1/2 that of Nt=256.
· Positioning error of Nt=128 is 0.81 ~ 1.19 times the positioning error of Nt=256;
· Reducing Nt from 256 to 64~32 may degrade the positioning accuracy, while the measurement size and signaling overhead shrink to (approximately) 1/4 ~1/8 that of Nt=256, respectively. 
· Positioning error of Nt=64 is 0.88 ~ 3.00 times the positioning error of Nt=256;
· Positioning error of Nt=32 is 1.05 ~ 4.29 times the positioning error of Nt=256;
· Note: the variation in the positioning accuracy depends on each company's simulation assumption (e.g., AI/ML complexity).

Observation
For direct AI/ML positioning, the evaluation of positioning accuracy at model inference is affected by the type of model input and AI/ML complexity. For a given AI/ML model design, there is a tradeoff between model input, AI/ML complexity (model complexity and computational complexity), and positioning accuracy. Evaluation results submitted up to RAN1#113 show that if changing model input type while holding other parameters (e.g., Nt, N't, Nport, N'TRP) the same, 
· When comparing PDP and CIR as model input, 
· Six sources (MediaTek R1-2305659, vivo R1-2304475, ZTE R1-2302538, Ericsson R1-2304339, Apple R1-2306112, InterDigital R1-2305123) showed evaluation results where the positioning error of PDP as model input is 1.10 ~ 1.62 times the positioning error of CIR as model input.
· Four sources (MediaTek R1-2305659, Apple R1-2306112, Huawei R1-2305332, Nokia R1-2300608) showed evaluation results where the positioning error of PDP as model input is 0.61 ~ 0.96 times the positioning error of CIR as model input.
· When comparing DP and CIR as model input, 
· Three sources (vivo R1-2304475, Ericsson R1-2304339, Apple R1-2306112) showed evaluation results where the positioning error of DP as model input is 1.18 ~ 1.96 times the positioning error of CIR as model input.
· Two sources (Apple R1-2306112, Qualcomm R1-2305332) showed evaluation results where the positioning error of DP as model input is 0.79~0.92 times the positioning error of CIR as model input.
· Note: For Apple R1-2306112, the difference in relative performance is due to the complexity of the AI/ML model. 
· Note: the variation in the positioning accuracy depends on each company's simulation assumption (e.g., AI/ML complexity).

Observation
For the evalution of direct AI/ML positioning, when N't time domain samples with the strongest power are selected as model input, evaluation results submitted to RAN1#113 show that: 
· For model input of CIR or PDP and Nt=256, using different N't while holding other parameters constant,
· Reducing N't from 256 to 64 does not appreciably degrade the positioning accuracy, while the measurement size and signaling overhead shrink to (approximately) 1/4  that of Nt=N't=256.
· Positioning error of N't=128 is 1.02 ~ 1.07 times the positioning error of Nt=N't=256;
· Positioning error of N't=64 is 1.02 ~ 1.21 times the positioning error of Nt=N't=256;
· Reducing N't from 256 to 32~16 degrade the positioning accuracy, while the measurement size and signaling overhead shrink to (approximately) 1/8 ~ 1/16 that of Nt=N't=256. 
· Positioning error of N't=32 is 1.14 ~ 2.03 times the positioning error of Nt=N't=256;
· Positioning error of N't=16 is 1.12 ~ 2.54 times the positioning error of Nt=N't=256;
· Reducing N't from 256 to 9~8 degrade the positioning accuracy, while the measurement size and signaling overhead shrink to (approximately) 1/32 that of Nt=N't=256. 
· Positioning error of N't=9~8 is 1.42 ~ 3.29 times the positioning error of Nt=N't=256;
· For model input of DP and Nt=256, using different N't while holding other parameters constant, 
· One source (Ericsson R1-2304339) showed that reducing N't from 64 to 32 does not degrade the positioning accuracy while the measurement size and signaling overhead shrink by (approximately) 1/2.
· Positioning error of N't=32 is 1.03 times the positioning error of N't=64.
· Note: the evaluation results based on the other model input (e.g., multiple path) can be added in next meeting


In this document, we provide our evaluation results on AI/ML-based positioning.
2. Simulation assumptions
[bookmark: OLE_LINK21][bookmark: OLE_LINK20]In RAN1#109-e meeting, the common scenario parameters defined in Table 6-1 of TR 38.857 and some parameters of InF-DH scenario were agreed for evaluation of AI/ML-based positioning. In our simulations, the simulation assumptions are shown in Annex, and the dataset is generated by a system level simulator based on 3GPP simulation methodology. Both cases of perfect network synchronization and network synchronization with a truncated Gaussian distribution of 10 ns, 25 ns and 50 ns are investigated in our simulations. If network synchronization error is assumed, it is defined as a TRP-specific error value between the TRP and a timing reference source which is assumed to have perfect timing. In addition, UE timing error in range of 0-50 ns is also investigated in our simulation, and the UE timing error is a UE-specific error and modeled as a truncated Gaussian distribution defined in Table 6-1 of TR 38.857. For the generalization evaluation, we also simulate the generalization performance between InF-DH and InF-SH scenarios. 
In RAN1#110bis-e meeting, the evaluation methodology of the AI/ML complexity (model complexity, computation complexity) for N TRPs was determined. In our simulations, complexity of Multi-TRP (i.e., one model for N TRPs) and Single-TRP (i.e., same model for N TRPs) are the assessed. The sampling interval of all simulations is 4 ns. In our model, the parameters are in real value. 
In our evaluations, we use the same area of 120m*60m for training dataset and testing dataset. 
In most of our simulations, for the evaluation of AI/ML based positioning method, CIR of all (NTRP = 18) TRPs with all (NT = 256) taps are used as the model input, and single port (Nport = 1) is assumed. Each sample is represented by double float type (8 Byte, i.e. 64 bits). Thus, the measurement size is NTRP*Nport*NT*2*64 = 294912bit per UE, unless otherwise stated, e.g. in Section 3.1.6, 3.2.6 and 3.2.7. We do not optimize the signaling overhead for AI/ML model at LMF side, and thus it can be viewed as the same with the measurement size.
3. Simulation results
For the simulation results, most of them are captured in the excel sheet which are zipped together with this contribution. Those captured in the excel sheets are not duplicated here. Additionally, the LOS/NLOS identification results and model monitoring results are still provided in this contribution.
3.1. [bookmark: _Ref115271552]Direct AI/ML positioning
[bookmark: _Ref115362683]For direct AI/ML positioning, AI/ML model is used to estimate UE’s position directly without intermedium ToA estimation. We provide some simulation results of direct positioning based on AI/ML model in this section, including generalization, fine-tuning, mix-train, label error and different sizes of model input. The AI/ML model for estimating UE’s position is a classical ResNet18 model. The input of this AI/ML model is CIR, and the size of CIR is 18*1*256*2, unless otherwise stated, e.g., in Section 3.1.6, 3.2.6 and 3.2.7. The output of this AI/ML model is UE’s horizontal positon (x, y). We chose MSE loss as the loss function. The training epoch and learn rate is set to 100 and 1*10-4.
3.1.1. [bookmark: _Ref131437620]AI/ML model performance of baseline and generalization
3.1.1.1. [bookmark: _Ref131435172]AI/ML model performance with perfect network synchronization
For the simulations in this section, perfect network synchronization is assumed. This AI/ML model inference may be performed at UE side or LMF side. When inference is performed at UE side, the UE may utilize the CIR estimated from DL PRS and an AI/ML model to estimate the UE’s position directly. When this model is deployed at LMF side, the UE needs to transfer the CIR to LMF for AI/ML model inference.
The details of dataset, AI/ML model and evaluation results are given in Table 1 and also the excel sheet submitted together. For perfect network synchronization, the horizontal accuracy is 0.54m@90% of CDF percentile. 
[bookmark: _Ref134793273][bookmark: _Ref134793269]Table 1: Evaluation results for direct AI/ML positioning model deployed on UE/LMF-side, without model generalization, ResNet18
	Model input
	Model output
	Label
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	
	Train
	Test
	Train
	test
	Model complexity
	Computation complexity
	AI/ML

	Type: CIR;
Size:
18*1*256
	Type: UE’s position;
Size:
1*2
	UE’s position with 100% ground truth label
	clutter param: {60%, 6m, 2m}
	clutter param: {60%, 6m, 2m}
	Training:
19440;
Validation: 
1080;
	1080
	11.2M
	2.78G FLOPs
	0.54m



Observation 1: For directly estimating UE’s positioning with perfect network synchronization, the horizontal positioning accuracy is 0.54m@90% of CDF percentile.
3.1.1.2. [bookmark: _Ref127284714]AI/ML model performance with 50ns network synchronization error
In Rel-16, various positioning technologies were specified to support regulatory as well as commercial use cases. In Rel-17, some positioning enhancements had been introduced. However, in current IIoT scenario, it is still worth of thinking about overcoming non-ideal factors, e.g. synchronization errors between multiple TRPs. Due to the non-ideal factors, positioning accuracy traditional positioning algorithms will be degraded. In this section, we investigate whether AI/ML model can overcome the influence of network synchronization error. The network synchronization error with a truncated Gaussian distribution of 50 ns is assumed, and the network synchronization error is defined as a TRP-specific error.
The AI/ML model for estimating UE’s position is a classical ResNet model. The details of dataset, AI/ML model and evaluation results are given in Table 2 and also the excel sheet submitted together. For network synchronization with a truncated Gaussian distribution of 50 ns, the horizontal positioning accuracy is 0.84m@90% of CDF percentile. Compared to the simulation results in 3.1.1.1, the positioning accuracy with network synchronization error is similar to the positioning accuracy of the case with perfect network synchronization. When AI/ML-based approach is applied in positioning, the network synchronization error is included in the corresponding training data set and test data set. If the network synchronization error is captured in the training set, AI/ML model would be able to learn how to overcome network synchronization error to improve positioning accuracy, since AI/ML-based positioning has data-driven characteristics. Based on our simulation results, AI/ML model is able to overcome the impact of network synchronization error through learning the internal relationship between the input training data with network synchronization error and the corresponding label.
[bookmark: _Ref134795683]Table 2: Evaluation results for direct AI/ML positioning model deployed on UE/LMF-side, without model generalization, ResNet18
	Model input
	Model output
	Label
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	
	Train
	Test
	Train
	test
	Model complexity
	Computation complexity
	AI/ML

	Type: CIR;
Size:
18*1*256
	Type: UE’s position;
Size:
1*2
	UE’s position with 100% ground truth label
	50ns network synchronization error
	50ns network synchronization error
	Training:
19440;
Validation: 
1080;
	1080
	11.2M
	2.78G FLOPs
	0.84m



Observation 2: For directly estimating UE’s positioning with network synchronization error (truncated Gaussian distribution of 50 ns), the horizontal positioning accuracy is 0.84m@90% of CDF percentile.
3.1.2. [bookmark: _Ref127348899]AI/ML model generalization performance with different assumptions 
3.1.2.1. AI/ML model generalization performance with 2 cases
We design two cases to investigate the generalization capability of AI/ML model. The configurations of 2 test cases are shown in Table 3
[bookmark: _Ref142682259]Table 3: Configurations of two test cases for investigating generalization capability of AI/ML model
	
	Scenario
	Clutter parameters
	Synchronization error

	Case1
	InF-DH
	{40%, 2m, 2m}
	w/o

	Case2
	InF-SH
	{20%, 2m, 10m}
	w/o


The AI/ML model described in Section 3.1.1.1 is trained on a dataset with parameters of {60%, 6m, 2m} from InF-DH scenario, with perfect network synchronization. This model is tested on dataset corresponding to case 1 and case 2. However, the discarded CIR has minimal impact on the previous results. For more details on the dataset, AI/ML model and evaluation results are given in 
[bookmark: _Ref134793978]Table 4 and also the accompanying excel sheet.
Table 4: Evaluation results for direct AI/ML positioning model deployed on UE/LMF-side, with model generalization, ResNet18
	Model input
	Model output
	Label
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	
	Train
	Test
	Train
	test
	Model complexity
	Computation complexity
	AI/ML

	Type: CIR;
Size:
18*1*256
	Type: UE’s position;
Size:
1*2
	UE’s position with 100% ground truth label
	clutter param: {60%, 6m, 2m}
	clutter param: {40%, 2m, 2m}
	Training:
19440;
Validation: 
1080;
	1080
	11.2M
	2.78G FLOPs
	2.64m

	Type:CIR;
Size:18*1*256
	Type: UE’s position;
Size:1*2
	UE’s position with 100% ground truth label
	InF-DH
{60%,6m,2m}
	InF-SH
{20%,2m,10m}
	Training:
19440;
Validation: 
1080;
	1080
	11.2M
	2.78G FLOPs
	6.48m



Observation 3: When the direct AI/ML positioning is applied to different scenarios or conditions, the generalization performance can be significantly affected, leading to a significant degradation in positioning accuracy.
3.1.2.2. AI/ML model generalization performance with different network synchronization error
In this section, we evaluate the effect of different network-side synchronization errors on the AI/ML model. We generate network synchronization error values conforming to the Gaussian truncated distribution based on different values of T1. We set T1 to 10ns, 25ns and 50ns. 
We first train the AI/ML model samples without network synchronization error. We also train the same model with T1=50ns network synchronization error. Then, we test these models against test dataset with other network synchronization errors at various STD values. 
In the first simulation, we assume a fixed TRP-specific synchronization error, i.e. the synchronization error of both training dataset and testing dataset is identical for a specific TRP, though the distribution of synchronization errors of all TRPs are under the Gaussian truncated distribution. The details of dataset and the simulation results are provided in Table 5 and also the accompanying excel sheet.
[bookmark: _Ref142677693]Table 5: Evaluation results for direct AI/ML positioning model with different network synchronization errors (fixed for a TRP) deployed on UE/LMF-side, ResNet18
	Model input
	Model output
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	Train
	Test
	Train
	test
	Model complexity
	Computation complexity
	AI/ML

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	perfect network synchronization error
	perfect network synchronization error
	19440 and 1080
	1080
	11.2M
	2.78G FLOPs
	0.54m

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	perfect network synchronization error
	10ns network synchronization error
	19440 and 1080
	1080
	11.2M
	2.78G FLOPs
	2.7465m

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	perfect network synchronization error
	25ns network synchronization error
	19440 and 1080
	1080
	11.2M
	2.78G FLOPs
	6.7849m

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	perfect network synchronization error
	50ns network synchronization error
	19440 and 1080
	1080
	11.2M
	2.78G FLOPs
	12.0641m

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	50ns network synchronization error
	perfect network synchronization error
	19440 and 1080
	1080
	11.2M
	2.78G FLOPs
	22.4241m

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	50ns network synchronization error
	25ns network synchronization error
	19440 and 1080
	1080
	11.2M
	2.78G FLOPs
	23.4642m

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	50ns network synchronization error
	50ns network synchronization error
	19440 and 1080
	1080
	11.2M
	2.78G FLOPs
	0.84m



Observation 4: For direct AI/ML positioning, when the model is trained by a dataset with network synchronization error t1 (ns) and tested in a deployment scenario with network synchronization error t2 (ns), if we assume a fixed TRP synchronization error, the positioning accuracy performance deteriorates with the change of network synchronization error, regardless t1>t2 or t1<t2.

The network synchronization errors modeled in the above simulation is assumed from view of statistics of multiple TRPs. We further investigate this case assuming network synchronization error is time varying, and the time varying error of a TRP is still under the same truncated Gaussian truncated distribution. 
Based on data augmentation, two methods are adopted to model the time varying network synchronization error.
In the first data augmentation method, we group 21600 UEs in the dataset by every 100 UEs, and within each group of UEs, the training dataset are impacted by the same network synchronization error. For the same TRP, the network synchronization error in different UE groups can be different, denoting the time varying of network synchronization error.
The details of dataset and the simulation results are provided in Table 6 and also the accompanying excel sheet.
[bookmark: _Ref142677719]Table 6: Evaluation results for direct AI/ML positioning model with different network synchronization error (varying in time) deployed on UE/LMF-side, ResNet18
	Model input
	Model output
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	Train
	Test
	Train
	test
	Model complexity
	Computation complexity
	AI/ML

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	Per 100UE with 10ns network synchronization error
	perfect network synchronization error
	19440 and 1080
	1080
	11.2M
	2.78G FLOPs
	1.9375m

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	Per 100UE with 10ns network synchronization error
	10ns network synchronization error
	19440 and 1080
	1080
	11.2M
	2.78G FLOPs
	2.8506m

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	Per 100UE with 10ns network synchronization error
	25ns network synchronization error
	19440 and 1080
	1080
	11.2M
	2.78G FLOPs
	6.1267m

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	Per 100UE with 10ns network synchronization error
	50ns network synchronization error
	19440 and 1080
	1080
	11.2M
	2.78G FLOPs
	13.2020m

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	Per 100UE with 50ns network synchronization error
	perfect network synchronization error
	19440 and 1080
	1080
	11.2M
	2.78G FLOPs
	6.2193m

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	Per 100UE with 50ns network synchronization error
	10ns network synchronization error
	19440 and 1080
	1080
	11.2M
	2.78G FLOPs
	6.4891m

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	Per 100UE with 50ns network synchronization error
	25ns network synchronization error
	19440 and 1080
	1080
	11.2M
	2.78G FLOPs
	7.7537m

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	Per 100UE with 50ns network synchronization error
	50ns network synchronization error
	19440 and 1080
	1080
	11.2M
	2.78G FLOPs
	12.3622m



By the results of the first data augmentation method, we can observe that: when the AI/ML model is trained with 10ns or 50ns network synchronization error, the performance deteriorates with the increase of the network synchronization error in the test dataset.
In the second data augmentation method, we group 21600 UEs in the data set for every 100 UEs. And for each UE group, 5 different network synchronization errors (generated by Gaussian truncated distribution of 50 ns, though) are separately modeled to each input CIR dataset. Thus we obtain a dataset equivalent to 5*21600 UE with 50ns network synchronization errors. 
The details of dataset and the simulation results are provided in Table 7 and also the accompanying excel sheet.
[bookmark: _Ref142677765]Table 7 : Evaluation results for direct AI/ML positioning model with 50ns network synchronization errors data augmentation deployed on UE/LMF-side, ResNet18
	Model input
	Model output
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	Train
	Test
	Train
	test
	Model complexity
	Computation complexity
	AI/ML

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	50ns network synchronization error
	perfect network synchronization error
	18000*5
	3600*5
	11.2M
	2.78G FLOPs
	5.4857m

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	50ns network synchronization error
	10ns network synchronization error
	18000*5
	3600*5
	11.2M
	2.78G FLOPs
	5.7703m

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	50ns network synchronization error
	25ns network synchronization error
	18000*5
	3600*5
	11.2M
	2.78G FLOPs
	7.0291m

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	50ns network synchronization error
	50ns network synchronization error
	18000*5
	3600*5
	11.2M
	2.78G FLOPs
	10.7251 m



From the result of the second data augmentation method, a similar observation can be achieved compared to the first data augmentation method for the case of 50ns network synchronization error. 
Observation 5: For direct AI/ML positioning, based on evaluation results of network synchronization error in the range of 0-50 ns, when the model is trained by a dataset with network synchronization error t1 (ns) and tested in a deployment scenario with network synchronization error t2 (ns), it can be observed that when AI/ML model trained t1 =10ns or 50ns and tested t2 =0ns, 10ns, 25ns and 50ns, the positioning accuracy with t2 smaller than t1 is better than the cases with t2 equal to t1.
3.1.2.3. AI/ML model generalization performance with UE timing error 
In this section, we investigate the performance of the AI/ML models against UE timing errors. We generate UE timing error values conforming to the Gaussian truncated distribution based on different values of T1. We set T1 to 10ns, 25ns and 50ns. The resulting error values are then added to the CIR dataset. 
We first train the AI/ML model samples without UE timing errors. We also train the same model with T1=50ns UE timing errors. Then, we test these models against test dataset with other UE timing errors at various STD values. 
The details of dataset and the simulation results are provided in Table 8 and also the accompanying excel sheet.
[bookmark: _Ref142677746]Table 8: Evaluation results for direct AI/ML positioning model for UE timing error deployed on UE/LMF-side, ResNet18
	Model input
	Model output
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	Train
	Test
	Train
	test
	Model complexity
	Computation complexity
	AI/ML

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	perfect UE timing error
	perfect UE timing error
	19440 and 1080
	1080
	11.2M
	2.78G FLOPs
	0.54m

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	perfect UE timing error
	10ns UE timing error
	19440 and 1080
	1080
	11.2M
	2.78G FLOPs
	2.11m

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	perfect UE timing error
	25ns UE timing error
	19440 and 1080
	1080
	11.2M
	2.78G FLOPs
	4.12m

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	perfect UE timing error
	50ns UE timing error
	19440 and 1080
	1080
	11.2M
	2.78G FLOPs
	6.41m

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	50ns UE timing error
	perfect UE timing error
	19440 and 1080
	1080
	11.2M
	2.78G FLOPs
	0.59m

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	50ns UE timing error
	25ns UE timing error
	19440 and 1080
	1080
	11.2M
	2.78G FLOPs
	0.61m

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	50ns UE timing error
	50ns UE timing error
	19440 and 1080
	1080
	11.2M
	2.78G FLOPs
	0.585m



Observation 6: For direct AI/ML positioning, based on evaluation results of UE timing error in the range of 0-50 ns, when the model is trained by a dataset with UE timing error t1 (ns) and tested in a deployment scenario with UE timing error t2 (ns), it can be observed that:
· When AI/ML model trained t1 = 0ns and tested t2 = 0ns, 10ns, 25ns and 50ns, the positioning accuracy with t2 greater than t1 is worse than the cases with t2 equal to t1.
· When AI/ML model trained t1 = 50ns and tested t2 =0ns, 10ns, 25ns and 50ns, the positioning accuracy with t2 smaller than t1 is similar to the cases with t2 equal to t1.
3.1.3. [bookmark: _Ref127176050]AI/ML model generalization performance with mix-train
Section 3.1.2 presents our simulation results of generalization performance of the AI/ML model. In Section 3.1.3, we investigate the mix-train method as a means to enhance the model’s generalization capability. This involves mixing the datasets from different positioning scenarios/assumptions and training the model on the mixed training dataset. The AI/ML model is then tested on separate test datasets. Our simulations feature three different cases, which are detailed in the accompanying excel sheet.
3.1.3.1. [bookmark: _Ref127543980][bookmark: _Ref127440379]Mix-train with different clutter parameters
In Section 3.1.3.1, we employ the mix-train method by combining 19440 data samples with a clutter parameter of {60%, 6m, 2m} and 1080 data samples with a clutter parameter of {40%, 2m, 2m} for model training. For testing, we used 1080 data samples with a clutter parameter of {40%, 2m, 2m} and another 1080 data samples with a clutter parameter of {60%, 6m, 2m} separately. The details of dataset and the simulation results for are provided in Table 9 and also the accompanying excel sheet submitted together. The horizontal position accuracy is 1.77m@90% of CDF percentile. Compared to the positioning accuracy achieved in Section 3.1.2, the use of mixed dataset during training improves positioning accuracy from 2.64m to 1.77m. However, when the AI/ML model is tested on a small dataset with the assumption of a clutter parameter of {60%, 6m, 2m}, the positioning accuracy degrades from 0.58m to 1.31m compared to the case when using only the InF-DH {60%, 6m, 2m} dataset for AI/ML model training and testing. 
[bookmark: _Ref134795636]Table 9: Evaluation results for direct AI/ML positioning model mix-trained in different clutter parameters deployed on UE/LMF-side, ResNet18
	Model input
	Model output
	Label
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	
	Train
	Test
	Train
	test
	Model complexity
	Computation complexity
	AI/ML

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	UE’s position with 100% ground truth label
	InF-DH
{60%,6m,2m} and
InF-DH{40%,2m, 2m}
	InF-DH{40%,2m, 2m}
	19440 and 1080
	1080
	11.2M
	2.78G FLOPs
	1.77m

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	UE’s position with 100% ground truth label
	InF-DH
{60%,6m,2m} and
InF-DH{40%,2m, 2m}
	InF-DH
{60%,6m,2m}
	19440 and 1080
	1080
	11.2M
	2.78G FLOPs
	1.31m



Observation 7: For direct AI/ML positioning, by employing the mix-train method and combining the dataset of clutter parameter {60%, 6m, 2m} with a small dataset of clutter parameter {40%, 2m, 2m}, the AI/ML model achieved a horizontal positioning accuracy of 1.77m, which represents an improvement compared to the performance achieved without mix-training and with a positioning accuracy of 2.64m.
3.1.3.2. [bookmark: _Ref127543988]Mix-train with different network synchronization assumptions
In this section, we employ the mix-train method by combining 19440 data samples with perfect synchronization and 1080 data samples with 50ns synchronization error for model training. For testing, we used 1080 data samples with perfect synchronization and another 1080 data samples with 50ns synchronization error separately. The accompanying excel sheet and also Table 10 provide details on the dataset and simulation results for the AI/ML model trained using this method, which achieved a horizontal positioning accuracy of 3.04m@90% of CDF percentile. Compared to the positioning accuracy achieved in Section 3.1.2, the use of mixed dataset during training improved the accuracy from 12.6m to 3.04m. However, when the AI/ML model is tested on a small dataset with the assumption of perfect network synchronization, the positioning accuracy degrades from 0.58m to 1.37m when compared to using only the dataset with perfect network synchronization for AI/ML model training and testing. 
[bookmark: _Ref134795989]Table 10: Evaluation results for direct AI/ML positioning model mix-trained in different network synchronization error deployed on UE/LMF-side, ResNet18
	Model input
	Model output
	Label
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	
	Train
	Test
	Train
	test
	Model complexity
	Computation complexity
	AI/ML

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	UE’s position with 100% ground truth label
	Perfect synchronization and network synchronization error 50ns
	Network synchronization error 50ns
	19440 and 1080
	1080
	11.2M
	2.78G FLOPs
	3.04m

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	UE’s position with 100% ground truth label
	Perfect synchronization and network synchronization error 50ns
	Perfect synchronization
	19440 and 1080
	1080
	11.2M
	2.78G FLOPs
	1.37m



Observation 8: For direct AI/ML positioning, by employing the mix-train method and combining the dataset of ideal network synchronization with a small dataset of network synchronization error of 50ns, the AI/ML model achieved a horizontal positioning accuracy of 3.04m, which represents a significant improvement compared to the performance achieved without mix-training and with a positioning accuracy of 12.6m.
3.1.3.3. [bookmark: _Ref127543996][bookmark: _Ref127448927]Mix-train with different scenarios
In this section, we employ the mix-train method by combining 19440 data samples with InF-DH {60%, 6m, 2m} and 1080 data with InF-SH {20%, 2m, 10m} for model training. For testing, we used 1080 data samples with InF-SH {20%, 2m, 10m} and another 1080 data samples with InF-DH {60%, 6m, 2m} separately. The accompanying excel sheet and also Table 11 provide details on the dataset and simulation results for the AI/ML model trained using this method, which achieved a horizontal positioning accuracy of 1.81m@90% of CDF percentile. Compared to the positioning accuracy achieved in Section 3.1.2, the use of mixed dataset during training improved the accuracy from 6.48m to 1.81m by training the AI/ML model with mixed dataset. When the AI/ML model is tested by a small dataset with the assumption of InF-DH{60%, 6m, 2m}, the position accuracy is degraded from 0.58m to 1.37m compared to using only the dataset with InF-DH{60%, 6m, 2m} for AI/ML model training and testing.
[bookmark: _Ref134795800]Table 11: Evaluation results for direct AI/ML positioning model mix-trained in different scenarios deployed on UE/LMF-side, ResNet18
	Model input
	Model output
	Label
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	
	Train
	Test
	Train
	test
	Model complexity
	Computation complexity
	AI/ML

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	UE’s position with 100% ground truth label
	InF-DH
{60%,6m,2m} and
InF-SH
{20%,10m,2m}
	InF-SH
{20%,10m,2m}
	19440 and 1080
	1080
	11.2M
	2.78G FLOPs
	1.81m

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	UE’s position with 100% ground truth label
	InF-DH
{60%,6m,2m} and
InF-SH
{20%,10m,2m}
	InF-DH
{60%,6m,2m}
	19440 and 1080
	1080
	11.2M
	2.78G FLOPs
	1.37m



Observation 9: For direct AI/ML positioning, by employing the mix-train method and combining the dataset of InF-DH {60%, 6m, 2m} with a small dataset of InF-SH {20%, 2m, 10m}, the AI/ML model achieved a horizontal positioning accuracy of 1.81m, which represents a significant improvement compared to the performance achieved without mix-training and with a positioning accuracy of 6.48m.
3.1.4. AI/ML model generalization performance with fine-tuning
In Section 3.1.3, we investigate the generalization capability of the AI/ML model and observe that the positioning accuracy will degrade when the training and testing datasets have different clutter parameters or network synchronization assumptions. This aspect is important, as it can be computationally and storage-intensive to train an AI/ML model for every scenarios or assumptions. To enhance the accuracy of the AI/ML model when training and testing datasets have different assumptions, we explore the potential of fine-tuning the model's performance. 
We also investigate the impact of the quantity of fine-tuning data on the positioning accuracy. In our simulations, we vary the size of the fine-tuning dataset, which includes: 540, 1080, 1620 and 3600 labels. The simulation results are presented in the subsequent sections.
3.1.4.1. Fine-tuning with different clutter parameters
The AI/ML model described in Section 3.1.1 is trained using dataset with the assumption of clutter parameter {60%, 6m, 2m}. This AI/ML model serves as the basic AI/ML model, which is then fine-tuned using a small dataset that assumes a clutter parameter {40%, 2m, 2m}. The details of the dataset and the simulation results for an AI/ML model fine-tuned using dataset sizes of 486, 972, 1944, 4860 and 9720 with the aforementioned clutter parameter of {40%, 2m, 2m} is provided in Table 12 and also the accompanying excel sheet. When different datasets with the clutter parameter of {40%, 2m, 2m}are used to fine-tune the AI/ML model trained in InF-DH {60%, 6m, 2m}, the fine-tuned AI/ML model is also tested in InF-DH {60%, 6m, 2m} and the corresponding absolute accuracy and relative accuracy are provided in Table 12. Compared to the positioning accuracy achieved in Section 3.1.2, the performance is significantly improved by the fine-tuning of the AI/ML model using a small dataset that assumes a clutter parameter of {40%, 2m, 2m}.
[bookmark: _Ref142574011][bookmark: _Ref134796119]Table 12: Evaluation results for direct AI/ML positioning model different clutter parameters deployed on UE/LMF-side, with model generalization and fine-tuning, ResNet18
	Model input
	Model output
	Settings (e.g., drops, clutter param)
	[bookmark: OLE_LINK9][bookmark: OLE_LINK10]Sample density(#sample/m2)of dataset
	Horizontal pos.accuracy at CDF=90%(m)

	
	
	Train
	Fine-tune
	Test
	Train
	Fine-tune(%)*
	Test
	Absolute accuracy(m)
	Relative accuracy**

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	InF-DH
{60%,6m,2m}
	InF-DH
{40%,2m,2m}
	InF-DH
{40%,2m,2m}
	2.7
	2.5%
	0.15
	1.10
	1.80

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	InF-DH
{60%,6m,2m}
	InF-DH
{40%,2m,2m}
	InF-DH
{40%,2m,2m}
	2.7
	5%
	0.15
	1.08
	1.77

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	InF-DH
{60%,6m,2m}
	InF-DH
{40%,2m,2m}
	InF-DH
{40%,2m,2m}
	2.7
	10%
	0.15
	0.93
	1.52

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	InF-DH
{60%,6m,2m}
	InF-DH
{40%,2m,2m}
	InF-DH
{40%,2m,2m}
	2.7
	25%
	0.15
	0.81
	1.33

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	InF-DH
{60%,6m,2m}
	InF-DH
{40%,2m,2m}
	InF-DH
{40%,2m,2m}
	2.7
	50%
	0.15
	0.67
	1.10

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	InF-DH
{60%,6m,2m}
	InF-DH
{40%,2m,2m}
	InF-DH
{60%,6m,2m}
	2.7
	2.5%
	0.15
	1.21
	2.24

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	InF-DH
{60%,6m,2m}
	InF-DH
{40%,2m,2m}
	InF-DH
{60%,6m,2m}
	2.7
	5%
	0.15
	1.09
	2.02

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	InF-DH
{60%,6m,2m}
	InF-DH
{40%,2m,2m}
	InF-DH
{60%,6m,2m}
	2.7
	10%
	0.15
	0.98
	1.81

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	InF-DH
{60%,6m,2m}
	InF-DH
{40%,2m,2m}
	InF-DH
{60%,6m,2m}
	2.7
	25%
	0.15
	0.78
	1.44

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	InF-DH
{60%,6m,2m}
	InF-DH
{40%,2m,2m}
	InF-DH
{60%,6m,2m}
	2.7
	50%
	0.15
	0.65
	1.20



[bookmark: _Ref127457922]Observation 10: For direct AI/ML positioning, by training the AI/ML model using the dataset that assumes a clutter parameter of {60%, 6m, 2m}, and subsequently fine-tuning it using a small dataset that assumes a clutter parameter of {40%, 2m, 2m}, the horizontal positioning accuracy is significantly improved compared to the performance achieved without fine-tuning. The degree of improvement in the positioning accuracy is greater when the size of the fine-tuning dataset is larger.
3.1.4.2. Fine-tuning with different network synchronization assumptions
The AI/ML model described in Section 3.1.1 is trained using dataset with the assumption of perfect network synchronization. This AI/ML serves as the basic AI/ML model, which is then fine-tuned using a small dataset with network synchronization error. The details of the dataset and the simulation results for an AI/ML model fine-tuned using dataset sizes of 540, 1080, 1620, 3600 with network synchronization error is provided in Table 13 and also accompanying excel sheet. Compared to the positioning accuracy in Section 3.1.2, the performance is significantly improved from 12.6m to 1.43m by the fine-tuning of the AI/ML model with a small dataset with size of 3600 with the assumption of network synchronization error.
[bookmark: _Ref134796190]Table 13: Evaluation results for direct AI/ML positioning model for different network synchronization assumptions deployed on UE/LMF-side, with model generalization and fine-tuning, ResNet18
	Model input
	Model output
	Settings (e.g., drops, clutter param, mix)
	Sample density(#sample/m2)of dataset
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	Train
	Fine-tune
	Test
	Train
	Fine-tune(%)*
	test
	Absolute accuracy(m)
	Relative accuracy**

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	Perfectnetwork synchronization
	50ns network synchronization
	50ns network synchronization
	2.7
	2.78%
	0.15
	2.69m
	3.20

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	Perfect network synchronization
	50ns network synchronization
	50ns network synchronization
	2.7
	5.56%
	0.15
	2.23m
	2.65

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	Perfectnetwork synchronization
	50ns network synchronization
	50ns network synchronization
	2.7
	8.33%
	0.15
	2.00m
	2.38

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	Perfectnetwork synchronization
	50ns network synchronization
	50ns network synchronization
	2.7
	18.5%
	0.15
	1.43m
	1.70



Observation 11: For direct AI/ML positioning, by training the AI/ML model using the dataset with perfect network synchronization, and subsequently fine-tuning it using a small dataset with network synchronization error, the horizontal positioning accuracy is significantly improved compared to the performance achieved without fine-tuning. The degree of improvement in the positioning accuracy is greater when the size of the fine-tuning dataset is larger.
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3.1.4.3. Fine-tuning with different scenarios
The AI/ML model described in Section 3.1.1 is trained using dataset with the assumption of InF-DH. This AI/ML serves as the basic AI/ML model, which is then fine-tuned using a small dataset with network synchronization error. The details of the dataset and the simulation results for an AI/ML model fine-tuned using dataset sizes of 486, 972, 1944, 4860 and 9720 with InF-SH are provided in accompanying excel sheet. Compared to the positioning accuracy achieved in Section 3.1.2, the performance is significantly improved from 6.48m to 1.41m by the fine-tuning of the AI/ML model with a dataset with size of 9720 with the assumption of different scenarios.
Table 14: Evaluation results for direct AI/ML positioning model for different scenarios deployed on UE/LMF-side, with model generalization and fine-tuning, ResNet18
	Model input
	Model output
	Settings (e.g., drops, clutter param)
	Sample density(#sample/m2)of dataset
	Horizontal pos.accuracy at CDF=90%(m)

	
	
	Train
	Fine-tune
	Test
	Train
	Fine-tune(%)*
	Test
	Absolute accuracy(m)
	Relative accuracy**

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	InF-DH
{60%,6m,2m}
	InF-SH
{20%,10m,2m}
	InF-SH
{20%,10m,2m}
	2.7
	2.5%
	0.15
	1.45m
	2.50

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	InF-DH
{60%,6m,2m}
	InF-SH
{20%,10m,2m}
	InF-SH
{20%,10m,2m}
	2.7
	5%
	0.15
	1.16m
	2.00

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	InF-DH
{60%,6m,2m}
	InF-SH
{20%,10m,2m}
	InF-SH
{20%,10m,2m}
	2.7
	10%
	0.15
	1.09m
	1.88

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	InF-DH
{60%,6m,2m}
	InF-SH
{20%,10m,2m}
	InF-SH
{20%,10m,2m}
	2.7
	25%
	0.15
	0.97m
	1.67

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	InF-DH
{60%,6m,2m}
	InF-SH
{20%,10m,2m}
	InF-SH
{20%,10m,2m}
	2.7
	50%
	0.15
	0.82m
	1.41

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	InF-DH
{60%,6m,2m}
	InF-SH
{20%,10m,2m}
	InF-DH
{60%,6m,2m}
	2.7
	2.5%
	0.15
	1.91m
	3.54

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	InF-DH
{60%,6m,2m}

	InF-SH
{20%,10m,2m}
	InF-DH
{60%,6m,2m}
	2.7
	5%
	0.15
	1.23m
	2.28

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	InF-DH
{60%,6m,2m}
	InF-SH
{20%,10m,2m}
	InF-DH
{60%,6m,2m}
	2.7
	10%
	0.15
	1.25m
	2.31

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	InF-DH
{60%,6m,2m}
	InF-SH
{20%,10m,2m}
	InF-DH
{60%,6m,2m}
	2.7
	25%
	0.15
	1.07m
	1.98

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	InF-DH
{60%,6m,2m}
	InF-SH
{20%,10m,2m}
	InF-DH
{60%,6m,2m}
	2.7
	50%
	0.15
	0.92m
	1.70



Observation 12: For direct AI/ML positioning, by training the AI/ML model using the dataset with perfect network synchronization, and subsequently fine-tuning it using a small dataset with network synchronization error, the horizontal positioning accuracy is significantly improved compared to the performance achieved without fine-tuning. The degree of improvement in the positioning accuracy is greater when the size of the fine-tuning dataset is larger.
3.1.5. AI/ML model performance with labeling error
It was concluded in RAN1#112 meeting to study the impact of labelling error on positioning accuracy. To achieve this, we introduce errors in the x-axis and y-axis of the labels, resulting in inaccurate labels. The error in each dimension of x-axis and y-axis is modeled as a truncated Gaussian distribution with zero mean and standard deviation of L meters, with truncation of the distribution to the [-2*L, 2*L] range. We then set the value of L as 1m, 3m and 5m. The simulation result is provided in Table 15 and also the accompanying excel sheet. 
Specifically:
· When the value of L is 1m, the horizontal position accuracy is 1.47m@90% of CDF percentile.
· When the value of L is 3m, the horizontal position accuracy is 2.95m@90% of CDF percentile.
· When the value of L is 5m, the horizontal position accuracy is 4.41m@90% of CDF percentile.
[bookmark: _Ref134796908]Table 15: Evaluation results for direct AI/ML positioning model for label error deployed on UE/LMF-side, ResNet18
	Model input
	Model output
	Label Error
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	
	Train
	Test
	Train
	test
	Model complexity
	Computation complexity
	AI/ML

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	L=1m
	InF-DH
{60%,6m,2m} 
	InF-DH
{60%,6m,2m}
	19440 and 1080
	1080
	11.2M
	2.78G FLOPs
	1.47m

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	L=3m
	InF-DH
{60%,6m,2m} 
	InF-DH
{60%,6m,2m}
	19440 and 1080
	1080
	11.2M
	2.78G FLOPs
	2.95m

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	L=5m
	InF-DH
{60%,6m,2m} 
	InF-DH
{60%,6m,2m}
	19440 and 1080
	1080
	11.2M
	2.78G FLOPs
	4.41m



Observation 13: When AI/ML model is trained with different value of label error, as value of L increases, direct AI/ML positioning error increases approximately in proportion to L. 
3.1.6. [bookmark: _Ref135059796][bookmark: _Ref142571002]AI/ML model performance with different model input
For direct AI/ML positioning, the current model’s input dimensions may cause an increase in the model complexity and computational complexity. As a result, it is attractive to reduce the input dimensions of the model. 
3.1.6.1. Different number of TRP as model input
For the simulation of reducing the number of TRP, we evaluate two cases for direct AI/ML positioning. 
Case 1: Fixed 9 TRP collect CIR data as model input. In this case, Approach 1-A and Approach 2-A defined in RAN1#113 agreement [1] are investigated.
Case 2: Dynamic 9 TRP collect CIR data as model input: Based on the value of RSRP, the CIR corresponding to the top 9 TRP were selected as model inputs. In this case, Approach 1-B and Approach 2-B defined in RAN1#113 agreement [1] are investigated
In this simulation, since NTRP = 9, the measurement size is NTRP*Nport*NT*2*64 = 147456bit per UE.
3.1.6.1.1. Fixed 9 TRP as model input
In this section, we investigate two cases for direct AI/ML positioning in fixed TRP pattern. 
The first case is to select 9 fixed TRPs and train a model to cover the entire simulation area. In inference phase, this model is used to cover the entire evaluation area.
The second case is to divide the original area into two regions with equal size, and two models are trained based on the region-specific dataset separately. In inference phase, each model is used to cover the corresponding region, and the whole evaluation area can be covered by these two models.
3.1.6.1.1.1. One model covers entire area
In our simulation, we select 9 TRPs out of 18 TRPs for model input. The selected TRPs are with the ID of {3, 4, 5, 9, 10, 11, 15, 16, 17}. The TRP are numbered according to the latest agreement regarding the TRP indices in RAN1#113. Specifically, two designs are considered for this case.
In our first design, Approach 1-A is applied, i.e. 9 fixed TRPs provides the effective input value to the model and the input of the other 9 TRPs are zero-padded. The horizontal position accuracy is slightly degraded from 0.58m@90% to 0.59m@90% of CDF percentile. The details of dataset and the simulation results are provided in the first row of Table 16 and also the accompanying excel sheet. 
In our second design, Approach 2-A is applied, i.e. the TRP dimension of model input is equal to the number of TRPs (N’TRP) that provides measurements as model input. The horizontal position accuracy is slightly degraded from 0.58m@90% to 0.71m@90% of CDF percentile. The computational complexity is reduced from 2.78G FLOPs to 1.62G FLOPs. The details of dataset and the simulation results are provided in the second row of Table 16 and also the accompanying excel sheet.
We also observe that if the model input dimension is reduced when only part of TRPs are used as input, the FLOPs is reduced compared to the case when all TRPs are used. Additionally, the model overhead is reduced while maintaining similar horizontal positioning accuracy.
[bookmark: _Ref142682304]Table 16: Evaluation results for direct AI/ML positioning model for fixed 9 TRPs of one model deployed on UE/LMF-side, ResNet18
	Model input
	Model output
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)
	Note

	
	
	Train
	Test
	Train
	test
	Model complexity
	Computation complexity
	AI/ML   
	

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	InF-DH
{60%,6m,2m}
	InF-DH
{60%,6m,2m}
	19440
	1080
	11.2M
	2.78G FLOPs
	0.59m

	Approach 1-A

	Type: CIR;
Size:
9*1*256
	Type:position
Size:1*2
	InF-DH
{60%,6m,2m}
	InF-DH
{60%,6m,2m}
	19440
	1080
	11.2M
	1.62G FLOPs
	0.71m

	Approach 2-A



Observation 14: For direct AI/ML positioning, when the input dimension is reduced from 18 TRPs to 9 TRPs, the AI/ML model performance will not significantly degrade.
Observation 15: For direct AI/ML positioning, when the input dimension is reduced from 18 TRPs to 9 TRPs, the FLOPs can be significantly reduced.
3.1.6.1.1.2. Two models, each covers half the area
In this case, we divide the entire simulation area into two regions, named as region A and region B, by equal proportion. The TRP ID of region A is {0, 1, 2, 3, 4, 5, 6, 7, 8}, and the TRP ID of region B is {9, 10, 11, 12, 13, 14, 15, 16, 17}. The TRP are numbered according to the latest agreement regarding the TRP indices in RAN1#112bis-e. Similarly, two designs are considered for this case.
In our design, Approach 2-A is applied, i.e. the TRP dimension of model input is equal to the number of TRPs (N’TRP=9) that provides measurements as model input. The horizontal position accuracy is degraded from 0.58m@90% to 1.14m@90% of CDF percentile. The details of dataset and the simulation result are provided in Table 17 and also the accompanying excel sheet.
[bookmark: _Ref134801995]Table 17: Evaluation results for direct AI/ML positioning model for fixed 9 TRPs of two models deployed on UE/LMF-side, ResNet18
	Model input
	Model output
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)
	Note

	
	
	Train
	Test
	Train
	test
	Model complexity
	Computation complexity
	AI/ML       
	

	Type: CIR;
Size:
9*1*256
	Type:position
Size:1*2
	InF-DH
{60%,6m,2m}
	InF-DH
{60%,6m,2m}
	9720*2
	A:611
B:469
	11.2M*2
	1.62G FLOPs
	1.14m
	Approach 2-A



Compared to the results of using single model to cover the entire area in previous sub-section, the performance of using two models to cover the entire area is slightly degraded. The possible reason is that the training dataset of each model in this case is reduced by half, leading to the insufficient training.
Observation 16: For direct AI/ML positioning, when the input dimension is reduced from 18 TRPs to 9 TRPs and the total dataset size is unchanged, the horizontal position accuracy of using two models to cover the entire area is slightly degraded compared to the performance of using single model to cover the entire area.
3.1.6.1.2. Dynamic 9 TRP as model input
In this section, we evaluate the positioning performance of dynamic 9 TRP as model input. We sort each TRP according to values of RSRPs, retaining the CIR data for the top 9 TRPs. Therefore, in the CIR dataset, different UE correspond to different TRP patterns. The details of dataset and the simulation results are provided in the Table 18 and also the accompanying excel sheet. The first row of the table shows the simulation results with the filtered CIR and zero padded. It conforms to the description of Approach 1-B. The second row of the table shows the simulation results of the direct training of the screened CIR. It conforms to the description of Approach 2-B.
[bookmark: _Ref142676156]Table 18：Evaluation results for direct AI/ML positioning model for dynamic 9 TRPs deployed on UE/LMF-side, ResNet 18
	Model input
	Model output
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)
	Note

	
	
	Train
	Test
	Train
	test
	Model complexity
	Computation complexity
	AI/ML
	

	Type: CIR;
Size:
18*256*2
	Type:position
Size:1*2
	InF-DH
{60%,6m,2m} 
	InF-DH
{60%,6m,2m} 
	19440 
	1080
	11.2M
	2.78G FLOPs
	1.40m
	Approach 1-B

	Type: CIR;
Size:
9*256*2
	Type:position
Size:1*2
	InF-DH
{60%,6m,2m} 
	InF-DH
{60%,6m,2m} 
	19440 
	1080
	11.2M
	1.62G FLOPs
	19.17m
	Approach 2-B



It can be observed from the simulation results in the above table that the horizontal positioning accuracy performance of the model is poor when zero is not padded. 
The reason may be that the AI/ML model cannot obtain TRP pattern information through such kind of training. Therefore we try to blend in TRP ID information or coordinate information along with CIR datasets, and investigate the following two kinds of methods.
· Method 1: Directly add the coordinates of TRP to the back of CIR to get a data set with size 18*257*2;
· Method 2: Encoding TRP ID into each sampling point of CIR through the embedding method;
For the embedding of Method 2, first of all, the embedding is equivalent to an encoding method of the token, which can be mapped to a fixed dimension. Here there are 18 TRPs, equivalent to 18 class tokens. Then we will map these 18 tokens into 256 dimensions through nn.embedding (18, 256). So the 9*256*2 CIR has 9 tokens, each token is a fixed 256-dimensional vector. We can get a coding vector of 9*256, which can be used as a position indication of the TRP in the CIR. We splice the coding vector and the CIR vector, and then obtain the vector of 9*256*3, in which the CIR has the position information of TRP after fusion encoding. The position here refers to the sequential position in which we arrange the CIR, not the actual position coordinates of the TRP.
The details of dataset and the simulation results are provided in Table 19 and also the accompanying excel sheet.
[bookmark: _Ref142664757]Table 19: Evaluation results for direct AI/ML positioning model after improvement for dynamic 9 TRPs deployed on UE/LMF-side, ResNet 18
	Model input
	Model output
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)
	Note

	
	
	Train
	Test
	Train
	test
	Model complexity
	Computation complexity
	AI/ML
	

	Type: CIR;
Size:
9*257*2
	Type:position
Size:1*2
	InF-DH
{60%,6m,2m} 
	InF-DH
{60%,6m,2m} 
	19440 
	1080
	11.2M
	1.65G FLOPs
	13.25m
	Method 1 
Approach 2-B

	Type: CIR;
Size:
9*256*3
	Type:position
Size:1*2
	InF-DH
{60%,6m,2m} 
	InF-DH
{60%,6m,2m} 
	19440 
	1080
	11.2M
	1.63G FLOPs
	5.94m
	Method 2 
Approach 2-B



Observation 17: For direct AI/ML positioning, different TRP patterns have a great impact on the performance of the model, but after embedding, the performance of horizontal accuracy will be improved.
Observation 18: For direct AI/ML positioning, the horizontal position accuracy of fixed TRP patterns is better than the horizontal position accuracy of dynamic TRP patterns.
3.1.6.2. Different CIR taps number as model input 
In this section, we evaluate the positioning performance and the computation complexity of the AI/ML model by reducing the number of CIR taps. In the simulation, only the first 128, 64, and 32 CIR taps from the 256 CIR taps in time domain are used as the model input respectively. So the values of measurement size are 147456bits per UE (NT=128), 73728bits per UE (NT=64), 36864bits per UE (NT=32). 
The details of dataset and the simulation results are provided in Table 20 and also the accompanying excel sheet.
[bookmark: _Ref134803313]Table 20: Evaluation results for direct AI/ML positioning model for different CIR taps number as model input deployed on UE/LMF-side, ResNet18
	Model input
	Model output
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	Train
	Test
	Train
	test
	Model complexity
	Computation complexity
	AI/ML       

	Type: CIR;
Size:
18*1*128
	Type:position
Size:1*2
	InF-DH
{60%,6m,2m}
	InF-DH
{60%,6m,2m}
	19440
	1080
	11.2M
	1.39G FLOPs 
	0.57m

	Type: CIR;
Size:
18*1*64
	Type:position
Size:1*2
	InF-DH
{60%,6m,2m}
	InF-DH
{60%,6m,2m}
	19440
	1080
	11.2M
	0.7G FLOPs
	0.58m

	Type: CIR;
Size:
18*1*32
	Type:position
Size:1*2
	InF-DH
{60%,6m,2m}
	InF-DH
{60%,6m,2m}
	19440
	1080
	11.2M
	0.35G FLOPs
	0.62m



Observation 19: For direct AI/ML positioning, reducing the number of CIR taps can reduce the computation complexity of a model while keeping similar inference accuracy.
3.1.6.3. PDP as model input
In this section, we evaluate different model input type on the horizontal positioning performance of AI/ML model. The input of this AI/ML model is PDP and the size of PDP is 18*256*1. Compared with CIR, PDP lacks of phase information. The value of measurement size is 294912 bits. For PDP as model input, the horizontal accuracy is 0.57m@90% of CDF percentile. 
The details of dataset and the simulation results are provided in Table 21 and also the accompanying excel sheet.
[bookmark: _Ref142664799]Table 21: Evaluation results for direct AI/ML positioning model for PDP as model input deployed on UE/LMF-side, ResNet18
	Model input
	Model output
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)
	E_PDP/E_CIR

	
	
	Train
	Test
	Train
	test
	Model complexity
	Computation complexity
	AI/ML       

	

	Type: PDP;
Size:
18*1*256
	Type:position
Size:1*2
	InF-DH
{60%,6m,2m}
	InF-DH
{60%,6m,2m}
	19440
	1080
	11.2M
	2.77G FLOPs 
	0.57m
	1.056



Observation 20: For direct AI/ML positioning, when the PDP as model input, TRPs and the total dataset size are unchanged, the horizontal position accuracy is slightly degraded compared to the performance of using CIR as model input.
3.2. AI/ML-assisted positioning
For AI/ML assisted positioning, AI/ML model is used to estimate timing and/or angle of measurement or LOS/NLOS. We provide some simulation results of AI/ML assisted positioning in this section. The AI/ML model is used to estimate ToA, and then the estimated ToA is used to calculate UE’s position using the traditional positioning calculation algorithms. In Section 3.2.6.1.2, The AI/ML model is used to identify LOS/NLOS. The LOS/NLOS identification can assist the non-AI/ML positioning algorithm.
3.2.1. [bookmark: _Ref118751889][bookmark: _Ref115451635]AI/ML model baseline and generalization performance
3.2.1.1. [bookmark: _Ref118736508]AI/ML model performance with perfect network synchronization
For the simulations in this section, perfect network synchronization is assumed. The AI/ML model for estimating ToA is a classical ResNet18 model. The input of this AI/ML model is CIR, and the size of CIR is 18*1*256*2. The output of this AI/ML model is 18 ToAs from 18 TRPs to target UE, respectively, i.e. the size of output is 1*18. This AI/ML model inference may be performed at UE side or LMF side. When inference is performed at UE side, the UE may utilize the DL-PRS CIR and an AI/ML model to estimate ToA. When this model is deployed at LMF side, the UE needs to transfer the DL-PRS CIR to LMF for ToA estimating based on AI/ML model.
The details of dataset, AI/ML model and evaluation results are given in Table 22 and also the excel sheet submitted together. For perfect network synchronization, the intermediate result of ToA estimating is 1.59ns@90% and the horizontal position accuracy is 0.655m@90% of CDF percentile.
[bookmark: _Ref134803938]Table 22: Evaluation results for AI/ML-assisted positioning deployed on UE/LMF-side, without model generalization, ResNet18
	Model input
	Model output
	Label
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	
	Train
	Test
	Train
	test
	Model complexity
	Computation complexity
	AI/ML

	Type: CIR;
Size:
18*1*256
	Type: ToA;
Size:
1*18
	ToA with 100% truth label
	InF-DH
{60%,6m,2m}
	InF-DH
{60%,6m,2m}
	20000
	1600
	0.7M
	60.8M FLOPs
	0.655m



Observation 21: For AI/ML-assisted positioning with perfect network synchronization, the intermediate result of ToA estimating is 1.59ns@90% and the horizontal position accuracy is 0.655m@90% of CDF percentile.
3.2.1.2. [bookmark: _Ref115452687]AI/ML model performance with 50ns network synchronization error
In this section, we conduct a simulation with network synchronization error assumption. The network synchronization error with a truncated Gaussian distribution of 50 ns is assumed, and the network synchronization error is defined as a TRP-specific error.
The AI/ML model for estimating UE’s position is a classical ResNet model. The details of dataset, AI/ML model and evaluation results are given in the excel sheet submitted together. The intermediate result of ToA estimating is 1.74ns@90% and the eventual result is 0.7m@90% of CDF percentile of horizontal accuracy. Compared to the simulation result in Table 23 and also the excel sheet submitted together, the positioning accuracy of AI/ML assisted positioning with network synchronization error is similar to the positioning accuracy of AI/ML assisted positioning with perfect network synchronization. Based on our simulation results, the positioning accuracy of AI/ML model with network synchronization error is not deteriorated, which means the AI/ML model can overcome the influence of network synchronization error on the test data set through learning the internal relationship between the training data set with network synchronization error and the corresponding labels.
[bookmark: _Ref134804063]Table 23: Evaluation results for AI/ML-assisted positioning with network synchronization error deployed on UE/LMF-side, without model generalization, ResNet18
	Model input
	Model output
	Label
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	
	Train
	Test
	Train
	test
	Model complexity
	Computation complexity
	AI/ML

	Type: CIR;
Size:
18*1*256
	Type: ToA;
Size:
1*18
	ToA with 100% truth label
	50ns network synchronization error
	50ns network synchronization error
	20000
	1600
	0.7M
	60.8M FLOPs
	0.7m



Observation 22: For AI/ML-assisted positioning with network synchronization error, the intermediate result of ToA estimating is 1.74ns@90% and the eventual result is 0.7m@90% of CDF percentile of horizontal accuracy.
3.2.2. [bookmark: _Ref126857460][bookmark: _Ref131520820]AI/ML model generalization performance with different assumptions
3.2.2.1. AI/ML model generalization performance with 2 cases
For AI/ML assisted positioning, to investigate the AI/ML model generalization capability, we further evaluate the AI/ML model generalization performance with different assumptions between training dataset and test dataset, e.g. different clutter parameters assumptions and different scenarios assumptions.
The AI/ML model is trained with the assumption of clutter parameter InF-DH {60%, 6m, 2m} with perfect network synchronization, tested dataset with two cases. The test cases are presented in Table 3.The details of dataset, AI/ML model and evaluation results are given in Table 24 and also the excel sheet submitted together.
[bookmark: _Ref142677114]Table 24: Evaluation results for AI/ML-assisted positioning deployed on UE/LMF-side, with model generalization, ResNet18
	Model input
	Model output
	Label
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	
	Train
	Test
	Train
	test
	Model complexity
	Computation complexity
	AI/ML

	Type:Cir
Size:18*1*256
	Type:ToA
Size1*18
	ToA with 100% truth label
	InF-DH
{60%,6m,2m}

	InF-DH
{40%,2m,2m}

	20000
	1600
	0.7M
	60.8M FLOPs
	3.11m

	Type:Cir
Size:18*1*256
	Type:ToA
Size1*18
	ToA with 100% truth label
	InF-DH{60%,6m,2m}
	InF-SH{20%,10m,2m}
	20000
	1600
	0.7M
	60.8M FLOPs
	6.894m



Observation 23: For generalization performance with different assumptions on AI/ML assisted positioning, the positioning accuracy is seriously degraded.
3.2.2.2. AI/ML model generalization performance with different network synchronization error
In this section, we evaluate the effect of different network- synchronization errors on the AI/ML model. We generate network synchronization error values conforming to the Gaussian truncated distribution based on different values of T1. We set T1 to 10ns, 25ns and 50ns. 
We first train the AI/ML model samples without network synchronization errors. We also train the same model with T1=50ns network synchronization errors. Then, we test these models against test dataset with other network synchronization errors at various STD values.
In the first simulation, we assume a fixed TRP-specific synchronization error, i.e. the synchronization error of both training dataset and testing dataset is identical for a specific TRP, though the distribution of synchronization errors of all TRPs are under the Gaussian truncated distribution. The details of dataset and the simulation results are provided in Table 25 and also the accompanying excel sheet.
[bookmark: _Ref142677143]Table 25: Evaluation results for AI/ML-assisted positioning model with different network synchronization errors deployed on UE/LMF-side, ResNet18
	Model input
	Model output
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	Train
	Test
	Train
	test
	Model complexity
	Computation complexity
	AI/ML

	Type: CIR;
Size:
18*1*256
	Type:ToA
Size:1*18
	perfect network synchronization error
	perfect network synchronization error
	20000
	1600
	0.7M
	60.8M FLOPs
	0.75m

	Type: CIR;
Size:
18*1*256
	Type:ToA
Size:1*18
	perfect network synchronization error
	10ns network synchronization error
	20000
	1600
	0.7M
	60.8M FLOPs
	4.071m

	Type: CIR;
Size:
18*1*256
	Type:ToA
Size:1*18
	perfect network synchronization error
	25ns network synchronization error
	20000
	1600
	0.7M
	60.8M FLOPs
	8.255m

	Type: CIR;
Size:
18*1*256
	Type:ToA
Size:1*18
	perfect network synchronization error
	50ns network synchronization error
	20000
	1600
	0.7M
	60.8M FLOPs
	11.64m

	Type: CIR;
Size:
18*1*256
	Type:ToA
Size:1*18
	50ns network synchronization error
	perfect network synchronization error
	20000
	1600
	0.7M
	60.8M FLOPs
	13.0m

	Type: CIR;
Size:
18*1*256
	Type:ToA
Size:1*18
	50ns network synchronization error
	25ns network synchronization error
	20000
	1600
	0.7M
	60.8M FLOPs
	14.9m

	Type: CIR;
Size:
18*1*256
	Type:ToA
Size:1*18
	50ns network synchronization error
	50ns network synchronization error
	20000
	1600
	0.7M
	60.8M FLOPs
	0.77m



Observation 24: For AI/ML-assisted positioning, if we assume a fixed TRP synchronization error, the positioning accuracy performance deteriorates with the change of network synchronization error.
The network synchronization errors modeled in the above simulation is assumed from view of statistics of multiple TRPs. We further investigate this case assuming network synchronization error is time varying, and the time varying error of a TRP is still under the same truncated Gaussian truncated distribution. Based on data augmentation, two methods are adopted to model the time varying network synchronization error.
In the first data augmentation method, we group 21600 UEs in the dataset by every 100 UEs, and within each group of UEs the training dataset are impacted by the same network synchronization error (generated by Gaussian truncated distribution of 10 ns, though). And we group 21600 UEs in the data set for every 20 UEs, the training dataset are impacted by the same network synchronization error (generated by Gaussian truncated distribution of 50 ns, though). For the same TRP, the network synchronization error in different UE groups can be different, denoting the time varying of network synchronization error.
The details of dataset and the simulation results are provided in the following table and also the accompanying excel sheet.
Table 26: Evaluation results for AI/ML-assisted positioning model with different network synchronization errors deployed on UE/LMF-side, ResNet18
	Model input
	Model output
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	Train
	Test
	Train
	test
	Model complexity
	Computation complexity
	AI/ML

	Type: CIR;
Size:
18*1*256
	Type:ToA
Size:1*18
	Per 100UE with 10ns network synchronization error
	perfect network synchronization error
	20000
	1600
	0.7M
	60.8M FLOPs
	2.198m

	Type: CIR;
Size:
18*1*256
	Type:ToA
Size:1*18
	Per 100UE with 10ns network synchronization error
	10ns network synchronization error
	20000
	1600
	0.7M
	60.8M FLOPs
	3.085m

	Type: CIR;
Size:
18*1*256
	Type:ToA
Size:1*18
	Per 100UE with 10ns network synchronization error
	25ns network synchronization error
	20000
	1600
	0.7M
	60.8M FLOPs
	6.285m

	Type: CIR;
Size:
18*1*256
	Type:ToA
Size:1*18
	Per 100UE with 10ns network synchronization error
	50ns network synchronization error
	20000
	1600
	0.7M
	60.8M FLOPs
	12.29m

	Type: CIR;
Size:
18*1*256
	Type:ToA
Size:1*18
	Per 20UE with 50ns network synchronization error
	perfect network synchronization error
	20000
	1600
	0.7M
	60.8M FLOPs
	8.92m

	Type: CIR;
Size:
18*1*256
	Type:ToA
Size:1*18
	Per 20UE with 50ns network synchronization error
	10ns network synchronization error
	20000
	1600
	0.7M
	60.8M FLOPs
	9.179m

	Type: CIR;
Size:
18*1*256
	Type:ToA
Size:1*18
	Per 20UE with 50ns network synchronization error
	25ns network synchronization error
	20000
	1600
	0.7M
	60.8M FLOPs
	9.923m

	Type: CIR;
Size:
18*1*256
	Type:ToA
Size:1*18
	Per 20UE with 50ns network synchronization error
	50ns network synchronization error
	20000
	1600
	0.7M
	60.8M FLOPs
	12.96m



By the results of the first data augmentation method, we can observe that: when the AI/ML model train with 10ns or 50ns network synchronization error, the performance deteriorates with the increase of the network synchronization error in the test dataset.
In the second data augmentation method, we group 21600 UEs in the data set for every 100 UEs. And for each UE group, 5 different network synchronization errors (generated by Gaussian truncated distribution of 50 ns, though) are separately modeled to each input CIR dataset. Thus we obtain a dataset equivalent to 5*21600 UE with 50ns network synchronization errors. 
The details of dataset and the simulation results are provided in the following table and also the accompanying excel sheet.
Table 27: Evaluation results for AI/ML-assisted positioning model with 50ns network synchronization errors data augmentation deployed on UE/LMF-side, ResNet18
	Model input
	Model output
	Label
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	
	Train
	Test
	Train
	test
	Model complexity
	Computation complexity
	AI/ML

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	ToA with 100% truth label
	50ns network synchronization error
	perfect network synchronization error
	18000*5
	3600*5
	0.7M
	60.8M FLOPs
	5.405m

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	ToA with 100% truth label
	50ns network synchronization error
	10ns network synchronization error
	18000*5
	3600*5
	0.7M
	60.8M FLOPs
	5.94m

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	ToA with 100% truth label
	50ns network synchronization error
	25ns network synchronization error
	18000*5
	3600*5
	0.7M
	60.8M FLOPs
	7.027m

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	ToA with 100% truth label
	50ns network synchronization error
	50ns network synchronization error
	18000*5
	3600*5
	0.7M
	60.8M FLOPs
	10.91m



From the result of the second data augmentation method, a similar observation can be achieved compared to the first data augmentation method for the case of 50ns network synchronization error.  
Observation 25: For AI/ML-assisted positioning, based on evaluation results of network synchronization error in the range of 0-50 ns, when the model is trained by a dataset with network synchronization error t1 (ns) and tested in a deployment scenario with network synchronization error t2 (ns), it can be observed that when AI/ML model trained t1 = 10ns or 50ns and tested t2 =0ns, 10ns, 25ns and 50ns, the positioning accuracy with t2 smaller than t1 is better than the cases with t2 equal to t1.
3.2.2.3. AI/ML model generalization performance with UE timing error
In this section, we investigate the performance of the AI/ML models against UE timing errors. We generate UE timing error values conforming to the Gaussian truncated distribution based on different values of T1. We set T1 to 10ns, 25ns and 50ns. The resulting error values are then added to the CIR dataset. 
We first train the AI/ML model samples without UE timing errors. We also train the same model with T1=50ns UE timing errors. Then, we test these models against test dataset with other UE timing errors at various STD values. The details of dataset and the simulation results are provided in table and also the accompanying excel sheet.
Table 28: Evaluation results for AI/ML-assisted positioning model for UE-timing error deployed on UE/LMF-side, ResNet18
	Model input
	Model output
	Label
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	
	Train
	Test
	Train
	test
	Model complexity
	Computation complexity
	AI/ML

	Type: CIR;
Size:
18*1*256
	Type:TOA
Size:1*18
	ToA with 100% truth label
	perfect UE timing error
	perfect UE timing error
	20000
	1600
	0.7M
	60.8M FLOPs
	0.75m

	Type: CIR;
Size:
18*1*256
	Type:TOA
Size:1*18
	ToA with 100% truth label
	perfect UE timing error
	10ns UE timing error
	20000
	1600
	0.7M
	60.8M FLOPs
	4.071m

	Type: CIR;
Size:
18*1*256
	Type:TOA
Size:1*18
	ToA with 100% truth label
	perfect UE timing error
	25ns UE timing error
	20000
	1600
	0.7M
	60.8M FLOPs
	8.255m

	Type: CIR;
Size:
18*1*256
	Type:TOA
Size:1*18
	ToA with 100% truth label
	perfect UE timing error
	50ns UE timing error
	20000
	1600
	0.7M
	60.8M FLOPs
	11.64m

	Type: CIR;
Size:
18*1*256
	Type:TOA
Size:1*18
	ToA with 100% truth label
	50ns UE timing error
	perfect UE timing error
	20000
	1600
	0.7M
	60.8M FLOPs
	1.174m

	Type: CIR;
Size:
18*1*256
	Type:TOA
Size:1*18
	ToA with 100% truth label
	50ns UE timing error
	25ns UE timing error
	20000
	1600
	0.7M
	60.8M FLOPs
	1.177m

	Type: CIR;
Size:
18*1*256
	Type:TOA
Size:1*18
	ToA with 100% truth label
	50ns UE timing error
	50ns UE timing error
	20000
	1600
	0.7M
	60.8M FLOPs
	1.175m



Observation 26: For AI/ML-assisted positioning, based on evaluation results of UE timing error in the range of 0-50 ns, when the model is trained by a dataset with UE timing error t1 (ns) and tested in a deployment scenario with UE timing error t2 (ns), it can be observed that:
· When AI/ML model trained t1 = 0ns and tested t2 = 0ns, 10ns, 25ns and 50ns, the positioning accuracy with t2 greater than t1 is worse than the cases with t2 equal to t1.
· When AI/ML model trained t1 = 50ns and tested t2 =0ns, 10ns, 25ns and 50ns, the positioning accuracy with t2 smaller than t1 is similar to the cases with t2 equal to t1.
3.2.3. [bookmark: _Ref127546134]AI/ML model generalization performance with mix-train
In Section 3.2.2, the simulation results of AI/ML assisted positioning model generalization is seriously degraded. We investigate the mix-train method to solve this problem, which is to mix the dataset from different assumptions for model training. In our simulations, the AI/ML model is trained with the mix dataset and tested separately. We keep the size of mix-training dataset is same as the size of fine-tuning dataset to comparing the advantages of two schemes. 
3.2.3.1. [bookmark: _Ref127467745]Mix-train with different clutter parameters
In this section, we employ the mix-train method by combining 20000 data samples with a clutter parameter of {60%, 6m, 2m} and 1600 data samples with a clutter parameter of {40%, 2m, 2m} to for model training. For testing, we used 1600 data samples with a clutter parameter of {40%, 2m, 2m} and 1600 data samples with a clutter parameter of {60%, 6m, 2m}. The details of dataset and the simulation results for an AI/ML model mix-train are provided in Table 29 and also the accompanying excel sheet submitted together. The horizontal positioning accuracy is 1.51m@90% of CDF percentile. Compared to the positioning accuracy achieved in Section 3.2.2, the positioning accuracy is improved from 3.11m to 1.51m by training the AI/ML model with mixed dataset. When the AI/ML model is tested by a small dataset with the assumption of clutter parameter {60%, 6m, 2m}, the positioning accuracy is degraded from 0.655m to 1.35m compared with AI/ML model training and testing only with InF-DH {60%, 6m, 2m}. 
[bookmark: _Ref134804382]Table 29: Evaluation results for AI/ML-assisted positioning model mix-trained in different clutter parameters deployed on UE/LMF-side, ResNet18
	Model input
	Model output
	Label
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	
	Train
	Test
	Train
	test
	Model complexity
	Computation complexity
	AI/ML

	Type:Cir
Size:18*1*256
	Type:ToA
Size1*18
	ToA with 100% truth label
	InF-DH
{60%,6m,2m} and
InF-DH{40%,2m, 2m}
	InF-DH{40%,2m, 2m}
	20000 and 1600
	1600
	0.7M
	60.8M FLOPs
	1.51m

	Type:Cir
Size:18*1*256
	Type:ToA
Size1*18
	ToA with 100% truth label
	InF-DH
{60%,6m,2m} and
InF-DH{40%,2m, 2m}
	InF-DH
{60%,6m,2m}
	20000 and 1600
	1600
	0.7M
	60.8M FLOPs
	1.35m



Observation 27: For AI/ML-assisted positioning, by employing the mix-train method and combining the dataset of clutter parameter {60%, 6m, 2m} with a small dataset of clutter parameter {40%, 2m, 2m}, the AI/ML model achieved a horizontal positioning accuracy of 1.51m, which represents an improvement compared to the performance achieved without mix-training and with a positioning accuracy of 3.11m.
3.2.3.2. [bookmark: _Ref127469090][bookmark: _Ref131521968]Mix-train with different network synchronization assumptions
[bookmark: _Ref127469003][bookmark: _Ref127468989]In this section, we employ the mix-train method by combining 20000 data samples with perfect synchronization error and 1600 data samples with 50ns synchronization error for model training. For testing, we used 1600 data samples with perfect synchronization error and 1600 data samples with 50ns synchronization error. The details of dataset and the simulation results for an AI/ML model mix-train are provided in Table 30 and also the accompanying excel sheet submitted together. The horizontal positioning accuracy is 1.81m@90% of CDF percentile. Compared to the positioning accuracy achieved in Section 3.2.2, the positioning accuracy is improved from 12.8m to 1.81m by training the AI/ML model with mixed dataset. When the AI/ML model is tested by a small dataset with the assumption of perfect network synchronization, the positioning accuracy is degraded from 0.655m to 1.32m compared with AI/ML model training and testing only with perfect network synchronization. 
[bookmark: _Ref134804478]Table 30: Evaluation results for AI/ML-assisted positioning model mix-trained in different synchronization error deployed on UE/LMF-side, ResNet18
	Model input
	Model output
	Label
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	
	Train
	Test
	Train
	test
	Model complexity
	Computation complexity
	AI/ML

	Type:Cir
Size:18*1*256
	Type:ToA
Size1*18
	ToA with 100% truth label
	perfect synchronization and 50ns network synchronization error 
	50ns network synchronization error 
	20000 and 1600
	1600
	0.7M
	60.8M FLOPs
	1.81m

	Type:Cir
Size:18*1*256
	Type:ToA
Size1*18
	ToA with 100% truth label
	perfect synchronization and 50ns network synchronization error 
	perfect synchronization
	20000 and 1600
	1600
	0.7M
	60.8M FLOPs
	1.32m



Observation 28: For AI/ML-assisted positioning, by employing the mix-train method and combining the dataset of ideal network synchronization with a small dataset of network synchronization error of 50ns, the AI/ML model achieved a horizontal positioning accuracy of 1.81m, which represents a significant improvement compared to the performance achieved without mix-training and with a positioning accuracy of 12.8m.
3.2.3.3. [bookmark: _Ref127469541]Mix-train with different scenarios
In this section we employ the mix-train method by combining 20000 data samples with InF-DH {60%, 6m, 2m} and 1600 data samples with InF-SH {20%, 2m, 10m} for model training. For testing, we used 1600 data samples with InF-SH {20%, 2m, 10m} and 1600 data samples with InF-DH {60%, 6m, 2m}. The details of dataset and the simulation results for an AI/ML model mix-train are provided in Table 31 and also the accompanying excel sheet submitted together. The horizontal positioning accuracy is 1.467m@90% of CDF percentile. Compared to the positioning accuracy achieved in Section 3.2.2, the positioning accuracy is improved from 6.894m to 1.467m by training the AI/ML model with mixed dataset. When the AI/ML model is tested by a small dataset with the assumption of InF-DH {60%, 6m, 2m}, the position accuracy is degraded from 0.655m to 1.342m compared with AI/ML model training and testing only with InF-DH {60%, 6m, 2m}.
[bookmark: _Ref134804596]Table 31: Evaluation results for AI/ML-assisted positioning model mix-trained in different scenarios deployed on UE/LMF-side, ResNet18
	Model input
	Model output
	Label
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	
	Train
	Test
	Train
	test
	Model complexity
	Computation complexity
	AI/ML

	Type:Cir
Size:18*1*256
	Type:ToA
Size1*18
	ToA with 100% truth label
	InF-DH
{60%,6m,2m} and
InF-SH
{20%,10m,2m}
	InF-SH
{20%,10m,2m}
	20000 and 1600
	1600
	0.7M
	60.8M FLOPs
	1.467m

	Type:Cir
Size:18*1*256
	Type:ToA
Size1*18
	ToA with 100% truth label
	InF-DH
{60%,6m,2m} and
InF-SH
{20%,10m,2m}
	InF-DH
{60%,6m,2m}
	20000 and 1600
	1600
	0.7M
	60.8M FLOPs
	1.342m



Observation 29: For AI/ML-assisted positioning, by employing the mix-train method and combining the dataset of InF-DH {60%, 6m, 2m} with a small dataset of InF-SH {20%, 2m, 10m}, the AI/ML model achieved a horizontal positioning accuracy of 1.467m, which represents a significant improvement compared to the performance achieved without mix-training and with a positioning accuracy of 6.894m.
3.2.4. [bookmark: _Ref127546140]AI/ML model generalization performance with fine-tuning
In Section 3.2.2, we investigate the generalization capability of the AI/ML model and observe that the positioning accuracy will degrade when the training and testing datasets have different clutter parameters or network synchronization assumptions. This aspect is important, as it can be computationally and storage-intensive to train an AI/ML model for every scenarios or assumptions. To enhance the accuracy of the AI/ML model when training and testing datasets have different assumptions, we explore the potential of fine-tuning the model's performance
We also investigate the impact of the quantity of fine-tuning data on the positioning accuracy. In our simulations, we vary the size of the fine-tuning dataset size, which includes: 800, 1600, 2400 and 3200 labels. The simulation results are presented in the subsequent sections.
3.2.4.1. Fine-tuning with different clutter parameters
The AI/ML model described in Section 3.2.1.1 is trained using dataset with the assumption of clutter parameter {60%, 6m, 2m}. This AI/ML serves as the basic AI/ML model, which is then fine-tuned using a small dataset that assumes clutter parameter {40%, 2m, 2m}. The details of the dataset and the simulation results for an AI/ML model fine-tuned using dataset sizes of 500, 1000, 2000, 5000 and 10000 with the aforementioned clutter parameter of {40%, 2m, 2m} is provided in Table 32 and also the accompanying excel sheet. Compared to the positioning accuracy achieved in Section 3.2.2, the performance is significantly improved by the fine-tuning of the AI/ML model using a small dataset that assumes a clutter parameter of {40%, 2m, 2m}.
[bookmark: _Ref134804647]Table 32: Evaluation results for AI/ML-assisted model for different clutter parameters deployed on UE/LMF-side, with model generalization and fine-tuning, ResNet18
	Model input
	Model output
	Settings (e.g., drops, clutter param)
	Sample density(#sample/m2)of dataset
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	Train
	Fine-tune
	Test
	Train
	Fine-tune (%) *
	Test
	Absolute accuracy (m)
	Relative accuracy**

	Type: CIR;
Size:18*1*256
	Type:TOA
Size:18*1
	InF-DH
{60%,6m,2m}
	InF-DH
{40%,2m,2m}
	InF-DH
{40%,2m,2m}
	2.78
	2.5%
	0.22
	0.9069m
	1.474

	Type: CIR;
Size:18*1*256
	Type:TOA
Size:18*1
	InF-DH
{60%,6m,2m}
	InF-DH
{40%,2m,2m}
	InF-DH
{40%,2m,2m}
	2.78
	5%
	0.22
	0.8597m
	1.392

	Type: CIR;
Size:18*1*256
	Type:TOA
Size:18*1
	InF-DH
{60%,6m,2m}
	InF-DH
{40%,2m,2m}
	InF-DH
{40%,2m,2m}
	2.78
	10%
	0.22
	0.8209m
	1.335

	Type: CIR;
Size:18*1*256
	Type:TOA
Size:18*1
	InF-DH
{60%,6m,2m}
	InF-DH
{40%,2m,2m}
	InF-DH
{40%,2m,2m}
	2.78
	25%
	0.22
	0.8154m
	1.326

	Type: CIR;
Size:18*1*256
	Type:TOA
Size:18*1
	InF-DH
{60%,6m,2m}
	InF-DH
{40%,2m,2m}
	InF-DH
{40%,2m,2m}
	2.78
	50%
	0.22
	0.7777m
	1.264

	Type: CIR;
Size:18*1*256
	Type:TOA
Size:18*1
	InF-DH
{60%,6m,2m}
	InF-DH
{40%,2m,2m}
	InF-DH
{40%,2m,2m}
	2.78
	2.5%
	0.22
	1.101m
	1.681

	Type: CIR;
Size:18*1*256
	Type:TOA
Size:18*1
	InF-DH
{60%,6m,2m}
	InF-DH
{40%,2m,2m}
	InF-DH
{40%,2m,2m}
	2.78
	5%
	0.22
	0.9597m
	1.465

	Type: CIR;
Size:18*1*256
	Type:TOA
Size:18*1
	InF-DH
{60%,6m,2m}
	InF-DH
{40%,2m,2m}
	InF-DH
{40%,2m,2m}
	2.78
	10%
	0.22
	0.8619m
	1.316

	Type: CIR;
Size:18*1*256
	Type:TOA
Size:18*1
	InF-DH
{60%,6m,2m}
	InF-DH
{40%,2m,2m}
	InF-DH
{40%,2m,2m}
	2.78
	25%
	0.22
	0.8012m
	1.223

	Type: CIR;
Size:18*1*256
	Type:TOA
Size:18*1
	InF-DH
{60%,6m,2m}
	InF-DH
{40%,2m,2m}
	InF-DH
{40%,2m,2m}
	2.78
	50%
	0.22
	0.7879m
	1.203



Observation 30: For AI/ML-assisted positioning, by training the AI/ML model using the dataset that assumes a clutter parameter of {60%, 6m, 2m}, and subsequently fine-tuning it using a small dataset that assumes a clutter parameter of {40%, 2m, 2m}, the horizontal positioning accuracy is significantly improved compared to the performance achieved without fine-tuning. The degree of improvement in the positioning accuracy is greater when the size of the fine-tuning dataset is larger.
3.2.4.2. Fine-tuning with different network synchronization assumptions
The AI/ML model described in Section 3.2.1.1 is trained using dataset with the assumption of perfect network synchronization. This AI/ML serves as the basic AI/ML model, which is then fine-tuned using a small dataset with network synchronization error. The details of the dataset, AI/ML model and evaluation results are given in the accompanying excel sheet. The simulation results for an AI/ML model fine-tuned by 800, 1600, 2400, 3200 dataset size with network synchronization error is provided in Table 33 and also the excel sheet submitted together. Compared to the positioning accuracy in Section 3.2.2, the positioning accuracy is significantly improved from 12.8m to 1.87m by the fine-tuning of the AI/ML model with a small dataset with size of 3200 with network synchronization error.
[bookmark: _Ref134804741]Table 33: Evaluation results for AI/ML-assisted model for different network synchronization assumptions deployed on UE/LMF-side, with model generalization and fine-tuning, ResNet18
	Model input
	Model output
	Settings (e.g., drops, clutter param)
	Sample density(#sample/m2)of dataset
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	Train
	Fine-tune
	Test
	Train
	Fine-tune (%) *
	Test
	Absolute accuracy (m)
	Relative accuracy**


	Type:CIR
Size:18*1*256
	Type:ToA
Size:1*18
	perfect network synchronization error
	50ns network synchronization error
	50ns network synchronization error
	2.78
	4%
	0.056
	2.99m
	4.56

	Type:CIR
Size:18*1*256
	Type:ToA
Size:1*18
	perfect network synchronization error
	50ns network synchronization error
	50ns network synchronization error
	2.78
	8%
	0.056
	2.47m
	3.77

	Type:CIR
Size:18*1*256
	Type:ToA
Size:1*18
	perfect network synchronization error
	50ns network synchronization error
	50ns network synchronization error
	2.78
	12%
	0.056
	2.19m
	3.34

	Type:CIR
Size:18*1*256
	Type:ToA
Size:1*18
	perfect network synchronization error
	50ns network synchronization error
	50ns network synchronization error
	2.78
	16%
	0.056
	1.87m
	2.85



Observation 31: For AI/ML-assisted positioning, by training the AI/ML model using the dataset with perfect network synchronization, and subsequently fine-tuning it using a small dataset with network synchronization error, the horizontal positioning accuracy is significantly improved compared to the performance achieved without fine-tuning. The degree of improvement in the positioning accuracy is greater when the size of the fine-tuning dataset is larger.
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3.2.4.3. Fine-tuning with different scenarios
The AI/ML model described in Section 3.2.1.1 is trained using dataset with the assumption of InF-DH. This AI/ML serves as the basic AI/ML model, which is then fine-tuned using a small dataset with InF-SH. The details of the dataset, AI/ML model simulation results for an AI/ML model fine-tuned by 500, 1000, 2000, 5000 and 10000 dataset size with InF-SH is provided in Table 34 and also the accompanying excel sheet. Compared to the positioning accuracy in Section 3.2.2, the positioning accuracy is significantly improved from 6.894m to 1.676m by the fine-tuning of the AI/ML model with a dataset with size of 10000 with the assumption of different scenarios.
[bookmark: _Ref134804816]Table 34: Evaluation results for AI/ML-assisted model for different scenarios deployed on UE/LMF-side, with model generalization and fine-tuning, ResNet18
	Model input
	Model output
	Settings (e.g., drops, clutter param)
	Sample density(#sample/m2)of dataset
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	Train
	Fine-tune
	Test
	Train
	Fine-tune (%) *
	Test
	Absolute accuracy (m)
	Relative accuracy**

	Type: CIR;
Size:18*1*256
	Type:TOA
Size:18*1
	InF-DH
{60%,6m,2m}
	InF-SH
{20%,10m,2m}
	InF-SH
{20%,10m,2m}
	2.78
	2.5%
	0.22
	2.342m
	3.564

	Type: CIR;
Size:18*1*256
	Type:TOA
Size:18*1
	InF-DH
{60%,6m,2m}
	InF-SH
{20%,10m,2m}
	InF-SH
{20%,10m,2m}
	2.78
	5%
	0.22
	2.179m
	3.316

	Type: CIR;
Size:18*1*256
	Type:TOA
Size:18*1
	InF-DH
{60%,6m,2m}
	InF-SH
{20%,10m,2m}
	InF-SH
{20%,10m,2m}
	2.78
	10%
	0.22
	2.051m
	3.122

	Type: CIR;
Size:18*1*256
	Type:TOA
Size:18*1
	InF-DH
{60%,6m,2m}
	InF-SH
{20%,10m,2m}
	InF-SH
{20%,10m,2m}
	2.78
	25%
	0.22
	1.911m
	2.909

	Type: CIR;
Size:18*1*256
	Type:TOA
Size:18*1
	InF-DH
{60%,6m,2m}
	InF-SH
{20%,10m,2m}
	InF-SH
{20%,10m,2m}
	2.78
	50%
	0.22
	1.676m
	2.551

	Type: CIR;
Size:18*1*256
	Type:TOA
Size:18*1
	InF-DH
{60%,6m,2m}
	InF-SH
{20%,10m,2m}
	InF-DH
{60%,6m,2m}
	2.78
	2.5%
	0.22
	2.417m
	3.690

	Type: CIR;
Size:18*1*256
	Type:TOA
Size:18*1
	InF-DH
{60%,6m,2m}
	InF-SH
{20%,10m,2m}
	InF-DH
{60%,6m,2m}
	2.78
	5%
	0.22
	2.225m
	3.443

	Type: CIR;
Size:18*1*256
	Type:TOA
Size:18*1
	InF-DH
{60%,6m,2m}
	InF-SH
{20%,10m,2m}
	InF-DH
{60%,6m,2m}
	2.78
	10%
	0.22
	2.052m
	3.133

	Type: CIR;
Size:18*1*256
	Type:TOA
Size:18*1
	InF-DH
{60%,6m,2m}
	InF-SH
{20%,10m,2m}
	InF-DH
{60%,6m,2m}
	2.78
	25%
	0.22
	1.917m
	2.927

	Type: CIR;
Size:18*1*256
	Type:TOA
Size:18*1
	InF-DH
{60%,6m,2m}
	InF-SH
{20%,10m,2m}
	InF-DH
{60%,6m,2m}
	2.78
	50%
	0.22
	1.654m
	2.525



Observation 32: For AI/ML-assisted positioning, by training the AI/ML model using the dataset with perfect network synchronization error, and subsequently fine-tuning it using a small dataset with network synchronization error, the horizontal positioning accuracy is significantly improved compared to the performance achieved without fine-tuning. The degree of improvement in the positioning accuracy is greater when the size of the fine-tuning dataset is larger.
3.2.5. AI/ML model performance with labeling error
It was concluded in RAN1#112 meeting to study the impact of labelling error on positioning accuracy. To achieve this, we introduce errors in the x-axis and y-axis of the labels, resulting in inaccurate labels. We then set the value of L as 1m, 3m and 5m. The error-added UE coordinate POS' is used to generate TOA' with the base station coordinates (no error). TOA' was then used as a label for AI-assisted positioning to train the model. The simulation result is provided in Table 35 and also the accompanying excel sheet. 
[bookmark: _Ref134805515]Table 35: Evaluation results for AI/ML-assisted positioning model for label error deployed on UE/LMF-side, ResNet18
	Model input
	Model output
	Label Error
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	
	Train
	Test
	Train
	test
	Model complexity
	Computation complexity
	AI/ML

	Type: CIR;
Size:
18*1*256
	Type:ToA
Size:1*18
	L=1m
	InF-DH
{60%,6m,2m} 
	InF-DH
{60%,6m,2m}
	20000
	1600
	0.7M
	60.8M FLOPs
	1.901m

	Type: CIR;
Size:
18*1*256
	Type:ToA
Size:1*18
	L=3m
	InF-DH
{60%,6m,2m} 
	InF-DH
{60%,6m,2m}
	20000
	1600
	0.7M
	60.8M FLOPs
	4.392m

	Type: CIR;
Size:
18*1*256
	Type:ToA
Size:1*18
	L=5m
	InF-DH
{60%,6m,2m} 
	InF-DH
{60%,6m,2m}
	20000
	1600
	0.7M
	60.8M FLOPs
	6.753m



Observation 33: When AI/ML model is trained with different value of label error, as value of L increases, AI/ML–assisted positioning error increases approximately in proportion to L.
3.2.6. [bookmark: _Ref142571032][bookmark: _Ref135059820]AI/ML model performance with different model input 
According to the conclusion of the RAN1#112 meeting, study the model input, considering the tradeoff among model performance, model complexity and computational complexity.
3.2.6.1. Different number of TRP as model input
For the simulation of reducing the number of TRP, we evaluate two cases for AI/ML-assisted positioning.
Case 1: Fixed 9 TRP collect CIR data as model input. In this case, Approach 1-A and Approach 2-A defined in RAN1#113 agreement [1] are investigated.
Case 2: Dynamic 9 TRP collect CIR data as model input: Based on the value of RSRP, the CIR corresponding to the top 9 TRP were selected as model inputs. In this case, Approach 1-B and Approach 2-B defined in RAN1#113 agreement [1] are investigated.
In this simulation, since NTRP = 9, the measurement size is NTRP*Nport*NT*2*64 = 147456bit per UE.
3.2.6.1.1. Fixed 9 TRP as model input
In this section, we investigate two cases for AI/ML-assisted positioning in fixed pattern. 
The first case is to select 9 fixed TRPs and train a model to cover the entire simulation area. In inference phase, this model is used to cover the entire evaluation area.
The second case is to divide the original area into two regions with equal size, and two models are trained based on the region-specific dataset separately. In inference phase, each model is used to cover the corresponding region, and the whole evaluation area can be covered by these two models.
3.2.6.1.1.1. One model covers entire area
In our simulation, we select 9 TRPs out of 18 TRPs for model input. The selected TRPs are with the ID of {3, 4, 5, 9, 10, 11, 15, 16, 17}. The TRP are numbered according to the latest agreement regarding the TRP indices in RAN1#112bis-e. Specifically, two designs are considered for this case. 
In our first design, Approach 1-A is applied, i.e. 9 fixed TRPs provides the effective input value to the model and the input of the other 9 TRPs are zero-padded. The horizontal position accuracy is slightly degraded from 0.655m@90% to 0.6577m@90% of CDF percentile. The details of dataset and the simulation results are provided in the first row of Table 36 and also the accompanying excel sheet. 
In our second design, Approach 2-A is applied, i.e. the TRP dimension of model input is equal to the number of TRPs (N’TRP) that provides measurements as model input. The horizontal position accuracy is slightly degraded from 0.655m@90% to 0.97m@90% of CDF percentile. The computational complexity is reduced from 60.8M FLOPs to 38.46M FLOPs. The details of dataset and the simulation results are provided in the second row of Table 36 and also the accompanying excel sheet.
We also observe that if the model input dimension is reduced when only part of TRPs are used as input, the FLOPs is reduced compared to the case when all TRPs are used. Additionally, the model overhead is reduced while maintaining similar horizontal positioning accuracy.
[bookmark: _Ref134805440]Table 36: Evaluation results for AI/ML-assisted positioning model for fixed 9 TRPs of one model deployed on UE/LMF-side, ResNet18
	Model input
	Model output
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)
	Note

	
	
	Train
	Test
	Train
	test
	Model complexity
	Computation complexity
	AI/ML       
	

	Type:Cir
Size:18*1*256
	Type:ToA
Size1*18
	InF-DH
{60%,6m,2m}
	InF-DH
{60%,6m,2m}
	20000
	1600
	0.7M
	60.8M FLOPs
	0.6577m

	Approach 1-A

	Type:Cir
Size:18*1*256
	Type:ToA
Size1*18
	InF-DH
{60%,6m,2m}
	InF-DH
{60%,6m,2m}
	20000
	1600
	0.7M
	38.64M FLOPs
	0.97m

	Approach 2-A



Observation 34: For AI/ML-assisted positioning, when the input dimension is reduced from 18 TRPs to 9 TRPs, the AI/ML model performance will not significantly degrade.
Observation 35: For AI/ML-assisted positioning, when the input dimension is reduced from 18 TRPs to 9 TRPs, the FLOPs can be significantly reduced.
3.2.6.1.1.2. Two models each covers half the area
In this case, we divide the entire simulation area into two regions, named as region A and region B, by equal proportion. The TRP ID of region A is {0, 1, 2, 3, 4, 5, 6, 7, 8}, and the TRP ID of region B is {9, 10, 11, 12, 13, 14, 15, 16, 17}. The TRP are numbered according to the latest agreement regarding the TRP indices in RAN1#112bis-e. Similarly, two designs are considered for this case.
In our first design, Approach 2-A is applied, i.e. the TRP dimension of model input is equal to the number of TRPs (N’TRP=9) that provides measurements as model input. The horizontal position accuracy is degraded from 0.655m@90% to 1.153m@90% of CDF percentile. The details of dataset and the simulation result are provided in Table 37 and also the accompanying excel sheet.
[bookmark: _Ref134806606]Table 37: Evaluation results for AI/ML-assisted positioning model for fixed 9 TRPs of two models deployed on UE/LMF-side, ResNet18
	Model input
	Model output
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)
	Note

	
	
	Train
	Test
	Train
	test
	Model complexity
	Computation complexity
	AI/ML       
	

	Type:Cir
Size:18*1*256
	Type:ToA
Size1*18
	InF-DH
{60%,6m,2m}
	InF-DH
{60%,6m,2m}
	10000*2
	A:942
B:658
	0.7M*2
	38.64M FLOPs
	1.153m
	Approach 2-A



Compared to the results of using single model to cover the entire area in previous sub-section, the performance of using two models to cover the entire area is slightly degraded. The possible reason is that the training dataset of each model in this case is reduced by half, leading to the insufficient training.
Observation 36: For AI/ML-assisted positioning, when the input dimension is reduced from 18 TRPs to 9 TRPs and the total dataset size is unchanged, the horizontal position accuracy of using two models to cover the entire area is slightly degraded compared to the performance of using single model to cover the entire area. 
3.2.6.1.2. [bookmark: _Ref131520684]Dynamic 9 TRP as model input
In this section, we evaluate the positioning performance of dynamic 9 TRP as model input. We sort each TRP according to values of RSRPs, retaining the CIR data for the top 9 TRP. We investigate two cases for AI/ML-assisted positioning in dynamic TRP pattern. The details of dataset and the simulation results are provided in the Table 38 and also the accompanying excel sheet. The first row of the table shows the simulation results with the filtered CIR and zero padded. It conforms to the description of Approach 1-B. The second row of the table shows the simulation results of the direct training of the screened CIR. It conforms to the description of Approach 2-B. The details of dataset and the simulation result are provided in the follow table and also the accompanying excel sheet.
[bookmark: _Ref142663501]Table 38: Evaluation results for AI/ML-assisted positioning model for dynamic 9 TRPs deployed on UE/LMF-side, ResNet18
	Model input
	Model output
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)
	Note

	
	
	Train
	Test
	Train
	test
	Model complexity
	Computation complexity
	AI/ML       
	

	Type:Cir
Size:18*1*256
	Type:ToA
Size1*18
	InF-DH
{60%,6m,2m}
	InF-DH
{60%,6m,2m}
	20000
	1600
	0.7M
	60.8M FLOPs
	1.551m 

	Approach 1-B

	Type:Cir
Size:9*1*256
	Type:ToA
Size1*9
	InF-DH
{60%,6m,2m}
	InF-DH
{60%,6m,2m}
	20000
	1600
	0.7M
	38.64M FLOPs
	1.281m
	Approach 2-B



Observation 37: For AI/ML-assisted positioning, the positioning accuracy performance is affected by different patterns, but the difference is minor.
Observation 38: For AI/ML-assisted positioning, the horizontal position accuracy of fixed TRP patterns is slightly better than the horizontal position accuracy of dynamic TRP patterns.
3.2.6.2. Different CIR tap as model input
In this section, we evaluate the positioning performance and the computation complexity of the AI/ML model by reducing the number of CIR taps. In the simulation, only the first 128, 64, and 32 CIR taps from the 256 CIR taps in time domain are used as the model input respectively. 
So the values of measurement size are 147456bits per UE (NT=128), 73728bits per UE (NT=64), 36864bits per UE (NT=32). 
The details of dataset and the simulation results are provided in 39 and also the accompanying excel sheet.
[bookmark: _Ref134806566]Table 39: Evaluation results for AI/ML-assisted positioning model for different CIR taps number as model input deployed on UE/LMF-side, ResNet18
	Model input
	Model output
	Label
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	
	Train
	Test
	Train
	test
	Model complexity
	Computation complexity
	AI/ML         

	Type:Cir
Size:18*1*256
	Type:ToA
Size1*18
	ToA with 100% truth label
	InF-DH
{60%,6m,2m}
	InF-DH
{60%,6m,2m}
	20000
	1600
	0.7M
	30.39M FLOPs
	0.8742m

	Type:Cir
Size:18*1*256
	Type:ToA
Size1*18
	ToA with 100% truth label
	InF-DH
{60%,6m,2m}
	InF-DH
{60%,6m,2m}
	20000
	1600
	0.7M
	15.198M FLOPs
	0.70m

	Type:Cir
Size:18*1*256
	Type:ToA
Size1*18
	ToA with 100% truth label
	InF-DH
{60%,6m,2m}
	InF-DH
{60%,6m,2m}
	20000
	1600
	0.7M
	7.60M FLOPs
	1.104m



Observation 39: For AI/ML-assisted positioning, reducing the number of CIR taps can reduce the computation complexity of a model while keeping similar inference accuracy.
3.2.6.3. [bookmark: _Ref135059826]PDP as model input
In this section, we evaluate different model input type on the horizontal positioning performance of AI/ML model. The input of this AI/ML model is PDP and the size of PDP is 18*256*1. Compared with CIR, PDP lacks phase information. The value of measure size is 294912 bits. For PDP as model input, the horizontal accuracy is 0.6773m@90% of CDF percentile. 
The details of dataset and the simulation results are provided in Table 39 and also the accompanying excel sheet.
Table 40: Evaluation results for AI/ML-assisted positioning model for PDP as model input deployed on UE/LMF-side, ResNet18
	Model input
	Model output
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)
	E_PDP/E_CIR

	
	
	Train
	Test
	Train
	test
	Model complexity
	Computation complexity
	AI/ML       
	

	Type: PDP;
Size:
18*1*256
	Type:TOA
Size:1*18
	InF-DH
{60%,6m,2m}
	InF-DH
{60%,6m,2m}
	20000
	1600
	0.7M
	30.18M FLOPs 
	0. 6773m
	1.034



Observation 40: For AI/ML-assisted positioning, when the PDP as model input, TRPs and the total dataset size is unchanged, the horizontal position accuracy of PDP is slightly degraded compared to the performance of CIR.
3.2.7. [bookmark: _Ref142571041]AI/ML model for LOS/NLOS identification
LOS/NLOS identification is to assist the non-AI/ML positioning algorithm. The following is our simulation content and results for different input and model generalization performance. In our simulation, we select InF-DH {40%, 2m, 2m} as baseline. Because scenario in InF-DH {40%, 2m, 2m} probability of LOS/NLOS is approximately 50%, which is suitable for the AI/ML model training.
1. 
2. 
3. 
4. 
5. 
5.1. 
5.2. 
5.2.1. 
5.2.2. 
3.2.7.1. [bookmark: _Ref134807827]AI/ML model for LOS/NLOS identification performance with different model inputs
The CIR data format is 1*256*2. The AI/ML model is trained with the CIR of InF-DH {40%, 2m, 2m}. The details of dataset and the simulation results for an AI/ML model test by 6480 dataset size with clutter parameter of InF-DH {40%, 2m, 2m} is provided in Table 41.
The AI/ML model is trained with the PDP of InF-DH {40%, 2m, 2m}. The details of dataset and the simulation results for an AI/ML model test by 6480 dataset size with clutter parameter of InF-DH {40%, 2m, 2m} is provided in Table 41. 
In this simulation, when PDP is used as model input, the measurement size is NTRP*Nport*NT*1*64 = 147456bit per UE.
[bookmark: _Ref131602686][bookmark: _Ref135002523]Table 41: Evaluation results for AI/ML-based LOS/NLOS identification model deployed on UE/LMF-side, ResNet18
	Model input
	Model output
	Label
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	LOS or NLOS identification accuracy 

	
	
	
	Train
	Test
	Train
	test
	Model complexity
	Computation complexity
	AI/ML

	Type: CIR;
Size:
1*256*2
	LOS or NLOS
Size:
1*2
	LOS or NLOS with 100% ground truth label
	{40%, 2m, 2m}
	{40%, 2m, 2m}
	58320
	6480
	0.7M
	18*8M FLOPs
	94.2%

	Type:PDP;
Size:
1*256*1
	LOS or NLOS
Size:
1*2
	LOS or NLOS with 100% ground truth label
	InF-DH{40%, 2m, 2m}
	InF-DH{40%, 2m, 2m}
	58320
	6480
	0.7M
	18*8M FLOPs
	94.89%



Observation 41: For AI/ML-assisted positioning with LOS/NLOS identification, the performance is similar with model inputs between PDP and CIR.
3.2.7.2. AI/ML model for LOS/NLOS identification generalization performance 
In this section, we investigate the generalization performance of the AI/ML-based LOS/NLOS identification. Specifically, the AI/ML model is trained with PDP as input and dataset from InF-DH {40%, 2m, 2m}, and tested on a dataset of size 6480 with a clutter parameter of InF-DH {60%, 6m, 2m}. The results show that the LOS or NLOS identification accuracy reaches 96.23%, which is even slightly better than the original result. The reason is that the InF-DH {60%, 6m, 2m} has a much higher probability of NLOS which leads to imbalanced study. Additionally, the AI/ML model is trained with PDP as input from dataset of InF-DH {40%, 2m, 2m}, and tested on a dataset of size 6480 with clutter parameter of InF-SH {20%, 10m, 2m}, The LOS/NLOS identification accuracy can be 91%. The details of dataset and the simulation results are provided in Table 42. Given the good generalization performance, mix-training and fine-tuning methods are not necessary.
[bookmark: _Ref127549878]Table 42: Evaluation generation performance results for AI/ML-based LOS/NLOS identification model deployed on UE/LMF-side, ResNet18
	Model input
	Model output
	Label
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	LOS or NLOS identification accuracy

	
	
	
	Train
	Test
	Train
	test
	Model complexity
	Computation complexity
	AI/ML

	Type:PDP;
Size:
1*256*1
	Probability of LOS or NLOS
Size:
1*2
	LOS or NLOS with 100% ground truth label
	InF-DH {40%, 2m, 2m}
	InF-DH {40%, 2m, 2m}
	58320
	6480
	0.7M
	8M
	94.89%

	Type:PDP;
Size:
1*256*1
	Probability of LOS or NLOS
Size:
1*2
	LOS or NLOS with 100% ground truth label
	InF-DH {40%, 2m, 2m}
	InF-DH {60%,6m,2m}
	58320
	6480
	0.7M
	8M
	96.23%

	Type:PDP;
Size:
1*256*1
	Probability of LOS or NLOS
Size:
1*2
	LOS or NLOS with 100% ground truth label
	InF-DH {40%, 2m, 2m}
	InF-SH {20%,10m,2m}
	58320
	6480
	0.7M
	8M
	91%



Observation 42: For the AI/ML-assisted positioning with LOS/NLOS identification, the generalization performance with different clutter parameters and different scenarios is good.
3.3. Evaluation of model monitoring
For AI/ML-based positioning, a PRU with known location can generate a ground truth label for monitoring the AI/ML model. However, collecting other ground truth labels generated by a normal UE may be challenging. Therefore, AI/ML model monitoring without ground truth label should be studied.
The label-based method allows for direct evaluation of AI/ML model performance through the use of coordinates. The statistical prediction error of the CDF is already sufficient to evaluate the AI/ML model performance.
For the label-free method, we provide the method of relative displacement between time T1 and time T2 by the motion sensor to monitor the AI/ML model performance. UE using one or more motion sensors obtains the movement information, and the movement information comprises displacement results estimated as an ordered series of points. The L1 vector was obtained by comparing the movement information at time T1 and time T2 of the kinematic apparatus. The L2 vector was obtained by comparing the predicted values of the AI/ML model at time T1 and time T2. The correlation of Vector L1 and vector L2 are evaluated. More details on this monitoring method can be found in our companion paper [2].
In this section, we provide the results of model monitoring method. We used the simulation assumptions with a poor generalization performance to evaluate our monitoring scheme. 
3.3.1. Direct AI/ML positioning
For direct AI/ML positioning, we used the AI/ML model in Section 3.1.1.1 trained with the assumption of InF-DH with clutter parameter {60%, 6m, 2m}, and the AI/ML model are monitored with InF-DH {60%, 6m, 2m}, InF-DH {40%, 2m, 2m} and InF-SH {20%, 2m, 10m} respectively. The CDF plots of the |L1-L2| vectors in different test scenarios are shown below.
[image: ]
Figure 1: CDF of relative displacement method for direct AI/ML positioning.
As can be observed from the above figure, the error of |L1-L2| is small when the training dataset and testing dataset are from the same scenario. The error of |L1-L2| significantly increases when the training dataset and testing dataset are from different scenarios, especially in InF-SH with clutter parameter of {20%, 2m, 10m}. Such result validates the possibility of using relative displacement method to monitor the model for direct AI/ML positioning.
Observation 43: For direct AI/ML positioning, the relative displacement method can monitor the model performance.
3.3.2. AI/ML-assisted positioning
For AI/ML-assisted positioning, we used the AI/ML model in Section 3.2.1.1 trained with the assumption of InF-DH with clutter parameter {60%, 6m, 2m}, and the AI/ML model are monitored with InF-DH {60%, 6m, 2m}, InF-DH {40%, 2m, 2m} and InF-SH {20%, 2m, 10m} respectively. The CDF plots of the |L1-L2| vectors in different test scenarios are shown below.
[image: ]
Figure 2：CDF of relative displacement method for AI/ML-assisted positioning.
As can be observed from the above figure, the error of |L1-L2| is small when the training dataset and testing dataset are from the same scenario. The error of |L1-L2| significantly increases when the training dataset and testing dataset are from different scenarios, especially in InF-SH with clutter parameter of {20%, 2m, 10m}. Such result validates the possibility of using relative displacement method to monitor the model for AI/ML-assisted positioning.
Observation 44: For AI/ML-assisted positioning, the relative displacement method can monitor the model performance.
4. Conclusions
In this contribution, we provide our evaluation results on AI/ML for positioning. The observations are summarized as follows:
Observation 1: For directly estimating UE’s positioning with perfect network synchronization, the horizontal positioning accuracy is 0.54m@90% of CDF percentile.
Observation 2: For directly estimating UE’s positioning with network synchronization error (truncated Gaussian distribution of 50 ns), the horizontal positioning accuracy is 0.84m@90% of CDF percentile.
Observation 3: When the direct AI/ML positioning is applied to different scenarios or conditions, the generalization performance can be significantly affected, leading to a significant degradation in positioning accuracy.
Observation 4: For direct AI/ML positioning, when the model is trained by a dataset with network synchronization error t1 (ns) and tested in a deployment scenario with network synchronization error t2 (ns), if we assume a fixed TRP synchronization error, the positioning accuracy performance deteriorates with the change of network synchronization error, regardless t1>t2 or t1<t2.
Observation 5: For direct AI/ML positioning, based on evaluation results of network synchronization error in the range of 0-50 ns, when the model is trained by a dataset with network synchronization error t1 (ns) and tested in a deployment scenario with network synchronization error t2 (ns), it can be observed that when AI/ML model trained t1 =10ns or 50ns and tested t2 =0ns, 10ns, 25ns and 50ns, the positioning accuracy with t2 smaller than t1 is better than the cases with t2 equal to t1.
Observation 6: For direct AI/ML positioning, based on evaluation results of UE timing error in the range of 0-50 ns, when the model is trained by a dataset with UE timing error t1 (ns) and tested in a deployment scenario with UE timing error t2 (ns), it can be observed that:
· When AI/ML model trained t1 = 0ns and tested t2 = 0ns, 10ns, 25ns and 50ns, the positioning accuracy with t2 greater than t1 is worse than the cases with t2 equal to t1.
· When AI/ML model trained t1 = 50ns and tested t2 =0ns, 10ns, 25ns and 50ns, the positioning accuracy with t2 smaller than t1 is similar to the cases with t2 equal to t1.
Observation 7: For direct AI/ML positioning, by employing the mix-train method and combining the dataset of clutter parameter {60%, 6m, 2m} with a small dataset of clutter parameter {40%, 2m, 2m}, the AI/ML model achieved a horizontal positioning accuracy of 1.77m, which represents an improvement compared to the performance achieved without mix-training and with a positioning accuracy of 2.64m.
Observation 8: For direct AI/ML positioning, by employing the mix-train method and combining the dataset of ideal network synchronization with a small dataset of network synchronization error of 50ns, the AI/ML model achieved a horizontal positioning accuracy of 3.04m, which represents a significant improvement compared to the performance achieved without mix-training and with a positioning accuracy of 12.6m.
Observation 9: For direct AI/ML positioning, by employing the mix-train method and combining the dataset of InF-DH {60%, 6m, 2m} with a small dataset of InF-SH {20%, 2m, 10m}, the AI/ML model achieved a horizontal positioning accuracy of 1.81m, which represents a significant improvement compared to the performance achieved without mix-training and with a positioning accuracy of 6.48m.
Observation 10: For direct AI/ML positioning, by training the AI/ML model using the dataset that assumes a clutter parameter of {60%, 6m, 2m}, and subsequently fine-tuning it using a small dataset that assumes a clutter parameter of {40%, 2m, 2m}, the horizontal positioning accuracy is significantly improved compared to the performance achieved without fine-tuning. The degree of improvement in the positioning accuracy is greater when the size of the fine-tuning dataset is larger.
Observation 11: For direct AI/ML positioning, by training the AI/ML model using the dataset with perfect network synchronization, and subsequently fine-tuning it using a small dataset with network synchronization error, the horizontal positioning accuracy is significantly improved compared to the performance achieved without fine-tuning. The degree of improvement in the positioning accuracy is greater when the size of the fine-tuning dataset is larger.
Observation 12: For direct AI/ML positioning, by training the AI/ML model using the dataset with perfect network synchronization, and subsequently fine-tuning it using a small dataset with network synchronization error, the horizontal positioning accuracy is significantly improved compared to the performance achieved without fine-tuning. The degree of improvement in the positioning accuracy is greater when the size of the fine-tuning dataset is larger.
Observation 13: When AI/ML model is trained with different value of label error, as value of L increases, direct AI/ML positioning error increases approximately in proportion to L. 
Observation 14: For direct AI/ML positioning, when the input dimension is reduced from 18 TRPs to 9 TRPs, the AI/ML model performance will not significantly degrade.
Observation 15: For direct AI/ML positioning, when the input dimension is reduced from 18 TRPs to 9 TRPs, the FLOPs can be significantly reduced.
Observation 16: For direct AI/ML positioning, when the input dimension is reduced from 18 TRPs to 9 TRPs and the total dataset size is unchanged, the horizontal position accuracy of using two models to cover the entire area is slightly degraded compared to the performance of using single model to cover the entire area.
Observation 17: For direct AI/ML positioning, different TRP patterns have a great impact on the performance of the model, but after embedding, the performance of horizontal accuracy will be improved.
Observation 18: For direct AI/ML positioning, the horizontal position accuracy of fixed TRP patterns is better than the horizontal position accuracy of dynamic TRP patterns.
Observation 19: For direct AI/ML positioning, reducing the number of CIR taps can reduce the computation complexity of a model while keeping similar inference accuracy.
Observation 20: For direct AI/ML positioning, when the PDP as model input, TRPs and the total dataset size are unchanged, the horizontal position accuracy is slightly degraded compared to the performance of using CIR as model input.
Observation 21: For AI/ML-assisted positioning with perfect network synchronization, the intermediate result of ToA estimating is 1.59ns@90% and the horizontal position accuracy is 0.655m@90% of CDF percentile.
Observation 22: For AI/ML-assisted positioning with network synchronization error, the intermediate result of ToA estimating is 1.74ns@90% and the eventual result is 0.7m@90% of CDF percentile of horizontal accuracy.
Observation 23: For generalization performance with different assumptions on AI/ML assisted positioning, the positioning accuracy is seriously degraded.
Observation 24: For AI/ML-assisted positioning, if we assume a fixed TRP synchronization error, the positioning accuracy performance deteriorates with the change of network synchronization error.
Observation 25: For AI/ML-assisted positioning, based on evaluation results of network synchronization error in the range of 0-50 ns, when the model is trained by a dataset with network synchronization error t1 (ns) and tested in a deployment scenario with network synchronization error t2 (ns), it can be observed that when AI/ML model trained t1 = 10ns or 50ns and tested t2 =0ns, 10ns, 25ns and 50ns, the positioning accuracy with t2 smaller than t1 is better than the cases with t2 equal to t1.
Observation 26: For AI/ML-assisted positioning, based on evaluation results of UE timing error in the range of 0-50 ns, when the model is trained by a dataset with UE timing error t1 (ns) and tested in a deployment scenario with UE timing error t2 (ns), it can be observed that:
· When AI/ML model trained t1 = 0ns and tested t2 = 0ns, 10ns, 25ns and 50ns, the positioning accuracy with t2 greater than t1 is worse than the cases with t2 equal to t1.
· When AI/ML model trained t1 = 50ns and tested t2 =0ns, 10ns, 25ns and 50ns, the positioning accuracy with t2 smaller than t1 is similar to the cases with t2 equal to t1.
Observation 27: For AI/ML-assisted positioning, by employing the mix-train method and combining the dataset of clutter parameter {60%, 6m, 2m} with a small dataset of clutter parameter {40%, 2m, 2m}, the AI/ML model achieved a horizontal positioning accuracy of 1.51m, which represents an improvement compared to the performance achieved without mix-training and with a positioning accuracy of 3.11m.
Observation 28: For AI/ML-assisted positioning, by employing the mix-train method and combining the dataset of ideal network synchronization with a small dataset of network synchronization error of 50ns, the AI/ML model achieved a horizontal positioning accuracy of 1.81m, which represents a significant improvement compared to the performance achieved without mix-training and with a positioning accuracy of 12.8m.
Observation 29: For AI/ML-assisted positioning, by employing the mix-train method and combining the dataset of InF-DH {60%, 6m, 2m} with a small dataset of InF-SH {20%, 2m, 10m}, the AI/ML model achieved a horizontal positioning accuracy of 1.467m, which represents a significant improvement compared to the performance achieved without mix-training and with a positioning accuracy of 6.894m.
Observation 30: For AI/ML-assisted positioning, by training the AI/ML model using the dataset that assumes a clutter parameter of {60%, 6m, 2m}, and subsequently fine-tuning it using a small dataset that assumes a clutter parameter of {40%, 2m, 2m}, the horizontal positioning accuracy is significantly improved compared to the performance achieved without fine-tuning. The degree of improvement in the positioning accuracy is greater when the size of the fine-tuning dataset is larger.
Observation 31: For AI/ML-assisted positioning, by training the AI/ML model using the dataset with perfect network synchronization, and subsequently fine-tuning it using a small dataset with network synchronization error, the horizontal positioning accuracy is significantly improved compared to the performance achieved without fine-tuning. The degree of improvement in the positioning accuracy is greater when the size of the fine-tuning dataset is larger.
Observation 32: For AI/ML-assisted positioning, by training the AI/ML model using the dataset with perfect network synchronization, and subsequently fine-tuning it using a small dataset with network synchronization error, the horizontal positioning accuracy is significantly improved compared to the performance achieved without fine-tuning. The degree of improvement in the positioning accuracy is greater when the size of the fine-tuning dataset is larger.
Observation 33: When AI/ML model is trained with different value of label error, as value of L increases, AI/ML–assisted positioning error increases approximately in proportion to L.
Observation 34: For AI/ML-assisted positioning, when the input dimension is reduced from 18 TRPs to 9 TRPs, the AI/ML model performance will not significantly degrade.
Observation 35: For AI/ML-assisted positioning, when the input dimension is reduced from 18 TRPs to 9 TRPs, the FLOPs can be significantly reduced.
Observation 36: For AI/ML-assisted positioning, when the input dimension is reduced from 18 TRPs to 9 TRPs and the total dataset size is unchanged, the horizontal position accuracy of using two models to cover the entire area is slightly degraded compared to the performance of using single model to cover the entire area. 
Observation 37: For AI/ML-assisted positioning, the positioning accuracy performance is affected by different patterns, but the difference is minor.
Observation 38: For AI/ML-assisted positioning, the horizontal position accuracy of fixed TRP patterns is slightly better than the horizontal position accuracy of dynamic TRP patterns.
Observation 39: For AI/ML-assisted positioning, reducing the number of CIR taps can reduce the computation complexity of a model while keeping similar inference accuracy.
Observation 40: For AI/ML-assisted positioning, when the PDP as model input, TRPs and the total dataset size is unchanged, the horizontal position accuracy of PDP is slightly degraded compared to the performance of CIR.
Observation 41: For AI/ML-assisted positioning with LOS/NLOS identification, the performance is similar with model inputs between PDP and CIR.
Observation 42: For the AI/ML-assisted positioning with LOS/NLOS identification, the generalization performance with different clutter parameters and different scenarios is good.
Observation 43: For direct AI/ML positioning, the relative displacement method can monitor the model performance.
Observation 44: For AI/ML-assisted positioning, the relative displacement method can monitor the model performance.
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Table 43: Simulation assumptions in our simulation
	Parameters
	Values

	Scenario
	1nF-DH

	Hall size
	120x60 m

	Total gNB TX power, dBm
	24 dBm

	gNB antenna configuration
	(M, N, P, Mg, Ng) = (4, 4, 2, 1, 1), 
dH=dV=0.5λ 

	Penetration loss
	0 dB

	Number of floors
	1

	UE horizontal drop procedure
	Uniformly distributed over the horizontal evaluation area for obtaining the CDF values for positioning accuracy, The evaluation area is selected from the whole hall area, and the CDF values for positioning accuracy is obtained from whole hall area.

	UE antenna height
	Baseline: 1.5 m

	Min gNB-UE distance(2D), m
	0 m

	gNB antenna height
	Baseline: 8 m

	Clutter parameters: {density [image: ][image: ], height [image: ][image: ],size [image: ][image: ]}
	High clutter density: 
· {60%, 6m, 2m}
· {40%, 2m, 2m}

	Carrier frequency, GHz 
	3.5 GHz

	Bandwidth, MHz
	100 MHz

	Subcarrier spacing, kHz
	30 kHz for 100 MHz 

	Distribution of UE location
	Uniform distribution

	Network synchronization
	(1) Perfect network synchronization
(2) Network synchronization with a truncated Gaussian distribution of 10ns, 25ns, and 50 ns
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