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[bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
[bookmark: _Ref129681832]In RAN#94-e, the SI description of AI/ML for NR air interface was finalized. Up to RAN1#113, various agreements/conclusions related to specification impact of AI/ML for CSI feedback enhancement have been achieved. In this contribution, we discuss aspects related to pros and cons of different training types for CSI compression sub use case, and CSI configuration and reporting.

Discussion on Pros and cons for different training collaboration types for CSI compression
In RAN1#110 [1], the following three training collaborations for CSI compression sub use case were agreed:
Agreement

In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, respectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW
Other collaboration types are not excluded. 

Further, in RAN1#112 [2], following conclusion was reached:
Conclusion
In CSI compression using two-sided model use case, further discuss the pros/cons of different offline training collaboration types including at least the following aspects: 
· Whether model can be kept proprietary 
· Requirements on privacy-sensitive dataset sharing 
· Flexibility to support cell/site/scenario/configuration specific model
· gNB/device specific optimization – i.e., whether hardware-specific optimization of the model is possible, e.g. compilation for the specific hardware
· Model update flexibility after deployment
· feasibility of allowing UE side and NW side to develop/update models separately
· Model performance based on evaluation in 9.2.2.1
· Whether gNB can maintain/store a single/unified model
· Whether UE device can maintain/store a single/unified model
· Extendability: to train new UE-side model compatible with NW-side model in use; Or to train new NW-side model compatible with UE-side model in use 
· Whether training data distribution can be matched to the device that will use the model for inference
· Whether device capability can be considered for model development
· Other aspects are not precluded
Note: training data collection and dataset/model delivery will be discussed separately
 

Further, in RAN1#113, following agreement was reached:
Agreement 
· Type 2 Joint training of the two-sided model at network side and UE side, respectively.
· Note: Joint training includes both simultaneous training and sequential training, in which the pros and cons could be discussed separately
· Note: Sequential training includes starting with UE side training, or starting with NW side training

Agreement
In CSI compression using two-sided model use case, for discussion of training collaboration type 1, 
· Create separate table with separate columns for both known model structure, and unknown model structure separately for NW-sided and UE-sided, respectively.

 

Also, as suggested by chair FL, we have included the table for Type-1 NW-sided training.
Summary of pros and cons
Table-1 and Table-2 summarize the rest of our views on different aspects for all the training types. The important changes made are highlighted in gray color.

Observation-1:
Table 1: Pros and cons for training types 2 and 3
		    Training types

Characteristics
	Type 2
	Type 3

	
	Simultaneous training
	Sequential Training
	NW first
	 UE first

	Whether model can be kept proprietary
	Yes
	Yes
	Yes (Note 3)  
	Yes (Note 3)

	Whether require privacy-sensitive dataset sharing
	No (Note 1)
	No
	No (Note 1)
	No (Note 1)

	Flexibility to support cell/site/scenario/configuration specific model
	Difficult
	Semi-flexible.
	Semi-flexible.
	Semi-flexible. With assisted information signaling

	Whether gNB/device specific optimization is allowed
	Yes
	Yes
	Yes
	Yes

	Model update flexibility after deployment
	Not flexible
(note 4)
	Semi-flexible

	Semi-flexible

	Conditional semi-flexible, with assisted information
(note 4)

	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	Infeasible
	Feasible
	Feasible

	Whether gNB can maintain/store a single/unified model for a CSI report configuration
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1

	Whether UE device can maintain/store a single/unified model for a CSI report configuration
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1

	Extendibility: to train new UE-side model compatible with NW-side model in use; Or to train new NW-side model compatible with UE-side model in use
	Limited
	Yes, for UE-side model
	Support
	Support

	Whether training data distribution can match the inference device
	Yes
	Yes
	
Conditional, with assisted information from UE
	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	Compatible 
	Compatible
	Compatible
	Compatible

	Model performance based on evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1



Table 2: Pros and cons for training type1
	Training types

Characteristics
	Type 1

	
	NW side
	Training at UE/NW neutral site with 3GPP transparent model delivery to UE and NW
	UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at UE followed by retraining at UE side
	
	Unknown model structure at NW
	Known model structure at NW

	Whether model can be kept proprietary
	No
	No
	Yes
	Yes
	No
	No

	Whether require privacy-sensitive dataset sharing
	No (Note 1)
	No
	No
	No
	No (Note 1)
	No

	Flexibility to support cell/site/scenario/configuration specific model
	Yes
	Yes
	Yes
	Yes
	Yes. With assisted information signaling. Less flexible than Type 1-NW side.

	Yes. With assisted information signaling. Less flexible than Type 1-NW side.


	Whether gNB/device specific optimization is allowed
	Yes (gNB specific), No (device specific)
	Yes
	Yes
	Yes
	No(gNB specific), Yes (device specific)
	Restricted

	Model update flexibility after deployment
	Flexible
(Should meet our Proposal 1 criteria)
	Semi Flexible
	Limited
	Yes
	Flexible
(Should meet our Proposal 1 criteria)
	Conditional, flexible with assisted information (note 4)

	Feasibility of allowing UE side and NW side to develop/update models separately
	Limited
(Note 2)  
	Limited
	Limited
	Yes
	Limited 
(Note 2)
	Limited 
(Note 2)

	Whether gNB can maintain/store a single/unified model for a CSI report configuration
	Yes
	Yes for gNB-side decoder
	Yes for gNB-side decoder
	Yes (at neutral entitiy)
	No
	No

	Whether UE device can maintain/store a single/unified model for a CSI report configuration
	Yes
(device agnostic is anyways a common model, it will be transferred to UE)
	No
	No
	No
	Yes
	Yes

	Extendibility: to train new UE-side model compatible with NW-side model in use; Or to train new NW-side model compatible with UE-side model in use
	Yes, for NW-side model
	Limited
(Note 2)
	Yes
	Yes
	Yes, for UE-side model
	Limited
(Note 2)

	Whether training data distribution can match the inference device
	Limited (our Proposal-1 criteria should satisfy)
	Conditional, with assisted information from UE
	Yes
	Yes
	
Limited
	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	Limited (If our assumption in Proposal-1 is satisfied)
	Compatible
	Limited
	Yes
	Compatible
	Compatible

	Model performance based on evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1


Note 1: Assume high accuracy PMI is not privacy sensitive data. FFS: other information such as channel matrix and assisted information. 
Note 2: For example, after deploying model 1 on the UE side, a new UE model can be obtained by using model 1 as the teacher model and using knowledge distillation method. Model 1 can also refer to a nominal model while the real deployed model can be developed based on the nominal model. 
Note 3: Assume information on model structure is not required to be disclosed in training collaboration type 3. 
Note 4: Flexibility after deployment is evaluated by the amount of offline cross-vendor co-engineering effort. Flexible indicates minimum additional co-engineering between vendors, semi-flexible indicates additional co-engineering effort between vendors.
Device Specific vs Device Agnostic for Type-1 NW-side training
For the device-agnostic model, it is assumed that the trained UE-side model would be delivered to all UE devices for inference. As this model is not optimized for each specific device, this type of model may not give the best performance for all the devices. However, it can be agreed that such a model should be able to achieve minimum threshold (say, x) performance for most devices (say, at least y %). Or another view can be that a device-agnostic model should be deployed only in such scenarios where such a minimum performance is achievable.
Proposal-1:	(Option-a) Type-1 NW-side device-agnostic model should be trained/deployed to achieve a minimum x threshold performance for at least y% of user devices;
(Option-b) Type-1 NW-side device-agnostic model should be trained/deployed only in scenarios/cell/sites where a minimum x threshold performance by at least y% of user devices is achievable.
If this minimum performance criteria is satisfied, the issues related to model update flexibility, data distribution matching and compatibility can be mitigated to an extent, and the benefits of device agnostic model can be reaped properly.
For the device-specific model, the overhead and maintenance of models will be a burden. But the performance will be optimized for each device. 

Discussion on Data Collection 
For AI/ML Model based CSI Compression, performance of model is dependent upon type, quality of training, testing, and monitoring dataset. Collection of these datasets irrespective of where data measurement happen, can be at either side. Regarding this in RAN1#110, the following agreements happened. 
Agreement

In CSI compression using two-sided model use case, further discuss at least the following aspects, including their necessity/feasibility/potential specification impact,  for data collection for AI/ML model  training/inference/update/monitoring:  
· Assistance signaling for UE’s data collection  
· Assistance signaling for gNB’s data collection  
· Delivery of the datasets.  

And in RAN1#112, following agreements happened Agreement:
In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact of UE side data collection enhancement including at least  
· Enhancement of CSI-RS configuration to enable higher accuracy measurement.
· Assistance information for UE data collection for categorizing the data in forms of ID for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc.
· The provision of assistance information needs to consider feasibility of disclosing proprietary information to the other side.
· Signaling for triggering the data collection
In CSI compression using two-sided model use case, further discuss the necessity, feasibility, and potential specification impact for NW side data collection including at least:   
· Enhancement of SRS and/or CSI-RS measurement and/or CSI reporting to enable higher accuracy measurement. 
· Contents of the ground-truth CSI including:  
· Data sample type, e.g., precoding matrix, channel matrix etc.
· Data sample format: scaler quantization and/or codebook-based quantization (e.g., e-type II like). 
· Assistance information (e.g., time stamps, and/or cell ID, Assistance information for Network data collection for categorizing the data in forms of ID for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc., and data quality indicator)
· Latency requirement for data collection 
· Signaling for triggering the data collection


Reference Signal Enhancement 
Data collection at either BS or UE sided has their own pros and cons and can depend upon various factors like  
· UE Capability 
· Reference signal quality
· Available channel BW for dataset transfer
· Categories of dataset require like Training, testing and Validation dataset.
· Quality of dataset required.
· Type of datasets, e.g., for UE sided collection particular specific scenario-based dataset can be collected but for NW sided it can collect mix datasets by taking reference signals from various UE’s.
· Latency Requirement 
· Other Signalling requirement

Proposal 2:  In CSI compression using two-sided model use case, before studying potential specification impact we need to further study the necessity, feasibility of reference signal enhancement in terms of at least 
· Required signalling to trigger reference signals enhancement.
· Type of reference signal enhancement required e.g.,  Increase density over time, increase density over frequency, increase number of non-orthogonal reference signals, other reference signals with better quality etc.
· Enhancement based on monitoring KPI like CQI, SINR, RSRP etc.
· Reference signals overhead vs Channel dataset constructed.
· Others are not precluded.

Ground Truth CSI Collection for N/W sided monitoring
Observation 2:  For CSI compression using two-sided model use case, if N/W side monitoring is done based on intermediate KPI, then actual channel dataset which is input to CSI Encoder model of UE needs to be shared with N/W so that it can measure the performance of AI/ML Model pair {UE sided Encoder and N/W sided Decoder}. This ground truth CSI dataset sharing can depend upon various factors.
[bookmark: _Hlk142692063]Proposal 3:    In CSI compression using two-sided model use case for N/W Side data collection for monitoring based on intermediate KPI, study the signalling for collection of ground truth CSI in terms of    
· Data sample type: Precoding matrix, Channel matrix as baseline.
· Data sample format: scaler quantization for channel matrix and codebook-based quantization for e-type II Precoding matrix. 


Discussion on Performance monitoring, model update, activation/de-activation/switching.

Network sided vs UE sided monitoring 
Observations 3: Monitoring of AI/ML model performance can be carried out at N/W and U/E sided. Monitoring at either side has its own advantages and disadvantages in terms of latency/complexity/resources required/accuracy/feasibility.

Proposal 4:  Detailed study on comparison of N/W Sided vs UE Sided performance monitoring in terms of feasibility and pros/cons over each other in terms of favorable underlying conditions/latency/resources required etc.

Performance Monitoring using Eventual KPI vs Intermediate KPI
KPI requirement for performance monitoring can be Eventual KPI based or Intermediate KPI based. Requirement and accuracies are very much different from each other. Hence there is a need to do a comparative study.
Proposal 5: A Comparative study on Eventual KPI vs Intermediate KPI at least in terms of 
· Accuracy in terms of output report
· Complexity
· Measurement and reporting delay
· Suitable scenario
· Power Consumption
· Dataset collection and Reporting Overhead 
· Required signalling for triggering and reporting. 
· External Factors affecting measurement etc. is required. 

Proposal 6: In CSI compression using two-sided model use case, if eventual KPI is adopted as monitoring metric, we propose to further study methods to avoid impact of other factors at least in terms of
· Impact of either side of impairments
· Which dataset is being used and what factors impact that dataset. 
· Changes in Training vs Monitoring event underlying condition 
· Others are not precluded.

Criteria for Monitoring action 
Based on monitoring outcome, what kind of action needs to be taken should be studied. Whether model update or model switching is required, which model needs to be activated/deactivated, whether fall back to conventional methods is required or not. Hence, there is a need for a clear boundary to clarify which action is most suitable under which condition. 
Proposal 7: Study suitable metric and criterion/threshold to favor a decision between various possible actions after monitoring like Update/ Fine-Tuning/ Switching / Fall Back.
5. Conclusions
In this contribution, we discussed our view on pros and cons of different training types for CSI compression sub use case, and CSI configuration and reporting, and our observations and proposals are as follows:
Observation-1:
Table 1: Pros and cons for training types 2 and 3
		    Training types

Characteristics
	Type 2
	Type 3

	
	Simultaneous training
	Sequential Training
	NW first
	 UE first

	Whether model can be kept proprietary
	Yes
	Yes
	Yes (Note 3)  
	Yes (Note 3)

	Whether require privacy-sensitive dataset sharing
	No (Note 1)
	No
	No (Note 1)
	No (Note 1)

	Flexibility to support cell/site/scenario/configuration specific model
	Difficult
	Semi-flexible.
	Semi-flexible.
	Semi-flexible. With assisted information signaling

	Whether gNB/device specific optimization is allowed
	Yes
	Yes
	Yes
	Yes

	Model update flexibility after deployment
	Not flexible
(note 4)
	Semi-flexible

	Semi-flexible

	Conditional semi-flexible, with assisted information
(note 4)

	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	Infeasible
	Feasible
	Feasible

	Whether gNB can maintain/store a single/unified model for a CSI report configuration
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1

	Whether UE device can maintain/store a single/unified model for a CSI report configuration
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1

	Extendibility: to train new UE-side model compatible with NW-side model in use; Or to train new NW-side model compatible with UE-side model in use
	Limited
	Yes, for UE-side model
	Support
	Support

	Whether training data distribution can match the inference device
	Yes
	Yes
	
Conditional, with assisted information from UE
	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	Compatible 
	Compatible
	Compatible
	Compatible

	Model performance based on evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1



Table 2: Pros and cons for training type1
	Training types

Characteristics
	Type 1

	
	NW side
	Training at UE/NW neutral site with 3GPP transparent model delivery to UE and NW
	UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at UE followed by retraining at UE side
	
	Unknown model structure at NW
	Known model structure at NW

	Whether model can be kept proprietary
	No
	No
	Yes
	Yes
	No
	No

	Whether require privacy-sensitive dataset sharing
	No (Note 1)
	No
	No
	No
	No (Note 1)
	No

	Flexibility to support cell/site/scenario/configuration specific model
	Yes
	Yes
	Yes
	Yes
	Yes. With assisted information signaling. Less flexible than Type 1-NW side.

	Yes. With assisted information signaling. Less flexible than Type 1-NW side.


	Whether gNB/device specific optimization is allowed
	Yes (gNB specific), No (device specific)
	Yes
	Yes
	Yes
	No(gNB specific), Yes (device specific)
	Restricted

	Model update flexibility after deployment
	Flexible
(Should meet our Proposal 1 criteria)
	Semi Flexible
	Limited
	Yes
	Flexible
(Should meet our Proposal 1 criteria)
	Conditional, flexible with assisted information (note 4)

	Feasibility of allowing UE side and NW side to develop/update models separately
	Limited
(Note 2)  
	Limited
	Limited
	Yes
	Limited 
(Note 2)
	Limited 
(Note 2)

	Whether gNB can maintain/store a single/unified model for a CSI report configuration
	Yes
	Yes for gNB-side decoder
	Yes for gNB-side decoder
	Yes (at neutral entitiy)
	No
	No

	Whether UE device can maintain/store a single/unified model for a CSI report configuration
	Yes
(device agnostic is anyways a common model, it will be transferred to UE)
	No
	No
	No
	Yes
	Yes

	Extendibility: to train new UE-side model compatible with NW-side model in use; Or to train new NW-side model compatible with UE-side model in use
	Yes, for NW-side model
	Limited
(Note 2)
	Yes
	Yes
	Yes, for UE-side model
	Limited
(Note 2)

	Whether training data distribution can match the inference device
	Limited (our Proposal-1 criteria should satisfy)
	Conditional, with assisted information from UE
	Yes
	Yes
	
Limited
	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	Limited (If our assumption in Proposal-1 is satisfied)
	Compatible
	Limited
	Yes
	Compatible
	Compatible

	Model performance based on evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1


Note 1: Assume high accuracy PMI is not privacy sensitive data. FFS: other information such as channel matrix and assisted information. 
Note 2: For example, after deploying model 1 on the UE side, a new UE model can be obtained by using model 1 as the teacher model and using knowledge distillation method. Model 1 can also refer to a nominal model while the real deployed model can be developed based on the nominal model. 
Note 3: Assume information on model structure is not required to be disclosed in training collaboration type 3. 
Note 4: Flexibility after deployment is evaluated by the amount of offline cross-vendor co-engineering effort. Flexible indicates minimum additional co-engineering between vendors, semi-flexible indicates additional co-engineering effort between vendors.
Proposal-1:	(Option-a) Type-1 NW-side device-agnostic model should be trained/deployed to achieve a minimum x threshold performance for at least y% of user devices;
(Option-b) Type-1 NW-side device-agnostic model should be trained/deployed only in scenarios/cell/sites where a minimum x threshold performance by at least y% of user devices is achievable.
Proposal 2:  In CSI compression using two-sided model use case, before studying potential specification impact we need to further study the necessity, feasibility of reference signal enhancement in terms of at least 
· Required signalling to trigger reference signals enhancement.
· Type of reference signal enhancement required e.g.,  Increase density over time, increase density over frequency, increase number of non-orthogonal reference signals, other reference signals with better quality etc.
· Enhancement based on monitoring KPI like CQI, SINR, RSRP etc.
· Reference signals overhead vs Channel dataset constructed.
· Others are not precluded.
Observation 2:  For CSI compression using two-sided model use case, if N/W side monitoring is done based on intermediate KPI, then actual channel dataset which is input to CSI Encoder model of UE needs to be shared with N/W so that it can measure the performance of AI/ML Model pair {UE sided Encoder and N/W sided Decoder}. This ground truth CSI dataset sharing can depend upon various factors.
Proposal 3: In CSI compression using two-sided model use case for N/W Side data collection for monitoring based on intermediate KPI, study the signalling for collection of ground truth CSI in terms of    
· Data sample type: Precoding matrix, Channel matrix as baseline.
· Data sample format: scaler quantization for channel matrix and codebook-based quantization for e-type II Precoding matrix. 
Observations 3: Monitoring of AI/ML model performance can be carried out at N/W and U/E sided. Monitoring at either side has its own advantages and disadvantages in terms of latency/complexity/resources required/accuracy/feasibility.
Proposal 4:  Detailed study on comparison of N/W Sided vs UE Sided performance monitoring in terms of feasibility and pros/cons over each other in terms of favorable underlying conditions/latency/resources required etc.
Proposal 5: A Comparative study on Eventual KPI vs Intermediate KPI at least in terms of 
· Accuracy in terms of output report
· Complexity
· Measurement and reporting delay
· Suitable scenario
· Power Consumption
· Dataset collection and Reporting Overhead 
· Required signalling for triggering and reporting. 
· External Factors affecting measurement etc. is required. 
Proposal 6: In CSI compression using two-sided model use case, if eventual KPI is adopted as monitoring metric, we propose to further study methods to avoid impact of other factors at least in terms of
· Impact of either side of impairments
· Which dataset is being used and what factors impact that dataset. 
· Changes in Training vs Monitoring event underlying condition 
· Others are not precluded.
Proposal 7: Study suitable metric and criterion/threshold to favor a decision between various possible actions after monitoring like Update/ Fine-Tuning/ Switching / Fall Back.
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