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1	Introduction
[bookmark: OLE_LINK146]In was concluded and agreed in RAN1#110bis-e and RAN1#111 that:
	[bookmark: _Hlk118216788]Conclusion
· Defer the discussion of prioritization of online/offline training for AI/ML based positioning until more progress on online vs. offline training discussion in agenda 9.2.1.

[bookmark: OLE_LINK81]Agreement
· Study and provide inputs on benefit(s) and potential specification impact at least for the following cases of AI/ML based positioning accuracy enhancement
· [bookmark: OLE_LINK141][bookmark: OLE_LINK142][bookmark: OLE_LINK138][bookmark: OLE_LINK139]Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
· [bookmark: OLE_LINK140]Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning

[bookmark: OLE_LINK82][bookmark: OLE_LINK84]Agreement
Regarding AI/ML model indication[/configuration], to study and provide inputs on potential specification impact at least for the following aspects on conditions/criteria of AI/ML model for AI/ML based positioning accuracy enhancement
· Validity conditions, e.g., applicable area/[zone/]scenario/environment and time interval, etc.
· Model capability, e.g., positioning accuracy quality and model inference latency
· Conditions and requirements, e.g., required assistance signalling and/or reference signals configurations, dataset information
· Note: other aspects are not precluded

Agreement
Regarding AI/ML model inference, to study and provide inputs on potential specification impact (including necessity and applicability of specifying AI/ML model input and/or output) at least for the following aspects for each of the agreed cases (Case 1 to Case 3b) in AI/ML based positioning accuracy enhancement
· Types of measurement as model inference input
· new measurement
· existing measurement
· UE is assumed to perform measurement as model inference input for Case 1, Case 2a and Case 2b; TRP is assumed to perform measurement as model inference input for Case 3a and Case 3b
· Report of measurements as model inference input to LMF for LMF-side model (Case 2b and Case 3b)
· For AI/ML assisted positioning, new measurement report and/or potential enhancement of existing measurement report as model output to LMF for UE-assisted (Case 2a) and NG-RAN node assisted positioning (Case 3a)
· Assistance signaling and procedure to facilitate model inference for both UE-side and Network-side model
· New and/or enhancement to existing assistance signaling
· Note: whether such assistance signaling and procedure can be applied to other aspect(s) of AI/ML model LCM can also be discussed

Agreement
Regarding data collection for AI/ML model training for AI/ML based positioning, 
· The following options of entity and mechanisms to generate ground truth label are identified for further study
· For direct AI/ML positioning, ground truth label is UE location
· PRU with known location
· UE generates location based on non-NR and/or NR RAT-dependent positioning methods
· LMF generates UE location based on positioning methods
· LMF with known PRU location
· Note: user data privacy needs to be preserved
· For AI/ML assisted positioning, ground truth label is one or more of the intermediate parameter(s) corresponding to AI/ML model output
· PRU generates label directly or calculates based on measurement/location 
· UE generates label directly or calculates based on measurement/location
· Network entity generates label directly or calculates based on measurement/location
· The following options of entity to generate other training data at least measurement corresponding to model input are identified for further study
· For UE-based with UE-side model (Case 1) and UE-assisted positioning with UE-side (Case 2a) or LMF-side model (Case 2b)
· PRU 
· UE
· For NG-RAN node assisted positioning with Network-side model (Case 3a and Case 3b)
· TRP
· Note: other options of entity to generate other training data are not precluded
· Note: Existing PRU definition is in 38.305

Agreement
Regarding data collection for AI/ML model training for AI/ML based positioning, study benefits, feasibility and potential specification impact (including necessity) for the following aspects
· Request/report of training data
· Ground truth label
· Measurement corresponding to model input
· Associated information of ground truth label and/or measurement corresponding to model input
· Assistance signaling and procedure to facilitate generating training data
· Reference signal (e.g., PRS/SRS) configuration(s) and configuration identifier
· Assistance information, e.g., between LMF and UE/PRU, for label calculation/generation, and label validity/quality condition, etc.
· Note1: whether such assistance signaling and procedure can be applied to other aspect(s) of AI/ML model LCM can also be discussed
· Note2: Study may consider different entity to generate training data as well as different types of training data when applicable
· Note3: study considers both of the following cases when applicable
· when the training entity is the same entity to generate training data
· when the training entity is not the same entity to generate training data

Agreement
· Regarding AI/ML model monitoring for AI/ML based positioning, to study and provide inputs on feasibility, potential benefits (if any) and potential specification impact at least for the following aspects
· At least the following are identified for further study as potential data for calculating monitoring metric
· If monitoring based on model output
· E.g. , estimated UE location corresponding to model output for direct AI/ML positioning, estimated intermediate parameter(s) corresponding to model output for AI/ML assisted positioning, ground truth label corresponding to model inference output for both direct and AI/ML assisted positioning
· If monitoring based on model input
· E.g., measurement corresponding to model inference input
· Note1: other type of potential data for model monitoring is not precluded
· Note2: combination of one or more type of potential data for monitoring is not precluded
· If a given type of data is necessary for calculating monitoring metric, study whether and if so
· How an entity can be used to provide the given type of data for calculating monitoring metric
· Companies are requested to report their assumption of the entity (or entities) used to provide the given type of data for calculating monitoring metric for each case
· Potential signalling for provisioning of the given type of data for calculating associated monitoring metric
· Potential assistance signaling and procedure to facilitate an entity providing data for calculating monitoring metric
· Potential UE-network interaction
· E.g., model monitoring decision indication between UE and network
· 



In this contribution, sub use cases and positioning methods will be discussed, and together with their corresponding spec impact.

2	Discussion
2.1	Sub use cases and positioning methods
It is agreed in RAN1#110bis-e that there are 5 basic cases to further study[1].
	[bookmark: OLE_LINK2]Agreement
· Study and provide inputs on benefit(s) and potential specification impact at least for the following cases of AI/ML based positioning accuracy enhancement
· [bookmark: OLE_LINK4]Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning



And also the sub use cases were agreed.
	Agreement
For AI/ML based positioning accuracy enhancement, direct AI/ML positioning and AI/ML assisted positioning are selected as representative sub-use cases.



There are three aspects in each basic case:
· [bookmark: OLE_LINK216]How the measurement and the derivation for UE’s location is conducted: UE-based, UE-assisted/LMF-based, NG-RAN node assisted
· Where the model resides: UE-side model, LMF-side model, gNB-side model.
· Sub use cases: Direct AI/ML positioning, AI/ML assisted positioning. No other sub use case will be considered from now on.

In the following discussion, we are focusing on UE-based, UE-assisted/LMF-based positioning methods.
[bookmark: OLE_LINK151][bookmark: OLE_LINK143]2.1.1 UE-based positioning with UE-side model, direct AI/ML positioning
Since the goal of positioning is to obtain UE’s location, UE based positioning is the most straightforward methods of all. UE takes measurements and infers its own location, with the help of assistance information from NW.
With a UE-side model, if the model is trained at UE, the UE can use as many measurements as it can have as the input to the model to enhance the accuracy, those measurements include but not limit to: CIR, RSRP, sensors, GNSS metrics, WLAN metrics and Bluetooth metrics. UE probably needs more assistance information when utilizing those measurements. The assistance information can be obtained via exist LPP signalling or dedicated LPP signalling. If the model is trained at NW, the UE can also provide as many measurements as it can gather to the NW.
Direct AI/ML positioning can achieve better performance compared to legacy methods and maybe AI/ML assisted positioning, but the generalization capability is inferior to them. However, with the help of some methods, such as transfer learning, it can still achieve good performance [2]. If there are also other signal sources (WLAN, sensors, etc.), the measurements on them can also be used as dataset to improve the generalization capability. Although the model for direct AI/ML positioning is usually large and time consuming, some fine-tuning methods are lightweight in terms of training computational complexity so the generalization can be done only at the UE side.
[bookmark: OLE_LINK205][bookmark: _Ref134633038][bookmark: OLE_LINK206]UE-based positioning with UE-side model and direct AI/ML positioning has the potential to easily generalize only at UE side, with the help of the assistance information from NW.
[bookmark: _Ref134633360]For UE-based positioning with UE-side model and direct AI/ML positioning, study the spec impact of fine-tuning only at UE side.
2.1.2 UE-based positioning with UE-side model, AI/ML assisted positioning
UE can use its own model to derive some intermediate metrics, such as LOS/NLOS conditions, TOA, and feed them to legacy algorithms such as LS to calculate the final location. Or it can use those intermediate metrics as model input and calculate the final location using another AI/ML model.
The intermediate metrics can not only be used to derive the location, it can be also reported to NW. NW can use those metrics to verify the UE’s positioning results with its own methods. This is especially beneficial in model training to shorten the training time, and in model monitoring to improve the monitoring efficiency.
[bookmark: _Ref134633055][bookmark: OLE_LINK207][bookmark: OLE_LINK148]In UE-based positioning with UE-side model and AI/ML assisted positioning, UE can report intermediate results to NW to speed up training and improve the performance of model monitoring.
This case has all the benefits that UE-based positioning with UE-side model provides. Furthermore, because the requirement of memory and computational resource of AI/ML assisted positioning is far less than direct AI/ML positioning [2], it is more feasible for UE to train its own model, so the model can be UE-specific. Since the generalization performance is better than direct AI/ML positioning, the lifetime of the UE model can be very long when UE is moving back and forth from several fixed scenarios, e.g., a moving robot is working for some indoor factories.
[bookmark: _Ref134633087][bookmark: OLE_LINK208]The model for UE-based positioning with UE-side model and AI/ML assisted positioning can be trained by UE itself with small training effort and made UE-specific, which reduces the effort of LCM.
[bookmark: OLE_LINK149][bookmark: OLE_LINK167]2.1.3 UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
UE uses UE-side model to derive the intermediate metrics, such as LOS/NLOS probability, TOA, etc. and reports them to LMF. LMF uses its own algorithms, whether it is a conventional one or an AI/ML model or a combination of both, to calculate the UE’s location.
Since the model for this case is usually small [3], the training can take place at UE side, with the help of the assistance information from the NW.
The generalization of the model in this case is better than AI/ML assisted positioning, which means the lifetime of the model can usually be longer than direct AI/ML positioning. Like UE-based positioning with UE-side model and AI/ML assisted positioning, the model has a chance to be made as UE-specific, especially if there’s only a fixed number of areas where the UE works in, e.g., a guide robot in a multi-story factory, by using some methods like mixed dataset to enhance its generalization capability. This means the UE does not need to change or update the model if the scenario changes.
[bookmark: _Ref134633101][bookmark: OLE_LINK209]The model for UE-assisted/LMF-based positioning with UE-side mode and AI/ML assisted positioning can be trained by the UE itself and it can be UE-specific, which has a potential to generalize well even without model monitoring and update.
[bookmark: _Ref134633376][bookmark: OLE_LINK150]For UE-assisted/LMF-based positioning with UE-side model and AI/ML assisted positioning, study the spec impact of a UE-specific model without model monitoring and update.
[bookmark: OLE_LINK238][bookmark: OLE_LINK177]2.1.4 UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
In this case, UE reports the channel measurements or intermediate metrics or the combination of both to LMF. LMF uses the measurements and metrics to calculate the UE’s location, using the model in LMF itself. The reporting can be the current LPP signalling or an extended version of it.
[bookmark: OLE_LINK179][bookmark: OLE_LINK178]LMF has more memory and computation power than UE so the model can be very sophisticated, taking any measurements and metrics as its input. There can be several models in the LMF, LMF choses the model based on the model input, the scenario where the UE is in, or the model’s generalization capability. It gives the LMF and/or more freedom to choose whatever to report, depending on the accuracy performance the UE and the NW needs. For example, if the UE is a guide robot, it may not need a very precise location to lead the followers, but the power is very limited since it should be cableless, it can report very few metrics to LMF with a little computation. The LMF receives the report and takes those metrics as the input to get a rough location and send the result back to the UE. The UE uses this location, together with its build-in obstacle-avoiding methods to guide its own way.
[bookmark: _Ref134633112][bookmark: OLE_LINK181][bookmark: OLE_LINK210]In UE-assisted/LMF-based positioning with LMF-side model and direct AI/ML positioning, LMF can be deployed with several models, each model can take its own input and has its own performance. UE/NW can choose what UE reports to the LMF and which model to use.
[bookmark: _Ref134633388][bookmark: OLE_LINK239]For UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning, study the spec impact of a model pool at LMF, where each model has its own inputs and performance.
2.2 Data collection
It was agreed that the data collection needs to be further studied for the agreed cases.
	[bookmark: _Hlk127277864]Agreement
Regarding data collection for AI/ML model training for AI/ML based positioning, at least for each of the agreed cases (Case 1 to Case 3b)
· Study whether (and if so how) an entity can be used to obtain ground truth label and/or other training data
· Companies are requested to report their assumption of the entity (or entities) used to obtain ground truth label and/or other training data for each case (Case 1 to Case 3b)
· [bookmark: OLE_LINK152]Companies are requested to report their assumption of applicable ground truth label (e.g., location or other information) and/or other training data (e.g., measurement) for each case (Case 1 to Case 3b)
· [bookmark: OLE_LINK153]Feasibility study on the entity to obtain ground truth label and/or other training data takes into account at least
· availability of the entity to obtain label and/or other training data
· Note: further discussion and decision of the entity (or entities) used to obtain ground truth label and/or other training data for each case (Case 1 to Case 3b) is not precluded based on companies’ input
· Study potential signalling and procedure to enable data collection
· Potential specification impact on the details of request/report of label and/or other training data, and to enable delivering the collected label and/or other training data to the training entity when the training entity is not the same entity to obtain label and/or other training data 
· Potential specification impact on assistance signalling indicating reference signal configuration(s) to derive label and/or other training data

Agreement
Regarding AI/ML model inference, to study and provide inputs on potential specification impact (including necessity and applicability of specifying AI/ML model input and/or output) at least for the following aspects for each of the agreed cases (Case 1 to Case 3b) in AI/ML based positioning accuracy enhancement
· Types of measurement as model inference input
· new measurement
· existing measurement
· UE is assumed to perform measurement as model inference input for Case 1, Case 2a and Case 2b; TRP is assumed to perform measurement as model inference input for Case 3a and Case 3b
· Report of measurements as model inference input to LMF for LMF-side model (Case 2b and Case 3b)
· For AI/ML assisted positioning, new measurement report and/or potential enhancement of existing measurement report as model output to LMF for UE-assisted (Case 2a) and NG-RAN node assisted positioning (Case 3a)
· Assistance signaling and procedure to facilitate model inference for both UE-side and Network-side model
· New and/or enhancement to existing assistance signaling
· Note: whether such assistance signaling and procedure can be applied to other aspect(s) of AI/ML model LCM can also be discussed

Agreement
Regarding data collection for AI/ML model training for AI/ML based positioning, 
· The following options of entity and mechanisms to generate ground truth label are identified for further study
· For direct AI/ML positioning, ground truth label is UE location
· PRU with known location
· UE generates location based on non-NR and/or NR RAT-dependent positioning methods
· LMF generates UE location based on positioning methods
· LMF with known PRU location
· Note: user data privacy needs to be preserved
· For AI/ML assisted positioning, ground truth label is one or more of the intermediate parameter(s) corresponding to AI/ML model output
· PRU generates label directly or calculates based on measurement/location 
· UE generates label directly or calculates based on measurement/location
· Network entity generates label directly or calculates based on measurement/location
· The following options of entity to generate other training data at least measurement corresponding to model input are identified for further study
· For UE-based with UE-side model (Case 1) and UE-assisted positioning with UE-side (Case 2a) or LMF-side model (Case 2b)
· PRU 
· UE
· For NG-RAN node assisted positioning with Network-side model (Case 3a and Case 3b)
· TRP
· Note: other options of entity to generate other training data are not precluded
· [bookmark: OLE_LINK86]Note: Existing PRU definition is in 38.305

Agreement
Regarding data collection for AI/ML model training for AI/ML based positioning, study benefits, feasibility and potential specification impact (including necessity) for the following aspects
· Request/report of training data
· [bookmark: OLE_LINK85]Ground truth label
· Measurement corresponding to model input
· Associated information of ground truth label and/or measurement corresponding to model input
· Assistance signaling and procedure to facilitate generating training data
· [bookmark: OLE_LINK7]Reference signal (e.g., PRS/SRS) configuration(s) and configuration identifier
· Assistance information, e.g., between LMF and UE/PRU, for label calculation/generation, and label validity/quality condition, etc.
· Note1: whether such assistance signaling and procedure can be applied to other aspect(s) of AI/ML model LCM can also be discussed
· Note2: Study may consider different entity to generate training data as well as different types of training data when applicable
· Note3: study considers both of the following cases when applicable
· when the training entity is the same entity to generate training data
· when the training entity is not the same entity to generate training data



In our opinion, data collection is at least for the following purposes.
· Training a model. The model can be trained at UE side or NW side.
· [bookmark: OLE_LINK83]Finetuning/Re-train the model. The finetuning/Re-train can be done at either side, and it does not have to be at the same side where the training is done.
· Monitoring the model. Like finetuning, monitoring can be done on either side.
· Model inference. This is essentially what the model is for.
Since the data collection is agreed to be case specific and for training and inference, we are going to discuss it case by case.
[bookmark: OLE_LINK162][bookmark: OLE_LINK118][bookmark: OLE_LINK172]2.2.1 UE-based positioning with UE-side model, direct AI/ML positioning
Model Training:
[bookmark: OLE_LINK160]Entity:
An obvious entity providing training data is PRU. PRUs can be scattered around the indoor ground for every floor or carried with a moving bearer such as an Automatic Guided Vehicle (AGV). 
For direct positioning, large amount of data is used to attain <1m performance [3]. Even not-so-good performance needs thousands of data points [2]. If all these data are from fixed PRUs, it will be very expensive to deploy. Therefore, an PRU that can move around in a scenario is better used.
[bookmark: _Ref134633124][bookmark: OLE_LINK157]The number of fixed PRUs is limited in deployment. Moving PRUs could be considered as an alternative way collecting data.
If PRUs are fixed, since it is direct AI/ML positioning, PRUs should spread evenly in the hall, or denser in some areas in the hall to capture the data-label correspondence. If PRUs are mounted on an or several AGVs, the AGVs should be able to travel the reachable area of the hall as far as they can go. Fixed PRUs and moving PRUs can be deployed at the same time to cover the whole are as much as possible. The data of other positions in the same hall can be the result of interpolating a few nearest PRUs.
[bookmark: OLE_LINK220]Other UEs can be the entity too if their position is accurate enough, especially when it is relatively far from the PRUs. NW or the UE itself monitors the positioning performance via the model monitoring procedure and/or the feedbacks from the environment. If the location result is precise enough, e.g., it is more accurate than the interpolated results got from PRUs, the UE can surely collect labelled data. In this case, the UE can be promoted to PRU. But if the performance degrades to a certain level, the UE should be downgraded to normal UE, instead of working as PRU. In order to distinguish this type of PRU, the terminology Auxiliary PRU (APRU) could be used to name it.
[bookmark: _Ref134633185][bookmark: OLE_LINK158]A UE can be a PRU and a normal UE, depending on the UE capability and the positioning performance. If the UE can provide labeled data, the UE can be upgraded to PRU or downgraded back to facilitate the data collection.
If a UE is collecting data not as a PRU, the ground truth labels may have some noises or interference, or there is not any ground truth labels at all. Therefore, the labels can be either impaired or absent. Some methods can be used to deal with this problem, such as semi-supervised learning [2] . UE capability is also a way to tell if a UE can provide labelled data, data with certain precision, and/or unlabelled data.
[bookmark: _Ref134633197][bookmark: OLE_LINK159]A UE can provide training data even the positioning performance is not good, then the label data is not accurate or there are no labels at all. In this case, some method such as semi-supervised training can be used to improve the performance.
[bookmark: _Ref134633425][bookmark: OLE_LINK182][bookmark: OLE_LINK211]Study the capability of a normal UE being upgraded to PRU and downgraded back. The upgraded UE could be assigned by NW as Auxiliary PRU (APRU), to distinguish it from already-have PRUs.
[bookmark: _Ref134633443][bookmark: OLE_LINK183]Study the granularity of UE capability of data collection, in terms of labels are present or not, and how much the label is impaired.
[bookmark: OLE_LINK161][bookmark: OLE_LINK94]Feasibility:
[bookmark: OLE_LINK164][bookmark: OLE_LINK163]PRUs should be deployed to any of the InF scenarios, otherwise there are probably no accurate ground truth labels for the dataset, especially for InF-DH. The amount of PRUs depends on the model performance of UE-side models. At the same time, PRUs should be deployed as few as possible in order to save cost. If a PRU can move, NW should be able to know its location with the help of other assistance information from e.g., some other indoor navigation technologies.
[bookmark: OLE_LINK184]Moving PRUs need precise location information, so dedicated assistance information is needed to label data.
Since all the location information is available at LMF, and the training effort of direct AI/ML positioning is not trivial. The data could be stored at LMF and training is better done at LMF. Therefore, the data are all collected and get transferred to the LMF. An OTT server is another choice to store data and do the model training.
[bookmark: OLE_LINK165]UE also needs the dataset if it needs to fine-tune the model, but the amount of the data for fine-tuning is far less than training [2]. So only the data collected from PRUs may be enough.
To collect data samples and tag the samples with labels, the location of both UE/PRUs and TRPs should be used. It should be noted that PRU itself may not know its own location at least in Rel-17 [5]. If labeling is done entirely at PRUs, they should know their own locations. If the data is labelled at NW, PRU does not have to know its own location at all, but NW should process the data and give them labels.
[bookmark: OLE_LINK88][bookmark: OLE_LINK185][bookmark: OLE_LINK87]PRU should know its own locations if it labels data itself.
[bookmark: OLE_LINK90][bookmark: OLE_LINK91]Whether data is collected at UE/PRU, or it should be helped with NW, the data collection process can be viewed as a measurement procedure. Since the training data collection is agreed to be further studied if it is suitable for reuse in other LCM procedure, keeping the procedure as general as it can be is a good idea. Therefore, since the existing measurement singling and procedure like in LPP has been proved to be able to handle the requirements of various positioning methods. They can be also used directly or with some extension to facilitate the data collection and at the same time maintain the compatibility.
[bookmark: OLE_LINK186]The existing measurement singling, and procedure like in LPP has been proved to be able to handle the requirements of various positioning methods. They can be also used directly or with some extension to facilitate the data collection and at the same time maintain the compatibility.
[bookmark: _Ref134633453][bookmark: OLE_LINK187][bookmark: OLE_LINK95][bookmark: OLE_LINK166]When a PRU is used to collect data, study the feasibility of PRU is moving and the related assistance information.
[bookmark: _Ref134633462]When a UE/PRU collects data, it should know its own location if it labels data itself.
[bookmark: _Ref134633472]Maintain the compatibility with existing measurement signalling and procedures when designing the data collection signalling and procedures.
[bookmark: _Ref134633482][bookmark: OLE_LINK125]Study a core data collection procedure at least for training data collection. This core procedure can be applied to various training procedures as a common procedure module.
Data:
Radio measurements are essential part of the training data. For direct positioning, the more information the model uses, the better the performance is. Furthermore, different companies may have their own design of AI/ML models, so the type of information in the data should be as complete as possible.
Scenario information is also key. If a company want to train a model specially for a specific scenario or a bunch of scenarios. They can just filter the data with a scenario identifier.
[bookmark: OLE_LINK212]For both AI/ML assisted positioning and direct AI/ML positioning, as the implementation imperfections are introduced, model performance becomes worse. The more severe the imperfection is, the worse the performance gets. Whether the imperfection is network synchronization error, UE timing error, gNB timing error, channel estimation error, the same performance degradation trend exists [2].
On the other hand if the training data already contains enough implementation imperfections, if the model is generalized to less severe imperfections, the generalization performance is relatively acceptable [2] . Thus, introducing enough imperfections makes the model more stable and generalized better.
[bookmark: _Ref134633492][bookmark: OLE_LINK188]Before training an AI/ML model, enough implementation imperfections should be introduced. The imperfections consist of channel estimation error, network synchronization error, UE and gNB timing error, etc.
The data contained in the dataset could be:
· [bookmark: OLE_LINK36][bookmark: OLE_LINK171]PDP, or truncated PDP
· [bookmark: OLE_LINK170]If PDP is not enough, it can be CIR, or truncated CIR, or compressed CIR if UE performs CIR compression, extracting features from the CIR.
· [bookmark: OLE_LINK175]Enough implementation imperfections on PDP or CIR.
· RSRP.
· Horizontal location.
· [bookmark: OLE_LINK124]Scenario identifier and related information (e.g., LOS probability)
[bookmark: OLE_LINK189][bookmark: OLE_LINK96][bookmark: OLE_LINK126]Support to collect scenario identifier and related information (e.g., LOS probability) in training data collection
Reference signals:
[bookmark: OLE_LINK99]The existing PRS/SRS is okay to use. The existing configuration identifier number should also be sufficient. For example, for Rel-16 DL-PRS, the id number could be up to 4096 [6].
[bookmark: OLE_LINK97]Procedures:
An example is provided below on the data collection procedure.
If a UE needs training data, it sends a request to the LMF. The LMF checks if it has the data or not. If it has the data, it will immediately send the data back to the UE. If it does not have the data. It can fetch them from an OTT server if any, or just trigger a training data collection procedure.
The training data collection procedure is essentially a series of UE-LMF interactions. The UE capability is firstly treated and then the LMF indicates and request NG-RAN node and UE/PRUs to provide assistance information and corresponding training data.
Once the procedure is finished. The LMF saves the data to the OTT server (if any) and sends them back to the UE. (If the OTT server already has the data, the training data collection procedure is not necessary. The LMF only needs to fetch data from the OTT server and send it back to the UE that requested.)

   
[bookmark: _Ref127537617]An example of the procedure that UE requests data from NW
If the OTT server exists and it needs data and there is no data saved before in itself. The OTT server can also send a request to the LMF to request the LMF to start the training data collection procedure for it. Once the procedure is finished, the LMF sends data back to the OTT server.


[bookmark: _Ref127537630][bookmark: OLE_LINK98]An example of the procedure that OTT server requests data from NW
[bookmark: _Ref134633255][bookmark: OLE_LINK190]Depending on which entity needs data, and PRU/UEs’ data collection capability, and even there are other ways to transfer data, the training data collection procedure for each case could be different. However, there should be a core procedure that can be acted like a core module of every unique data collection procedure.
Model Inference
[bookmark: OLE_LINK104]A big difference from model training is that model inference does not need labels, whether they are perfect, non-perfect, or they need some additional processing. Model inference only needs measurements. For a single UE, it only needs to send a request to the NW, and the NW then sends assistance information to gNBs and the UE. The UE takes the measurement and use it to infer the location.
Entity:
UE
Feasibility:
UE capability is also essential in model inference. The data is just for a specific model and no other things needed. There should be a way to notify the NW that what is required by this model so the NW can provide corresponding assistance information. So, it should be noted that what kind of information a UE needs and should be considered should be in the UE capability.
In addition to the radio measurements, the PRS processing time should be also considered. That is also information in assistance information.
Data:
The data is a subset of what is required by training. For measurements, truncated PDP or just a bunch of PDP paths may be enough.
Other than radio measurements, the inference delay is an important parameter that a UE should report to the NW, so the HW can use this information the schedule the corresponding reference signal transmission and location information reporting.
[bookmark: OLE_LINK102]Reference signals:
The existing PRS/SRS is okay to use. The existing configuration identifier number should also be sufficient. For example, for Rel-16 DL-PRS, the id number could be up to 4096 [6].
[bookmark: OLE_LINK103]Procedures:
The procedure is very similar to the existing one, other than that there may be some additional information needs to be provided in assistance information. And the measurement report (if any) could be changed.
An example procedure is as follows.


[bookmark: _Ref127537639]An example of the procedure that UE does inference
[bookmark: _Ref134633265][bookmark: OLE_LINK192]For Case 1 model inference, the data collection is just for a single UE and only a few measurements needed. The inference delay is also a key parameter that should be included in assistance information.
[bookmark: _Ref134633514][bookmark: OLE_LINK193]For Case 1 model inference, data collection should consider narrowing down the measurements for a single UE and a specific model, and some inference information, e.g., inference delay of the model.
[bookmark: OLE_LINK144][bookmark: OLE_LINK168]2.2.2 UE-based positioning with UE-side model, AI/ML assisted positioning
Model Training:
Entity:
PRUs are still needed. But since its UE-based positioning, the UE derives its own location, NW can help UE validate its model performance if UE transmits intermediate metrics to NW. The data collection from other UEs is more convenient than direct AI/ML positioning. Feedbacks from the environment may not be needed anymore.
[bookmark: OLE_LINK101]Other considerations are the same as 2.2.1.
Feasibility:
PRUs should be deployed to any of the InF scenarios, otherwise there are no ground truth labels for the dataset, especially for InF-DH. The amount of PRUs depends on the model performance of UE-side models. PRUs should be deployed as few as possible if the data provided by other UEs are precise enough.
UE also need the dataset when it is training or fine-tuning, so NW should send the dataset to the UE. However, because the generalization is better than direct AI/ML positioning, the model can be UE-specific, and no update is needed after training. Therefore, the data size may not be a concern for fine-tuning.
Other considerations are the same as 2.2.1.
Data:
· [bookmark: OLE_LINK174]PDP, or truncated PDP
· If PDP is not enough, it can be CIR, or truncated CIR, or compressed CIR if UE performs CIR compression, extracting features from the CIR.
· Enough implementation imperfections on PDP or CIR.
· RSRP.
· Horizontal location.
· LOS/NLOS condition, TOA, DOA, and other intermediate metrics.
· Scenario identifier
Reference signals:
· The existing PRS/SRS is okay to use. The existing configuration identifier number should also be sufficient. For example, for Rel-16 DL-PRS, the id number could be up to 4096 [6].
Procedures:
The procedure is much the same as 2.2.1, where the considerations are also the same.
It should be noted that because other than the location, intermediate metrics should be gathered as well, so NW may be inevitably involved in this data collection procedure.
Example procedures are Figure 1 and Figure 2 .
Model inference:
[bookmark: OLE_LINK105]The model inference is essentially the same as 2.2.1, except that the model inference delay may be much less [2]. So, it has the impact of the measurement scheduling and reporting delay.
Entity:
UE
Feasibility:
UE capability is also essential in model inference. The measurement scheduling and reporting delay should be considered.
Data:
The data is a subset of what is required by training. Even for measurements, truncated PDP or just a bunch of PDP paths are enough.
Other than radio measurements, the inference delay is an important parameter that a UE should report to the NW, so the HW can use this information the schedule the corresponding reference signal transmission and location information reporting.
[bookmark: OLE_LINK106]Reference signals:
The existing PRS/SRS is okay to use. The existing configuration identifier number should also be sufficient. For example, for Rel-16 DL-PRS, the id number could be up to 4096 [6].
[bookmark: OLE_LINK108]Procedures:
The procedure is very similar to the existing one, other than that there may be some additional information needs to be provided in assistance information. And the measurement report (if any) could be changed.
An example procedure is as Figure 3 .
[bookmark: OLE_LINK145][bookmark: OLE_LINK127]2.2.3 UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
[bookmark: OLE_LINK110]Model Training:
[bookmark: OLE_LINK109]Entity:
[bookmark: OLE_LINK169]Same as UE-based positioning with UE-side model, AI/ML assisted positioning.
Feasibility:
Since UE-side model for AI/ML assisted positioning has the potential to be UE-specific, so the training can be also done at UE side, even it is LMF-based.
Data:
[bookmark: OLE_LINK107]Same as UE-based positioning with UE-side model, AI/ML assisted positioning.
[bookmark: OLE_LINK111]Reference signals:
The existing PRS/SRS is okay to use. The existing configuration identifier number should also be sufficient. For example, for Rel-16 DL-PRS, the id number could be up to 4096 [6].
Procedures:
[bookmark: OLE_LINK114]Same as UE-based positioning with UE-side model, AI/ML assisted positioning.
Model Inference:
[bookmark: OLE_LINK113]Entity:
Same as UE-based positioning with UE-side model, AI/ML assisted positioning.
Feasibility:
Same as UE-based positioning with UE-side model, AI/ML assisted positioning.
Data:
Same as UE-based positioning with UE-side model, AI/ML assisted positioning.
Reference signals:
The existing PRS/SRS is okay to use. The existing configuration identifier number should also be sufficient. For example, for Rel-16 DL-PRS, the id number could be up to 4096 [6].
Procedures:
Same as UE-based positioning with UE-side model, AI/ML assisted positioning.
[bookmark: OLE_LINK154][bookmark: OLE_LINK128]2.2.4 UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
Model Training:
Entity:
[bookmark: OLE_LINK173][bookmark: OLE_LINK112]Same as UE-based positioning with UE-side model, direct AI/ML positioning.
Feasibility:
Same as UE-based positioning with UE-side model, direct AI/ML positioning. Except that the model is for LMF itself and LMF can deploy several models.
Data:
· [bookmark: OLE_LINK37]PDP, or truncated PDP
· If PDP is not enough, it can be CIR, or truncated CIR, or compressed CIR if UE performs CIR compression, extracting features from the CIR.
· Enough implementation imperfections on PDP or CIR.
· RSRP.
· Horizontal location.
· LOS/NLOS condition, TOA, DOA, and other intermediate metrics.
· Scenario identifier
Reference signals:
· The existing PRS/SRS is okay to use. The existing configuration identifier number should also be sufficient. For example, for Rel-16 DL-PRS, the id number could be up to 4096 [6].
Procedures:
· [bookmark: OLE_LINK115]Same as UE-based positioning with UE-side model, direct AI/ML positioning.
Model Inference:
[bookmark: OLE_LINK176]Model inference in this case can be very different from others. Since the model is deployed at LMF side, so a UE can only transmit radio measurements to LMF, where these measurements are only a subset of the measurements in the training datasets.
For direct AI/ML positioning, more and larger dimension of the model input may be needed [2]. So, the signalling overhead may also be a problem to deal with. There is no need for UE to have any AI/ML models, so the impact of data collection procedures come from what kind of information the LMF needs.
Entity:
Same as UE-based positioning with UE-side model, direct AI/ML positioning.
Feasibility:
Since the model is located at LMF side, the model can be larger than when it is at UE side. 
Data:
[bookmark: OLE_LINK180]Same as UE-based positioning with UE-side model, direct AI/ML positioning.
Reference signals:
[bookmark: OLE_LINK218]The existing PRS/SRS is okay to use. The existing configuration identifier number should also be sufficient. For example, for Rel-16 DL-PRS, the id number could be up to 4096 [6].
Procedures:
Same as UE-based positioning with UE-side model, direct AI/ML positioning .
[bookmark: _Ref134633523][bookmark: OLE_LINK213]For Case1, Case 2a, Case2b, support collecting at least the following data:
· PDP, or truncated PDP
· If PDP is not enough, it can be CIR, or truncated CIR, or compressed CIR if UE performs CIR compression, extracting features from the CIR.
· Enough implementation imperfections on PDP or CIR.
· RSRP.
· Horizontal location.
· LOS/NLOS condition, TOA, DOA, and other intermediate metrics.
· Scenario identifier

2.2.5 Data overhead reduction
For complexity and overhead reduction, the AI/ML model may be not need training data from all TRP(NTRP). The number of used TRPs (N’TRP) is smaller than NTRP. As shown in figure 4, training device will only request N’TRP training data from LMF. And LMF will provide the corresponding data to training device. There are several formats to indicate the N’TRP in request and feedback information.
· Indicate the N’TRP with a length NTRP bitmap. The N’TRP are indicated by ‘1’ in the bitmap, while the remaining (NTRP – N’TRP) bits are set to 0.
· Directly provide the N’TRP using N’TRP indices.



Request N’TRP training data
[bookmark: _Ref134633706]Regarding data collection for model training, support training device request N’TRP training data with a length NTRP bitmap.
2.2.6 Data augmentation
The performance of AI/ML model depends on the sample density of training dataset. The larger the training dataset size, the smaller the positioning error, until a saturation point is reached. However, datasets are not that easy to access, especially for dataset with labels, and it is difficult to obtain large enough or balanced datasets. This often leads to a major problem when attempting to train one of these models on an incomplete, unbalanced (un-uniformly distributed), or privacy-challenged dataset. Typically, data augmentation techniques can be used to solve these problems.
Figure 5 shows a flow of data augmentation. Data augmentation can be implemented in training data providing device (for example PRU), LMF or training device. The performance of data generated by data augmentation may be different with data not generated by data augmentation. When a training device request data from LMF, it can only request data not generated by data augmentation, or data generated by data augmentation, or both based on the requirement. It is necessary to introduce an indicator in training data to indicate the data is generated by data augmentation or not. 


Data Augmentation Flow
[bookmark: _Ref134633718][bookmark: _Ref134705071]Regarding data collection for model training, support an indicator in training data to indicate the data is generated by data augmentation or not.
2.3 Model monitoring
It was agreed in RAN1#111 that
	Agreement
· Regarding AI/ML model monitoring for AI/ML based positioning, to study and provide inputs on feasibility, potential benefits (if any) and potential specification impact at least for the following aspects
· At least the following are identified for further study as potential data for calculating monitoring metric
· If monitoring based on model output
· E.g. , estimated UE location corresponding to model output for direct AI/ML positioning, estimated intermediate parameter(s) corresponding to model output for AI/ML assisted positioning, ground truth label corresponding to model inference output for both direct and AI/ML assisted positioning
· If monitoring based on model input
· E.g., measurement corresponding to model inference input
· Note1: other type of potential data for model monitoring is not precluded
· Note2: combination of one or more type of potential data for monitoring is not precluded
· If a given type of data is necessary for calculating monitoring metric, study whether and if so
· How an entity can be used to provide the given type of data for calculating monitoring metric
· Companies are requested to report their assumption of the entity (or entities) used to provide the given type of data for calculating monitoring metric for each case
· Potential signalling for provisioning of the given type of data for calculating associated monitoring metric
· Potential assistance signaling and procedure to facilitate an entity providing data for calculating monitoring metric
· Potential UE-network interaction
· E.g., model monitoring decision indication between UE and network



[bookmark: OLE_LINK219]Due to the limitation of the generalization capability of direct AI/ML positioning [2], model updating or switching according to scenario variations and changes is inevitable. Therefore, there should be a way to monitor model performance.
As the agreement stated, model output and model input can be all used to monitor the model performance. In additional to that, the model itself can be also monitored. 
The metrics for monitoring could be:
1. Model input
a) Data validation. For example, some UE/PRU may have very weak signal receptions if it is very far away from a gNB. We should use some methods to filter/use these results instead of directly using them. The percentage of these weak signals, judging from RSRP, could be monitored.
b) [bookmark: OLE_LINK222]Data drifting. Some metrics like LOS probability is key to model performance [2]. This parameter can be derived from the data PRU/UE collects. A monitoring method based on e.g., LOS probability can be called scenario monitoring.
2. Model
a) Model ID or model index. A model can have direct correspondence to some specific scenarios, because the performance is always better if it is not generalized to other scenarios [2]. So, using only model ID and model index can be a way to monitor the model.
b) Model version. If a model has been fine-tuned, the corresponding model ID and model index could be kept the same, but model version should be changed. Therefore, like model ID and model index, model version can be also used.
3. Model output
a) Prediction error. A scenario may have its own monitoring dataset. The dataset could be transmitted to UEs, NG-RANs, or a LMF to help monitor the performance. Any of these entities needs to feed the dataset to the model to be monitored, and then calculate the prediction error by using the prediction results and the data labels. If the prediction error exceeds some threshold, the model is no longer suitable to use anymore. Model updating is then needed.
b) Prediction drift. Similar to model input data drifting, the prediction data has a certain distribution in a certain scenario. A few historical prediction distributions could be saved, and the current distribution could be used to do a comparison against the saved ones.
4. Radio configuration/status
Some radio configurations and/or status can be used to monitor the models.
a) Serving cell. Serving cell is a very important information for a UE. It directly tells where the UE could be. If we just use cell coverage to position the UE, accuracy may be a problem if the cell coverage is wide and no frequent cell switching happening. But the area a cell is covering is basically smaller than a typical scene [7]. So the serving cell can be used as an indicator when monitoring.
Particularly, if the network knows in advance that the UE will use the same model to pass through multiple serving cells within an area, then in the initial data collection, the first serving cell will send the mixed data collected by all serving cells in this area to the UE to obtain rich channel characteristics, as illustrated below. For example, in Figure 4 , gNB1 and gNB2 are deployed in areas with low clutter density, and there will be no obvious environmental changes during UE movement, so the network will choose the same AI/ML model (model M1) for UE position estimation. In this case, when UE performs initial data collection in gNB1, the assistance data D1 from PRU1 and assistance data D2 from PRU2 will be sent to UE by serving cell gNB1.
		[image: ]
[bookmark: _Ref127538057]Model switching by tracking the serving cell change
b) Legacy Neighbor information. In Rel-16 and Rel-17, in some positioning methods, a UE can access the information from neighboring gNBs. Those information can also be used as the monitoring metrics when monitoring models.
[bookmark: _Ref134633737][bookmark: OLE_LINK194]For model monitoring, study using model configurations (e.g., model ID, model version) as a way of monitoring models.
[bookmark: _Ref134633745]For model monitoring, study scenario monitoring (e.g., LOS probability monitoring, serving cell-based monitoring) as a way of monitoring models.
[bookmark: OLE_LINK156][bookmark: OLE_LINK155]2.3.1 UE-based positioning with UE-side model, direct AI/ML positioning
For UE side models, because model complexity is limited due to the memory and computational resource a UE can have, the UE may cannot afford saving a lot of data. But as we discussed in 2.2, a lot of model monitoring methods involve some statistical metrics. Therefore, if the monitoring is based on those statistical metrics, the monitoring should be done at the NW side.
If an OTT server is used by a UE, the server may have enough storage and computation power to save data and calculate monitoring metrics.
For UE-based positioning with UE-side model direct AI/ML positioning, if the NW and OTT server monitoring cannot be used, some simpler methods should be used, e.g., serving cell-based monitoring and model configuration monitoring.
Another monitoring scheme is based on additional soft information corresponding to the estimated location from AI/ML model output. The performance of the direct AI/ML model can be monitored by UE itself (OTT server) or NW whether the data is labeled or not. If model monitoring is performed by NW, the UE should report the estimated position and associated soft information to NW to determine whether to switch/retrain the model.
[bookmark: _Ref134633754]For model monitoring of direct AI/ML positioning, support the soft information associated to the estimated location as model output.
[bookmark: _Ref134633763]For direct AI/ML positioning with UE-side model and NW-side monitoring, the UE should report the estimated position and associated soft information to NW.

2.3.2 UE-based positioning with UE-side model, AI/ML assisted positioning
For AI/ML assisted positioning at UE-side, the model complexity is usually smaller than direct positioning, but the storage problem still exists.
2.3.3 UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
For this case, because the AI/ML model resides at UE-side, the storage problem still exists.
[bookmark: OLE_LINK195]For positioning with UE-side model and UE-side monitoring, further study some simpler AI/ML model monitoring methods, e.g., serving-cell based monitoring and model configuration monitoring.
2.3.4 UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
For this case, AI/ML models and input/output data can be accessed directly from a LMF. And for a LMF, the storage and computational sources are not as limited as a UE. Therefore, all the monitoring methods listed in this section i.e., section 2.3 could be used.

2.4 Model Identification
It was agreed in RAN1#112b-e that
	Agreement
Regarding LCM of AI/ML based positioning accuracy enhancement, at least for Case 1 and Case 2a (model is at UE-side), further study the following aspects on information related to the conditions 
· What are the conditions for functionality-based LCM
· which aspects should be specified as conditions of a Feature/FG available for functionality
· What are the conditions for model-ID-based LCM
· Which aspects should be considered as additional conditions, and how to include them into model description information during model identification



UE may be deployed in some special working scenarios only. For example, some UEs will only be deployed in outdoor sea scenario, some other UEs will only be deployed in indoor factory scenario. It can get the working scenario information from a non-3GPP entity or others. When the UE request training data, it can send the working scenario information to LMF as shown in figure 7. LMF will only send training data of the requested scenario to UE. As a result, the model trained is only for the working scenario. If the UE moves out of special working scenario, it can send the new scenario information to LMF.


UE report working scenario to network
[bookmark: _Ref134633784]Regarding LCM of AI/ML based positioning accuracy enhancement, at least for Case 1 and Case 2a (model is at UE-side), support UE provide information related to the applicable conditions (e.g., applicable configuration/area/scenario/environment) to the network.
Conclusion
In the previous sections the following observations were made: 
Observation 1 UE-based positioning with UE-side model and direct AI/ML positioning has the potential to easily generalize only at UE side, with the help of the assistance information from NW.
Observation 2 In UE-based positioning with UE-side model and AI/ML assisted positioning, UE can report intermediate results to NW to speed up training and improve the performance of model monitoring.
Observation 3 The model for UE-based positioning with UE-side model and AI/ML assisted positioning can be trained by UE itself with small training effort and made UE-specific, which reduces the effort of LCM.
Observation 4 The model for UE-assisted/LMF-based positioning with UE-side mode and AI/ML assisted positioning can be trained by the UE itself and it can be UE-specific, which has a potential to generalize well even without model monitoring and update.
Observation 5 In UE-assisted/LMF-based positioning with LMF-side model and direct AI/ML positioning, LMF can be deployed with several models, each model can take its own input and has its own performance. UE/NW can choose what UE reports to the LMF and which model to use.
Observation 6 The number of fixed PRUs is limited in deployment. Moving PRUs could be considered as an alternative way collecting data.
Observation 7 A UE can be a PRU and a normal UE, depending on the UE capability and the positioning performance. If the UE can provide labeled data, the UE can be upgraded to PRU or downgraded back to facilitate the data collection.
Observation 8 A UE can provide training data even the positioning performance is not good, then the label data is not accurate or there are no labels at all. In this case, some method such as semi-supervised training can be used to improve the performance.
Observation 9 Moving PRUs need precise location information, so dedicated assistance information is needed to label data.
Observation 10 PRU should know its own locations if it labels data itself.
Observation 11 The existing measurement singling, and procedure like in LPP has been proved to be able to handle the requirements of various positioning methods. They can be also used directly or with some extension to facilitate the data collection and at the same time maintain the compatibility.
Observation 12 Depending on which entity needs data, and PRU/UEs’ data collection capability, and even there are other ways to transfer data, the training data collection procedure for each case could be different. However, there should be a core procedure that can be acted like a core module of every unique data collection procedure.
Observation 13 For Case 1 model inference, the data collection is just for a single UE and only a few measurements needed. The inference delay is also a key parameter that should be included in assistance information.
Based on the discussion in this contribution we propose the following:
Proposal 1 For UE-based positioning with UE-side model and direct AI/ML positioning, study the spec impact of fine-tuning only at UE side.
Proposal 2 For UE-assisted/LMF-based positioning with UE-side model and AI/ML assisted positioning, study the spec impact of a UE-specific model without model monitoring and update.
Proposal 3 For UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning, study the spec impact of a model pool at LMF, where each model has its own inputs and performance.
Proposal 4 Study the capability of a normal UE being upgraded to PRU and downgraded back. The upgraded UE could be assigned by NW as Auxiliary PRU (APRU), to distinguish it from already-have PRUs.
Proposal 5 Study the granularity of UE capability of data collection, in terms of labels are present or not, and how much the label is impaired.
Proposal 6 When a PRU is used to collect data, study the feasibility of PRU is moving and the related assistance information.
Proposal 7 When a UE/PRU collects data, it should know its own location if it labels data itself.
Proposal 8 Maintain the compatibility with existing measurement signalling and procedures when designing the data collection signalling and procedures.
Proposal 9 Study a core data collection procedure at least for training data collection. This core procedure can be applied to various training procedures as a common procedure module.
Proposal 10 Before training an AI/ML model, enough implementation imperfections should be introduced. The imperfections consist of channel estimation error, network synchronization error, UE and gNB timing error, etc.
Proposal 11 Support to collect scenario identifier and related information (e.g., LOS probability) in training data collection
Proposal 12 For Case 1 model inference, data collection should consider narrowing down the measurements for a single UE and a specific model, and some inference information, e.g., inference delay of the model.
Proposal 13 For Case1, Case 2a, Case2b, support collecting at least the following data:
· PDP, or truncated PDP
· If PDP is not enough, it can be CIR, or truncated CIR, or compressed CIR if UE performs CIR compression, extracting features from the CIR.
· Enough implementation imperfections on PDP or CIR.
· RSRP.
· Horizontal location.
· LOS/NLOS condition, TOA, DOA, and other intermediate metrics.
· Scenario identifier
Proposal 14 Regarding data collection for model training, support training device request N’TRP training data with a length NTRP bitmap.
Proposal 15 Regarding data collection for model training, support an indicator in training data to indicate the data is generated by data augmentation or not.
Proposal 16 For model monitoring, study using model configurations (e.g., model ID, model version) as a way of monitoring models.
Proposal 17 For model monitoring, study scenario monitoring (e.g., LOS probability monitoring, serving cell-based monitoring) as a way of monitoring models.
Proposal 18 For model monitoring of direct AI/ML positioning, support the soft information associated to the estimated location as model output.
Proposal 19 For direct AI/ML positioning with UE-side model and NW-side monitoring, the UE should report the estimated position and associated soft information to NW.
Proposal 20 For positioning with UE-side model and UE-side monitoring, further study some simpler AI/ML model monitoring methods, e.g., serving-cell based monitoring and model configuration monitoring.
Proposal 21 Regarding LCM of AI/ML based positioning accuracy enhancement, at least for Case 1 and Case 2a (model is at UE-side), support UE provide information related to the applicable conditions (e.g., applicable configuration/area/scenario/environment) to the network.
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