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[bookmark: _Ref142482373]Introduction
At RAN #94, a new study on artificial intelligence/machine learning for NR air interface has been approved [1], with the main goal of exploring the benefits of augmenting the air interface with features enabling improved support of AI/ML-based algorithms for enhanced performance and/or reduced complexity/overhead.

Through studying a few carefully selected use cases, the goal is to identify a common AI/ML framework, including functional requirements of AI/ML architecture, which could be used in subsequent projects. The study should also identify areas where AI/ML could improve the performance of air-interface functions.

The study will serve to identify what is required for an adequate AI/ML model characterization and description establishing pertinent notation for discussions and subsequent evaluations. Various levels of collaboration between the gNB and UE are identified and considered. 

Specification impact will be assessed in order to improve the overall understanding of what would be required to enable AI/ML techniques for the air interface.

The SI consists of studying individual use cases as well as deriving a general framework for AI/ML. Below we summarize the goal of the study as shown in [1] relevant to the general framework:
AI/ML model, terminology, and description to identify common and specific characteristics for framework investigations:
· Characterize the defining stages of AI/ML related algorithms and associated complexity:
· Model generation, e.g., model training (including input/output, pre-/post-process, online/offline as applicable), model validation, model testing, as applicable 
· Inference operation, e.g., input/output, pre-/post-process, as applicable
· Identify various levels of collaboration between UE and gNB pertinent to the selected use cases, e.g., 
· No collaboration: implementation-based only AI/ML algorithms without information exchange [for comparison purposes]
· Various levels of UE/gNB collaboration targeting separate or joint ML operations. 
· Characterize lifecycle management of AI/ML model: e.g., model training, model deployment, model inference, model monitoring, model updating
· Dataset(s) for training, validation, testing, and inference 
· Identify common notation and terminology for AI/ML related functions, procedures, and interfaces
· Note: Consider the work done for FS_NR_ENDC_data_collect when appropriate

Some progress has been made in RAN1 #109-e, RAN1 #110, RAN1 #110-bis-e, RAN1 #111, RAN1 #112, RAN1 #112-bis-e and RAN1 #113 toward achieving the SI objectives. In this contribution, we express our views for the overall framework of AI/ML functionality and model including configurations, conditions, and additional conditions, discuss performance monitoring issues,  detail the benefits and challenges/requirements of model transfer/delivery and include discussions for two-sided model development and training. 

Overall framework of Features, Functionalities, and Models 
AI/ML Functionalities and Functionality Identification
In RAN1 #112 meeting, it was agreed to reuse legacy 3GPP framework of features as a starting point for discussion for AI/ML functionalities. 
	RAN1 #112 Agreement
For UE-side models and UE-part of two-sided models:
· For AI/ML functionality identification
· Reuse legacy 3GPP framework of Features as a starting point for discussion.
· UE indicates supported functionalities/functionality for a given sub-use-case.
· UE capability reporting is taken as starting point. 



In a high level, there is an agreement for the relation between features and functionalities as follows.
	RAN1 #112 Agreement
· For functionality identification, there may be either one or more than one Functionalities defined within an AI/ML-enabled feature.



More specifically, AI/ML functionalities have been related to features/feature groups with an agreement in RAN1 #112-bis-e as follows.
	[bookmark: _Hlk142197026]RAN1 #112-bis-e Agreement
· For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.
· FFS: Signaling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities
· [bookmark: _Hlk134688367]FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
· FFS: Other aspects that may constitute Functionality
· FFS: which aspects should be specified as conditions of a Feature/FG available for functionality will be discussed in each sub-use-case agenda.

	



Terminologies
In the RAN1 #113 meeting, within the issue 7-8 functionality definition has been further clarified that functionality may refer to a specific configuration of the Feature/FG or a set of configurations of the Feature/FG. For the former, functionality switching may refer to changing from one configuration to another. It is also possible to combine multiple configurations into one group and the NW may activate multiple configurations as a group. For example, for CSI compression, NW may configure multiple payload options that allows the use of AI/ML encoder, and UE may choose one of the payloads based on its channel condition, and then use AI/ML compression. In this case, it is more natural to call the multiple payload options as one functionality, as they are activated together.

Furthermore, within the issue 7-8 three notions of Functionalities have been discussed as identified functionality, configured functionality and applicable functionality that can be helpful to get aligned for future discussions. Among these terminologies, identified functionality is less ambiguous with respect to configured functionalities and applicable functionalities. In accordance with the RAN1 #112-bis-e agreement, conditions indicated by UE capability can be seen as identified functionalities. Identified functionalities correspond to all possible conditions indicated by UE capability. Hence, identified functionalities show what UE can potentially do, and they do not change (or may change very slowly).

For configured functionalities, some alternative definitions have been discussed in the RAN1 #113 meeting dependent upon whether they are the subset of applicable functionalities. The same problem also arises for applicable functionalities, i.e., they could be a subset of configured functionalities. However, at this stage, it is not important to relate configured and applicable functionalities as subsets of each other, since this is more needed for signaling purposes. Rather, it is enough to have a generic definition to avoid misleading for the ongoing issues and future discussions. 

In the closing remark of the issue 7-8, FL suggested to discuss these topics in the next meeting.

Proposal 1: Functionality can be seen as a unit for activation/deactivation/switching, that may correspond to a specific configuration or a set of configurations.

Proposal 2: Configured functionalities are functionalities configured by the NW among identified functionalities. 

Proposal 3: Applicable functionalities can be defined as functionalities that are currently applicable at the UE among identified functionalities.

[bookmark: _Ref142482356]Functionality Applicability
Applicable functionalities are proposed to be studied with the below agreement in RAN1 #112-bis-e in terms of necessity and mechanisms.
	RAN1 #112-bis-e Agreement
· Study necessity, mechanisms, after functionality identification, for UE to report updates on applicable functionality(es) among [configured/identified] functionality(es), where the applicable functionalities may be a subset of all [configured/identified] functionalities.



With the issue 7-11, RAN1 #113 meeting further clarifies that for various reasons the functionalities applicable at UE may change due to
· Additional conditions: Typical examples for additional conditions are scenarios, sites, and datasets. 
· UE’s internal conditions unknown at the NW such as memory, battery, other hardware limitations, temporary unavailability of a model due to the need of model download

There is an agreement related to how to handle UE’s internal conditions as indicated below.
	[bookmark: _Hlk141962648]RAN1 #113 Agreement
Study how to handle the impact of UE’s internal conditions such as memory, battery, and other hardware limitations on functionality/model operations and AI/ML-enabled Feature.
Note: it does not preclude any existing solutions.



[bookmark: _Hlk141936934]Thus, functionalities applicable at UE at one time can be different at another time since applicable functionalities show what UE can currently do and hence may change fast.

Observation 1:  Functionalities applicable by UE may change over time since they show what UE can currently do.

The issue 7-11 also includes how to report functionalities dynamically so that NW should refresh the applicable functionalities for functionality activation, deactivation, switching.  However, this point has not been concluded.

Proposal 4: UEs report updates on applicable functionalities as necessary or whenever NW inquires.

AI/ML Model Identification
Model identification is defined as working assumption in a high level in RAN1 #111.
	RAN1 #111 Working Assumption
	Terminology
	Description

	Model identification
	A process/method of identifying an AI/ML model for the common understanding between the NW and the UE
Note: The process/method of model identification may or may not be applicable.
Note: Information regarding the AI/ML model may be shared during model identification.






In RAN1 #112, AI/ML model identification has been clarified as follows.
	RAN1 #112 Agreement
For UE-side models and UE-part of two-sided models:
· For AI/ML model identification 
· Models are identified by model ID at the Network. UE indicates supported AI/ML models.
 



Further details are provided by the below RAN1 #112-bis-e agreement and conclusion.
	RAN1 #112-bis-e Agreement
· For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models:
· [bookmark: _Hlk141859626]model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.
· FFS: Which aspects should be considered as additional conditions, and how to include them into model description information during model identification will be discussed in each sub-use-case agenda.
· FFS: Relationship between functionality and model, e.g., whether a model may be identified referring to functionality(s).
· FFS: relationship between functionality-based LCM and model-ID-based LCM
· Note: Applicability of functionality-based LCM and model-ID-based LCM is a separate discussion.
RAN1 #112-bis-e Conclusion
From RAN1 perspective, it is clarified that an AI/ML model identified by a model ID may be logical, and how it maps to physical AI/ML model(s) may be up to implementation.
· When distinction is necessary for discussion purposes, companies may use the term a logical AI/ML model to refer to a model that is identified and assigned a model ID, and physical AI/ML model(s) to refer to an actual implementation of such a model.




Terminologies
Model identification itself doesn’t imply any model transfer/delivery nor UE capability. Model identification refers to a model ID – which is a “naming” process -- and model description information. Model description information or meta information provides supplemental information about the model that is provided during model identification. 

Proposal 5: As indicated with an agreement in RAN2, meta information refers to supplemental information being provided about a model during model identification process.

Meta information does not refer to the model itself nor model structure and parameter information. Such information is either hidden (in case of a proprietary-format model) or conveyed by the model itself during a model transfer (in case of an open-format model). 

Model description information is not UE-specific information rather it is model-specific information. Hence, NW may map model description information to the assigned ID.

Proposal 6: During model identification procedure, the network should map the provided meta information with the assigned ID for subsequent operations.

Model description information aims to figure out applicability of the model such as applicable AI/ML-enabled Feature(s), applicable conditions of the model, etc. According to the RAN1 #112-bis-e agreement, model description information essentially covers specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets). 

Model Identification Types
There is an agreement in RAN1 #113 for model identification types of UE-side or UE-part of two-sided models.
	RAN1 #113 Agreement
For model identification of UE-side or UE-part of two-sided models, categorize model identification types as follows, and further study relevant aspects, necessity, and specification impact (if any).
· Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signaling
· The model may be assigned with a model ID during the model identification, which may be referred/used in over-the-air signaling after model identification. 
· FFS: Spec impact to other WGs
· Type B: Model is identified via over-the-air signaling, 
· Type B1: 
· Model identification initiated by the UE, and NW assists the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Type B2: 
· Model identification initiated by the NW, and UE responds (if applicable) for the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
Note: The support and applicability of each model identification Type is a separate discussion. This study does not imply that model identification is necessary.



As discussed in one part of Issue 7-15, there can be two scenarios for model identification as “initial model identification” and “updated model identification”.  Initial model identification refers to a model that has not been identified before and it is not explicitly linked with any previous model ID. On the other hand, updated model identification refers to a new model with a new model ID, but linked with a previous model ID. 

Proposal 7: Study the following two scenarios for model identification: “initial model identification” and “updated model identification”.

Updated model identification can happen as a result of model parameter update. In this case, a new model being identified is related to the previously identified model via the same model structure, and therefore, an “updated model identification” may be used to explicitly provide the linkage to the previous identified model, and model description information for updated model identification can be mostly inherited from the previously identified model.

Observation 2: Updated model identification may be used to identify a new model that is related to a previously identified model via parameter update. Model description information for updated model identification can be mostly inherited from the previously identified model. 

Note that a model with parameter update does not necessarily need “updated model identification”. For example, for a UE-side model developed by a UE vendor, the UE vendor can decide to identify the model with parameter update as a new “initial model” without revealing/providing linkage to any previously identified model.

Combining initial and updated model identification with Type A, Type B1 and Type B2 leads to 6 combinations. However, some of these combinations are not feasible.

Proposal 8: For UE-side or UE-part of two-sided models consider the Table 1 to associate “initial model identification” and “updated model identification” with model identification types.

[bookmark: _Ref142488644]Table 1: Model identification types with initial and update model identification
	
	Initial model identification
	Updated model identification

	Type A
	Applicable 
	Applicable

	Type B1
	Applicable
	Applicable

	Type B2
	Not applicable
	Applicable




In the closing remark of the issue 7-15, FL commented to bring further discussions regarding what B1 is for, and how B1 and B2 work.

Type B1 for initial model identification
Initial model identification at UE-side with over-the-air signaling, i.e., Type B1, brings further challenges to UE implementation. This is mainly associated with the methods to register a model to NW resided by multiple UEs. One approach is to define a criterion to determine a designated or representative UE among the existing ones and then the designated UE identifies the model. This, however, brings unnecessary burden to program one designated UE to perform model identification, or implement a protocol by a UE-side vendor where a UE-side server chooses and commands a UE to perform identification. Another approach can allow UEs identify the same models with over-the-air signaling and then the same models can be discarded at NW with the help of model description information. This, however, brings some unnecessary overhead. These issues are not present in Type A model identification, where the identification happens between the UE-side vendor and the NW. 
Both Type A and Type B1 have similar specification impact but at handled different working groups (RAN vs. SA).
Overall, Type B1 seems unnecessarily complicated to be used for initial model identification, and Type A is preferred over Type B1.

Proposal 9: Deprioritize B1 for initial model identification.

Type B1 for updated model identification
A previously identified model at the UE-side may further be updated. The update may happen at a slow time scale (e.g., via offline training) or at a fast time scale (e.g., via online fine-tuning). 
· For slow-time-scale update, it makes more sense to update the model once and reuse the updated model across millions of devices of the same type. In this case, it is reasonable that the updated model be identified as a new model via Type A initial model identification and that all the UEs supporting the new model update their capabilities via the new model ID. 
· On the other hand, Type A identification may not be appropriate for fast-time-scale model update such as online fine-tuning of the UE-side model. Such a fast-time-scale update of a UE-side model may be either transparent to NW and may not be identified or may be identified to the NW via Type B1.  Given that fast-time-scale model update at UE may be done transparently to NW (either in functionality-based-LCM or in model-ID-based LCM within a logical model), and given the potentially substantial discussion and specification impact to support such fast time scale model update that are explicitly identified at NW, we propose to deprioritize further discussion of Type B1 for updated model identification during the Rel-18 SI.

Proposal 10: Deprioritize further discussion of Type B1 for updated model identification.

Type B2 may be used in conjunction with model transfer from NW to UE to identify a new model of the previously identified structure with new parameters after UE explicitly indicates its support. 

Observation 3: Type B2 may be used in conjunction with model transfer from NW to UE to identify a new model with updated parameters of the previously identified structure. For Type B2 to work, the old model whose parameters are being updated should have been identified earlier via Type A.

On the other hand, the feasibility of Case z5 is questionable since UE does not even know the model structure that has to run. 

Proposal 11: Deprioritize Type B2 for the model transfer/delivery Case z5.


In RAN1 #113, the following agreements were made.

	RAN1 #113 Agreement
· Once models are identified, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.
· FFS: applicability to model identification, Type A, type B1 and type B2 
· FFS: Using a procedure other than UE capability report
· Note: model identification using capability report is not precluded for type B1 and type B2



Regarding the FFS on the applicability to model identification Type A/B1/B2, the reporting of supported model IDs in the UE capability is easily applicable to Type A.

Proposal 12: Once models are identification via model identification Type A, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report.

[bookmark: _Ref142482419]Model Applicability
Studying applicability of models in terms of necessity and mechanisms has been motivated with the below agreement.
	RAN1 #112-bis-e Agreement
•	Study necessity, mechanisms, after model identification, for UE to report updates on applicable UE part/UE-side model(s), where the applicable models may be a subset of all identified models.



Within the issue 7-11, RAN1 #113 meeting further clarifies that the applicable models at UE may change due to UE’s internal conditions unknown at the NW such as memory, battery, other hardware limitations, temporary unavailability of a model due to the need of model download. This is indicated with the below agreement.

	RAN1 #113 Agreement
Study how to handle the impact of UE’s internal conditions such as memory, battery, and other hardware limitations on functionality/model operations and AI/ML-enabled Feature.
Note: it does not preclude any existing solutions.



Thus, models applicable at UE at one time can be different at another time. For the mechanism, i.e., for dynamically reporting applicable models after model identification so that  NW should refresh the applicable models for model activation, deactivation, switching, model IDs that are known by UEs can be utilized to inform the network.  
Configurations, Conditions, and Additional conditions
In RAN1 #112-bis-e, configurations related to “conditions of a Feature/FG of a functionality” and “additional conditions” have been utilized in the definition of functionality identification as highlighted below. Likewise, “configurations/conditions associated with UE capability of an AI/ML enabled feature” and “additional conditions” are considered for model identification. 

	Agreement
· For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.
· FFS: Signaling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities
· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
· FFS: Other aspects that may constitute Functionality
· FFS: which aspects should be specified as conditions of a Feature/FG available for functionality will be discussed in each sub-use-case agenda.
· For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models:
· model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.
· FFS: Which aspects should be considered as additional conditions, and how to include them into model description information during model identification will be discussed in each sub-use-case agenda.
· FFS: Relationship between functionality and model, e.g., whether a model may be identified referring to functionality(s).
· FFS: relationship between functionality-based LCM and model-ID-based LCM
· Note: Applicability of functionality-based LCM and model-ID-based LCM is a separate discussion.



The notion of conditions and additional conditions details the discussions related to the applicable functionality and model in section 2.1.2 and 2.2.3. Thus, explaining conditions and additional conditions in more detail help better understand the applicable functionalities and models at UE at a time. Next, these concepts are separately discussed for functionality and model.

[bookmark: _Ref142513781]Functionality
Conditions of a Feature/FG available for functionality depend on the specific sub-use case.

Proposal 13: Consider Table 2 for conditions of a Feature/FG available for functionality of the relevant sub-use cases.
[bookmark: _Ref142488651]Table 2: Configurations for sub-use cases
	
	Conditions of a Feature/FG available for functionality 

	CSI compression
	Configuration related to CSI feedback analogous to legacy framework (e.g., CSI-RS measurement config, CSI reporting config – subband, antenna port layout, rank restriction, payload configuration)

	Spatial domain beam prediction
& Temporal domain beam prediction
	Configurations for Set A, Set B (including configuration of associated RS and associated signaling/report)
[Assistance information from NW to UE, including codebook ID, association/mapping/relationship between beams within Set A and beams within Set B (e.g., relative beam pointing angles of beams within Set A and beams within Set B), cell ID]

	Direct AI/ML positioning
	Assistance data/information considered in legacy NR-RAT UE-based positioning  (e.g. DL PRS config., etc.)  (from LMF to UE)


	AI/ML-assisted positioning
	Assistance data/information considered in legacy NR-RAT UE-assisted positioning (e.g. DL PRS config., reporting config. etc.) and new measurement reporting type(s) and configurations (from LMF to UE)




Regarding additional conditions, in RAN1 #113 meeting for the issue 7-11, FL has emphasized that one of the most important remaining pieces for the overall framework is how to address additional conditions, e.g., scenarios, sites, and datasets, and linking them with data collection, identification, and inference. The expected discussions for the RAN1 #114 meeting are summarized as follows.

	Proposal 7-11h
Study
-	whether/how some information about scenarios, sites, and datasets may be indicated by UE capability.
-	whether/how some information about scenarios, sites, and datasets may be signaled from NW to aid UE-side transparent model operations.



Related to the proposal, we can envision two alternative approaches which we label as Case 1 and Case 2.
· Case 1: Scenarios, sites, and datasets are treated as “additional conditions”.
· Information about scenarios, sites, and datasets are signaled from NW (1) to help UE determine the applicability of the Functionality and (2) to aid UE-side transparent model operations.
· Case 2: Scenarios, sites, and datasets are treated as “conditions”.
· Supported sites, scenarios, and datasets are indicated by UE capability.
· Information about scenarios, sites, and datasets are signaled from NW to aid UE-side transparent model operations.

Case 1 for scenarios, sites, and datasets
In this case, scenarios, and datasets are treated as “additional conditions”, and information on them is signaled from NW to UE as assistance information in the form of an ID. NW may assign IDs for sites, scenarios and datasets, e.g., codebook ID, pairing ID, etc. potentially in collaboration with the UE side. The use of this ID may be NW-vendor specific and voluntarily assigned/used, so there is no concern on preserving infra-side proprietary information. The primary aim behind the ID-based signaling is to have NW and UE common understanding. During data collection and model development/training, data can be categorized based on the assistance information (i.e., IDs) and then model development/training can be done according to categorized data, e.g., there can multiple developed/trained models for multiple categorized datasets. Each trained model is associated with applicable IDs, and hence for inference, the ID being used by NW is signaled from NW to UE. UE then indicates to the NW if the AI/ML functionality is applicable for that ID. UE also uses the ID to determine which model to use for inference. 

For site-specific models, cell ID can serve the purpose of the ID, and upon mobility (or in preparation of mobility), UE indicates to the NW if the AI/ML functionality is applicable at the target site. 
  

Case 2 for scenarios, sites, and datasets
In this case, sites, scenarios, and datasets are treated as conditions. That is, supported sites, scenarios, and datasets are indicated by UE capability. 

Similar to Case 1, information on scenarios, sites, and datasets and signaled from NW to UE as assistance information in the form of an ID. NW may assign IDs for sites, scenarios and datasets, e.g., codebook ID, pairing ID, etc. potentially in collaboration with the UE side. The use of this ID may be NW-vendor specific and voluntarily assigned/used, so there is no concern on preserving infra-side proprietary information. The primary aim behind the ID-based signaling is to have NW and UE common understanding. During data collection and model development/training, data can be categorized based on the assistance information (i.e., IDs) and then model development/training can be done according to categorized data, e.g., there can multiple developed/trained models for multiple categorized datasets. Each trained model is associated with applicable IDs, and hence for inference, the ID being used by NW is signaled from NW to UE. 

In Case 2, differently from Case 1, UE indicates supported IDs up-front in the UE capability. Therefore, NW knows if the AI/ML functionality is applicable for the ID that NW wants to use. For inference, NW signals the ID, and UE uses the ID to determine which model to use for inference. 

For site-specific models, this amounts to indicating supported cell IDs in the UE capability by UE and hence NW knows if the AI/ML functionality may be applicable at a given site.

 
Proposal 14: Consider Table 3 for the application of scenarios, sites, and datasets for Case 1 and Case 2 for functionality and functionality-based LCM.

[bookmark: _Ref142488804]Table 3: Scenarios, sites, and datasets for Case 1 and Case 2
	
	Case 1
	Case 2

	Site-specific models
	Upon mobility (or in preparation of mobility), UE indicates to the NW if the AI/ML functionality is applicable at the target site.
	· UE indicates supported cell IDs in the UE capability. 
· Therefore, NW knows if the AI/ML functionality may be applicable at a given site.

	











Scenarios, datasets
	One-sided models
	· IDs, e.g., codebook IDs are aligned during model development/training between NW and UE vendors.
· For inference, a codebook ID is signaled from NW to UE.
· UE indicates to the NW if the AI/ML functionality is applicable for the codebook-ID.
	· IDs, e.g., codebook IDs are aligned during model development/training between NW and UE vendors.
· UE indicates supported codebook-IDs in the UE capability. 
· Therefore, NW knows if the AI/ML functionality may be applicable for the codebook-ID that NW wants to use.
· For inference, a codebook-ID is signaled from NW to UE as a part of functionality configuration.

	
	Two-sided models
	· IDs, e.g., pairing IDs are aligned during model development/training between NW and UE vendors.
· For inference, a pairing ID is signaled from NW to UE.
· UE indicates to the NW if the AI/ML functionality is applicable for the pairing ID.

	· IDs, e.g., pairing IDs are aligned during model development/training between NW and UE vendors.
· UE indicates supported pairing IDs in the UE capability.
· Therefore, NW knows if the AI/ML functionality may be applicable for the pairing ID that NW wants to use.
· For inference, a pairing ID is signaled from NW to UE as a part of functionality configuration.



  

Proposal 15: IDs are signaled from NW to UE for multiple purposes for Case 1 and Case 2 as follows.
· Case 1: Data collection, model development/training and inference to aid UE-side transparent models, determining functionality applicability
· Case 2: Data collection, model development/training and inference to aid UE-side transparent models, UE capability report

Model
The issue 7-11 from RAN1 #113 is also applicable to models as well. Therefore, how to address scenarios, sites, and datasets, and linking them with data collection, identification, and inference should also be considered for model identification and model ID based LCM. 

When a model is identified, the model is identified between NW and UE with meta information describing the scenarios, sites, and datasets, e.g., codebook-IDs, pairing IDs, cell IDs for which the model is applicable. Then, UE indicates supported model IDs in the UE capability. Therefore, NW knows if the AI/ML functionality may be applicable, and which models may be applicable, for a scenario, configuration and/or a given site. For inference, NW activates a model corresponding to the configuration that NW wants to use.

Proposal 16: Consider Table 4 for the application of scenarios, sites, and datasets for model and model-ID based LCM.

[bookmark: _Ref142489972]Table 4: Scenarios, sites, and datasets for model-ID based LCM
	
	Model-ID-based LCM

	Site-specific models
	· Model is identified between NW and UE with meta information describing the cell IDs for which the model is applicable.
· UE indicates supported model IDs in the UE capability.
· Therefore, NW knows if the AI/ML functionality may be applicable, and which models may be applicable, at a given site.
· For inference, NW activates a model corresponding to the site.

	









Scenarios, datasets
	One-sided models 
	· Model is identified between NW and UE with meta information describing the IDs, e.g., codebook-ID for which the model is applicable.
· UE indicates supported model IDs in the UE capability.
· Therefore, NW knows if the AI/ML functionality may be applicable, and which models may be applicable, for the codebook-ID that NW wants to use.
· For inference, NW activates a model corresponding to the codebook-ID that NW wants to use.

	
	Two-sided models 
	· Model is identified between NW and UE with meta information describing the IDs, e.g., pairing ID for which the model is applicable.
· UE indicates supported model IDs in the UE capability.
· Therefore, NW knows if the AI/ML functionality may be applicable, and which models may be applicable, for the pairing ID that NW wants to use.
· For inference, NW activates a model corresponding to the pairing ID that NW wants to use.




LCM options
From RAN1 #110-bis-e, it has been agreed to study LCM procedure both in terms of model identification and functionality basis as presented below.

	RAN1 #110-bis-e Agreement
Study LCM procedure on the basis that an AI/ML model has a model ID with associated information and/or model functionality at least for some AI/ML operations.
• FFS: Detailed discussion of model ID with associated information and/or model functionality.
• FFS: usage of model ID with associated information and/or model functionality-based LCM procedure
• FFS: whether support of model ID
• FFS: the detailed applicable AI/ML operations




Regarding model/functionality activation, deactivation, switching, fallback, we have the following agreements.
	RAN1 #111 Agreement
For UE-part/UE-side models, study the following mechanisms for LCM procedures:
· For functionality-based LCM procedure: indication of activation/deactivation/switching/fallback based on individual AI/ML functionality
· Note: UE may have one AI/ML model for the functionality, or UE may have multiple AI/ML models for the functionality.
· FFS: Whether or how to indicate Funtionality
· For model-ID-based LCM procedure, indication of model selection/activation/deactivation/switching/fallback based on individual model IDs
RAN1 #112 Agreement
For UE-side models and UE-part of two-sided models:
· In functionality-based LCM
· Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). 
· [bookmark: _Hlk132060359]Models may not be identified at the Network, and UE may perform model-level LCM.
· Study whether and how much awareness/interaction NW should have about model-level LCM
· In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 



Additionally, as discussed in functionality and model identification, RAN1 #112-bis-e provides the following agreement.

	RAN1 #112-bis-e Agreement
· For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.
· FFS: Signaling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities
· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
· FFS: Other aspects that may constitute Functionality
· FFS: which aspects should be specified as conditions of a Feature/FG available for functionality will be discussed in each sub-use-case agenda.
· For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models:
· model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.
· FFS: Which aspects should be considered as additional conditions, and how to include them into model description information during model identification will be discussed in each sub-use-case agenda.
· FFS: Relationship between functionality and model, e.g., whether a model may be identified referring to functionality(s).
· FFS: relationship between functionality-based LCM and model-ID-based LCM
· Note: Applicability of functionality-based LCM and model-ID-based LCM is a separate discussion.




In RAN2 #119bis, it was agreed:
	R2 assumes that a model is identified by a model ID. Its usage is FFS.
R2 assumes that from Management or Control point of view mainly some meta info about a model may need to be known, details FFS



In the issue 7-14 of RAN1 #113 meeting, it has been discussed that Functionality-based LCM and model ID based LCM could be both useful and there could be certain scenarios, in which either one of them or both can be utilized. Identifying these cases can be helpful in many ways, e.g., for discussion on detailed LCM signaling aspects. However, there is not an agreement yet. 

In the closing remark, FL has suggested to continue the discussions. To help getting agreements aassociated with functionality and model-ID based LCMs, the next subsections include proposals accompanied with clarifying explanations.

Functionality-based LCM 
For functionality-based LCM, which AI/ML model to use is not controlled by the network, UE is free to use one or more AI/ML models for the given functionality and can do the model selection/switching decision (i.e., the decision on which model among a family of models to use for inference). To illustrate, UE autonomously switches between a low doppler and a high doppler model without network interruptions for network transparent models. As another example, UE may use one AI/ML model for certain values of Set A and Set B and use a different AI/ML model for different values of Set A and Set B.

[bookmark: _Hlk131716468]Generally, functionality-based LCM is applicable to UE-side models in Collaboration Level y to simplify management complexity at network and reduce signaling overhead.

Proposal 17: Functionality-based LCM is applicable to UE-side models in Collaboration Level y.

For two sided models, a pairing ID indicates compatibility between the UE-side and NW-side model. For example, encoders/decoders developed resulting from a two-sided multi-vendor training session may be associated with a single pairing ID. In such a case, UE may employ a functionality-based LCM by including models transparent to network under a specified pairing ID.

Proposal 18: Functionality-based LCM is also applicable to UE-part of two-sided models when pairing ID is exchanged from NW to UE.

As stated, although functionality and model ID based LCM have certain differences, it may be unnecessary to design a completely different framework for each. According to the RAN1 #113 agreement,
	RAN1 #113 Agreement
For functionality/model-ID based LCM,
· Once functionalities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring.



Proposal 19: Functionalities may be assigned an ID for signaling purposes for functionality activation, switching, deactivation, and monitoring. 

As an example, in case of “Case 2” in Section 2.3.1, a pairing ID for two-sided models may be viewed as a (logical) model ID. In this view, there is little distinction between functionality-based LCM and model-ID-based LCM. Similarly, a codebook-ID in case of “Case 2” in Section 2.3.1 plays a similar role as a (logical) model ID.
However, it is also noted that model ID is more flexible – for example, a model may be identified based on a combination of codebook-ID, Set A, and Set B.

Model ID-based LCM 
For model-ID based LCM, (logical) AI/ML models at UE side are registered/identified to NW and assigned model IDs and each model has model description information (meta information). Hence, NW is aware of the (logical) AI/ML models and their associated feature/functionality due to meta information. 

Proposal 20: The model ID and associated model description information can be utilized for various LCM steps for model management and control purposes.

For model selection, activation, deactivation, switching, and fallback, RAN1 #110-bis-e has made the following agreement.

	RAN1 ##110-bis-e Agreement
For model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models, study the following mechanisms:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network
· UE-autonomous, UE’s decision is reported to the network
· UE-autonomous, UE’s decision is not reported to the network
FFS: for network sided models
FFS: other mechanisms



NW selects a model by activating one of the supported model IDs and deactivating others using meta information as below agreement in RAN1 #112-bis-e and other information available at the network. 

	RAN1 #112-bis-e Working Assumption
Model selection
	
The process of selecting an AI/ML model for activation among multiple models for the same AI/ML enabled feature.
Note: Model selection may or may not be carried out simultaneously with model activation



Proposal 21: Meta information and other information available at network may be used for selection of the right model at the inference time. 
 
For two-sided models, as discussed earlier, (logical) models may be identified during the multi-vendor model training process, e.g., via a pairing ID. In addition, UE indicates in its capability report the list of model IDs (pairing IDs) that the UE supports. During inference, NW knows which model ID (pairing ID) should be used, and the NW knows whether the UE supports the given model ID (pairing ID), and therefore, the NW can activate a (logical) model corresponding to the model ID (pairing ID). 
 
Likewise, for one sided models, model ID based LCM may be useful in addressing scenarios, datasets, custom configuration outside specification with the collaboration of vendors.

Proposal 22: Model-ID-based LCM is useful for one-sided models when scenarios, datasets, and/or custom configurations are addressed outside specification, via vendor collaboration.

Proposal 23: Model-ID-based LCM is applicable for both one-sided and UE-part of two-sided models. 

For collaboration level z, with model transfer, it is reasonable that LCM is performed at the model ID level.

Proposal 24: Model-ID-based LCM is applicable to Collaboration Level z when there is model transfer/delivery with 3GPP signaling.

[bookmark: _Ref131625000][bookmark: _Ref127434607]Performance monitoring and testing

At the end of the RAN1 #112, FL recommended to bring discussions on general frameworks on performance testing, validation, and monitoring. In this section, we provide a systematic analysis and scoping of solution spaces.

Performance issues for AI/ML models may arise from several sources:
· Before Inference
· Bad training/validation dataset
· Bad model design/training
· Target platform different from training platform
· During Inference
· Imperfect model selection and switching
· Data distribution shift
· Unexpected events
As the above issues arise at different steps of the AI/ML LCM pipeline and at different frequencies, they demand different solutions. Below we discuss each of the above and discuss potential solutions.

 
[bookmark: _Ref131520146]Bad training/validation dataset

It is important for the training/validation dataset to contain enough variations within the model scope in terms of channel conditions, including interference variations, UE locations, mobility and  network configurations,, that may be encountered during inference of the AI/ML model. Specifically, the dataset should contain samples reflecting environmental variations (e.g., SNR, fading, blocking, interference), geographical variations (e.g., UE locations), and any variations in scenarios/configurations that the given AI/ML model is expected to operate. To ensure proper dataset quality and coverage, the training/validation dataset should be collected over various UE locations and over sufficient amount of time.

Observation 4: Training/validation dataset should be collected with sufficient coverage. Any variations/events that can be expected to be encountered during inference should be collected and made into the training/validation dataset.

If the training/validation dataset coverage is good, AI/ML performance issues due to unexpected events should be rare.

If, for some reason, training/validation dataset coverage is insufficient, inference performance may suffer. Such performance issues can be detected by background (non-real-time) KPI monitoring:
(1) [bookmark: _Hlk140133830]In typical AI/ML pipeline, training/validation data will continue be collected in a background even after the AI/ML model is deployed, and validation performance will be monitored against the newly collected dataset to assess the performance of the deployed AI/ML model. Any performance issues due to insufficient dataset coverage can be detected via such validation, and if needed, the model may be re-trained using an updated dataset that has better coverage.
(2) NW can also monitor indirect KPI over a sufficient period of time to detect any long-term performance issues, and the issues can be notified to the training entity to trigger more proper data collection and re-training.
(3) If genie labels are available at UE, UE can also monitor direct KPI and/or derive statistics based on the direct KPI and report to the training entities.


Observation 5: Performance issues due to insufficient training/validation dataset coverage can be detected via background monitoring, for example, by direct KPI monitoring at the training entities, indirect KPI monitoring from the Network, and/or KPI monitoring from UEs. The monitoring result from NW/UE can be reported to the training entities. The monitoring can be non-real-time, and the model may be re-trained using an updated dataset that has better coverage.


Bad model design/training

Even if training/validation dataset has good quality and coverage, the AI/ML model design itself may not be good, and/or the training may have been done poorly, resulting in unacceptably high validation loss.

In principle, it is RAN4 tests that should strive to ensure that the AI/ML model design is good enough (i.e., high enough complexity and design/training quality) at least for the RAN4 scenario.

Observation 6: RAN4 tests are primary means to ensuring that the AI/ML model design and offline training are satisfactory.

If, despite the above, a poorly designed/trained AI/ML model is deployed, the same background (non-real-time) KPI monitoring.

Observation 7: Performance issues due to a bad model design/training can be detected via background monitoring, for example, by direct KPI monitoring at the training entities, indirect KPI monitoring from the Network, and/or KPI monitoring from UEs. The monitoring result from NW/UE can be reported to the training entities. The monitoring can be non-real-time, and the model may be re-trained to meet performance requirement.
Imperfect model selection and switching

In case of multiple models covering a Feature/functionality (e.g., site-specific models), performance issue may arise if UE uses a wrong model for inference due to imperfect model switching behavior. 

In this case, the primary solution should be to base the model selection/switching on well-defined conditions that are available during inference. That is, the criteria that are used for partitioning/categorizing dataset for multiple model development should be chosen among the ones that are available during inference time. Such examples include explicit configurations provided as a part of Feature/functionality, assistance information, serving cell ID, PRS identity, model pairing information for two-sided models, etc. For example, for cell-specific models, a serving cell ID can serve as a model selection and switching trigger. For site-specific positioning models, observable PRS identities can be a natural selection/switching trigger. For two-sided CSI models, dataset for each multi-vendor training effort could be constructed based on well-defined boundaries, such as cell IDs or type of configurations, that will enable unambiguous switching based on signaling from the NW.

Model selection / switching may also be based on locally measurable quantities (e.g., Doppler, SNR, etc.). In such a case, the multiple models should be developed with overlapping coverage (e.g., model 1 for SNR<20dB, model 2 for SNR>10dB) to allow a margin for imperfect model selection / switching. 

It is not desirable to rely on model performance monitoring for a model selection / switching trigger, as such monitoring incurs very high complexity, overhead, and/or latency. Further, such an approach is reactive and may incur performance gaps during switching. Further, such an approach also requires monitoring of inactive models, which incurs additional complexity and is subject to UE capability concern.

If needed, RAN4 test could be introduced to test a proper switching behavior.

Proposal 25: Model selection / switching should be based on well-defined conditions that are available during inference. Model monitoring is not a desirable mean for model selection / switching due to potentially high complexity, overhead, and/or latency.

Additionally, as before, background (non-real-time) KPI monitoring can also be utilized to detect persistent model selection / switching issues.

Observation 8: Performance issues due to persistent imperfect model selection/switching can be detected via background monitoring, for example, by direct KPI monitoring at the training entities, indirect KPI monitoring from the Network, and/or KPI monitoring from UEs. The monitoring result from NW/UE can be reported to the training entities. The monitoring can be non-real-time, and the model switching trigger and models may be re-developed / re-trained to meet performance requirement.


Training and Target platform difference

Performance issue may arise if the target platform for inference is different from the training platform. This arises, for example, when a model is trained at NW and transferred to a UE via an open-format, where the model is quantized and compiled before being used for inference.

To avoid this problem, it is highly desirable for the model trained at NW to be compiled and tested offline at the target platform before being deployed. In other words, the trained model is compiled and tested and converted into a target-specific proprietary format, before being delivered to the UE.

Proposal 26: To avoid performance issues due to training and target platform differences, it is highly desirable for the trained model to be converted (quantized, compiled) and tested offline prior to being delivered to UE.

In case an open-format model is directly transferred to UE causing performance issues, the performance issue may be subtle but will be persistent, and background (non-real-time) KPI monitoring can be used to detect performance issues.

Observation 9: Performance issues due to a training and target platform difference, if untested offline, can be detected via background monitoring, for example, by direct KPI monitoring at the training entities, indirect KPI monitoring from the Network, and/or KPI monitoring from UEs. The monitoring result from NW/UE can be reported to the training entities. The monitoring can be non-real-time, and the model may be re-trained, re-quantized, or re-compiled to meet performance requirement.

Data distribution shift
Despite good dataset coverage and good model design/training, performance may suffer if the data distribution changes over time, such as an appearance of a new building affecting RF propagation.

It is noted that such a change occurs in slow time scale, and it’s important to distinguish the (slow time scale) data distribution shift from the (fast time scale) variations in the data. The latter should be considered as in-distribution variations across samples and should be captured into the dataset distribution for proper coverage. This was discussed in Section 4.1 in detail. 

As data distribution shift is expected to happen infrequently and in slow time scale, performance issues due to data distribution shift can be detected by background (non-real-time) KPI monitoring:

Observation 10: Performance issues due to data distribution shift can be detected via background monitoring, for example, by direct KPI monitoring at the training entities, indirect KPI monitoring from the Network, and/or KPI monitoring from UEs. The monitoring result from NW/UE can be reported to the training entities. The monitoring can be non-real-time, and the model may be re-trained using an updated dataset that has a new shifted distribution.

Unexpected events
As discussed earlier in Section 4.1, it is important for the training/validation dataset to be collected with sufficient coverage, and that any variations/events that can be expected to be encountered during inference should be collected and made into the training/validation dataset.

Therefore, the problem of unexpected events is fundamentally minimized by proper dataset construction. Any events that may happen frequently during inference should also be captured into the training dataset.

Observation 11: With proper dataset construction, unexpected events should occur rarely.

However, it is still possible that unexpected events that rarely occur may not have been captured into the training dataset and become persistent over time. If such events are persistent, background (non-real-time) monitoring should be able to capture the issues. Given the rareness of such events and given the high cost/overhead of real-time monitoring, real-time monitoring is not a proper solution.

Observation 12: Performance issues due to unexpected events can be detected via background monitoring, for example, by direct KPI monitoring at the training entities, indirect KPI monitoring from the Network, and/or KPI monitoring from UEs. The monitoring result from NW/UE can be reported to the training entities. The monitoring can be non-real-time, and the model may be re-trained using an updated dataset that incorporates the unexpected events.

Real-time monitoring
In principle, real-time monitoring, if feasible, can address nearly all the aforementioned performance issues. However, the feasibility of real-time monitoring is sometimes questionable due to complexity, over-the-air overhead, accuracy, and/or larger latency. Taking a two-sided CSI compression as an example for discussion:
· NW-side real-time monitoring of direct KPI incurs either high overhead or high latency. It is impossible to achieve low overhead and latency at the same time.
· Frequent ground truth reporting for low latency monitoring will be infeasible due to high overhead.
· Infrequent or event-based ground truth reporting incurs latency and is not really real-time.
· NW-side real-time monitoring of indirect KPI is possible and is up to NW implementation. Accuracy and latency will vary.
· UE-side real-time monitoring via a proxy model or direct SGCS estimation is possible. Our companion contribution R1-2305328 shows that the direct SGCS estimation can achieve low complexity, low overhead, high accuracy, and low latency at the same time.

In fact, the group has already agreed on the following KPIs (i.e., criteria) for assessing performance monitoring schemes.
	Agreement
Study performance monitoring approaches, considering the following model monitoring KPIs as general guidance
· Accuracy and relevance (i.e., how well does the given monitoring metric/methods reflect the model and system performance)
· Overhead (e.g., signaling overhead associated with model monitoring)
· Complexity (e.g., computation and memory cost for model monitoring)
· Latency (i.e., timeliness of monitoring result, from model failure to action, given the purpose of model monitoring)
· FFS: Power consumption
· Other KPIs are not precluded.
Note: Relevant KPIs may vary across different model monitoring approaches.
FFS: Discussion of KPIs for other LCM procedures




Proposal 27: Real-time performance monitoring that incurs high overhead, high complexity, or high latency should be deprioritized.

From the discussions from the previous sub-sections, it is observed that, even when real-time performance monitoring is infeasible due to high complexity, high overhead, low accuracy, and/or large latency, most of the performance issues can still be addressed by combinations of measures without resorting to real-time performance monitoring. 

Regardless of feasibility of real-time monitoring, any deployed models should be made robust enough during training time that they do not need to rely on real-time monitoring. Defective models that may arise from bad training/validation dataset or bad model design/training, if ever deployed, can be detected via non-real-time monitoring. It is noted that real-world ML models in other domains rarely rely on real-time direct KPI monitoring but rather rely on (1) indirect KPI monitoring and (2) non-real-time direct KPI monitoring on newly collected data.


Summary of performance issues and solution approaches
Below we summarize the above discussions, listing the performance issues and their solution approaches.
· “Yes” indicates a viable solution for the issue.
· “Maybe” indicates a potential solution for the issue but its feasibility should be considered.
· A blank cell indicates that the solution is not applicable for the issue.


	
	Bad training / validation dataset
	Bad model design / training
	Imperfect model selection and switching
	Training and target platform difference
	Data distribution shift
	Unexpected events

	RAN4 test
	
	Yes
	Yes
	
	
	

	Proper dataset construction
	Yes
	
	
	
	
	Yes

	Non-real-time direct KPI monitoring at training server
	Yes
	Yes
	Yes
	Yes
	Yes
	Yes

	Non-real-time indirect KPI monitoring at NW/UE
	Yes
	Yes
	Yes
	Yes
	Yes
	Yes

	Well-defined model selection criteria
	
	
	Yes
	
	
	

	Setting validation performance target for offline training
	
	Yes
	
	
	
	

	Offline testing at the target platform
	
	
	
	Yes
	
	

	Real-time performance monitoring
	Maybe
	Maybe
	Maybe
	Maybe
	Maybe
	Maybe



Assessing/monitoring inactive model/functionality

The following agreement was made regarding the assessment of inactive model or functionality.
	Agreement
For the purpose of activation/selection/switching of UE-side models/UE-part of two-sided models /functionalities (if applicable), study necessity, feasibility and potential specification impact for methods to assess/monitor the applicability and expected performance of an inactive model/functionality, including the following examples:
· Assessment/Monitoring based on the additional conditions associated with the model/functionality
· Assessment/Monitoring based on input/output data distribution
· Assessment/Monitoring using the inactive model/functionality for monitoring purpose and measuring the inference accuracy
· Assessment/Monitoring based on past knowledge of the performance of the same model/functionality (e.g., based on other UEs)
FFS: Requirements for the assessment/monitoring to be reliable (e.g., sufficient data coverage during evaluation)
FFS: Additional aspects specific to the case where the inactive model has never been activated before, if any.




A UE may need to assess whether a particular inactive model/functionality is suitable for the current scenario or condition. This need may arise when a new model becomes available and is to be used for the first time. This may also arise when the current scenario experienced by the UE changes significantly, and the model currently in use becomes unsuitable. 

The approaches discussed in the agreement that involve the additional conditions associated with the model, or the input data distribution can be left to UE-side implementation, and the need for specification impact is not clear. 

The approach based on using the inactive model for monitoring purposes and measuring the inference accuracy is similar to model monitoring of an active model in use. The network may activate the model and resort to active model monitoring to determine whether the model is applicable. However, this approach may have a performance impact if the model is not applicable to the scenario. Moreover, the approach of trying each model to decide whether it is suitable or not can result in a lot of model switching and delay. In such cases, past knowledge of the same model’s performance can help to avoid unnecessary activation and monitoring of the models. However, this can be left to NW-side implementation and the need for specification impact is not clear. 

Observation 13: To enable the assessment of inactive models that have been activated before, the need for specification change is not clear. 

However, if a model has never been activated before, then it may need to be validated in the live network before being activated. One can envision performing a RAN4-like test (e.g., a follow-PMI test for the two-sided CSI against a randomly chosen PMI) on a deployed UE. Since the procedure will negatively impact the system throughput, such a test should be reserved for the cases when a new model is used for the first time, in order to detect problems arising from bad training/validation dataset or bad model design/training.

Proposal 28: Study feasibility and specification impact, if any, of RAN4-test-like monitoring procedure over-the-air on deployed UEs for the assessment of newly deployed models that have not been activated before.

[bookmark: _Ref131645556]Discussion of Collaboration Level y and z for UE-side (and UE-part of two-side) models

From RAN1 #112, it has been agreed that
	Agreement
To facilitate the discussion, consider at least the following Cases for model delivery/transfer to UE, training location, and model delivery/transfer format combinations for UE-side models and UE-part of two-sided models. 

	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top
	Outside 3gpp Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format
	3GPP Network
	NW-side

	z3
	model transfer in open format
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE
	3GPP Network
	NW-side



Note: The Case definition is only for the purpose of facilitating discussion and does not imply applicability, feasibility, entity mapping, architecture, signalling nor any prioritization.
Note: The Case definition is NOT intended to introduce sub-levels of Level z.
Note: Other cases may be included further upon interest from companies.
FFS: Z4 and Z5 boundary 




Despite the above agreement, it is challenging to classify model delivery and transfer since it does not cover all the possible cases. To illustrate, the model can be stored inside 3GPP network, however it can be delivered to the target device with out of spec delivery. Such a case could be regarded as Case z in the sense of being stored within 3GPP network, whereas at the same time it also resembles Case y due to out of spec delivery. It is noted that RAN2 is also using the term “transfer/delivery” in its discussion.

Observation 14: Listing all the benefits, challenges/requirements, and potential specification impacts and determining the applicability of these for the Cases z1 to z5 with respect to Case y can brings many question and lead to confusion when all possible cases are considered.
	Proposed conclusion 7-21b:
[bookmark: _Hlk141357665]The following summarizes the use cases, benefits, challenges/requirements, and potential specification impact of model delivery/transfer Cases for UE-sided/part models. 
For the table, the baseline for comparison is
· Collaboration Level y, with model delivery from the UE-side server to UE
· The UE-side model is trained offline at the UE side. (The same is assumed for Cases z1 and z3.)
· The UE-part of the two-sided model is is trained offline at the UE-side, e.g. via sequential training. (The sameis assumed for Cases z1 and z3.)
· The trained model is quantized, compiled, and tested offline before use. (The sameis assumed for Cases z1 and z2.)

	
	Benefits
	Challenges / requirements
	Potential specification impact 

	y
	-
	-
	-

	Z1
	B2
	C1, C2, C8
	S0

	Z2
	B2
	C1, C2, C3, C9
	S0, [S1]

	Z3
	B1, B2, B3
	C1, C3, C4, C5, C6, C8
	S0, S1

	Z4
	B1, B2, B3, B4
	C3, C4, C5, C6, C7, C9
	S0, S1

	Z5
	B1, B2, B3, B4
	C3, C4, C5, C6, C7, C9, C10, C11
	S0, S1, S2



Benefits (compared to Case y):
· [bookmark: _Hlk139270525]B1: Shorter model parameter update timescale without requiring offline quantization, compiling, and testing
· [bookmark: _Hlk139270800]B3: Flexibility for model structure update without offline co-engineering for two-sided models
· [bookmark: _Hlk139270944]B4: Flexibility for model parameter update without offline co-engineering for two-sided models
Challenges and requirements:
· C1: Larger latency
· C2: Offline co-engineering efforts
· [bookmark: _Hlk139271045]C3: Preservation of proprietary design
· Note: This may not be a concern if the model is widely known and does not involve any device-specific design decisions (such as number of layers, activation size, quantization, etc.) whose choice will constitute a design secret.
· [bookmark: _Hlk139271099]C4: UE capability for accepting new parameters on an existing model structure, such as compiling (if needed), quantization, updating and running the model
· C5: Lack of performance guarantee and testability of an updated model prior to deployment, compared to the baseline scenario of going through offline quantization, compiling, and testing of the updated model with the rest of the modem implementation.
· Note: Performance can be monitored after the model is deployed.
· C6: Specification effort for model delivery format for open format
· C7: Testability aspects
· C8: Lack of per cell or area optimization if dataset ID is not available
· C9: Full model optimization Potentially suboptimal performance of an updated model due to lack of testing fully developed modelmodel quantization optimization during training, compared to the baseline scenario of going through offline quantization, compiling, and testing of the updated model.
· C10: Device specific optimization of the model structure
· [bookmark: _Hlk139277546]C11: Device capability of running an unknown model structure
Potential specification impact:
· S0: Specification related to model transfer
· S1: Specification of model format for open-format model transfer
· S2: Flexible UE capability mechanism beyond model ID-based approach



Proposal 29: For the ease of agreement and instead of arguing which benefits, challenges/requirements are applicable to which cases, it is better to clarify under which circumstances each benefit and challenge/requirement emerges.


B1: Shorter model parameter update timescale without requiring offline quantization, compiling, and testing 

B1 is achieved when the model parameter update is done by UE vendor for UE-sided models irrespective of being open or proprietary format. B1 is also achieved when the model is an open format AI/ML model whose structure and/or parameters are updated at a training location with access to training data and the updated model is stored before compiling, quantization, and testing, at a storage location from which the model can be readily transferred/delivered to UE. An example is a training at a NW (z4, z5) or at any other training server that has easy access to training data (y). The timescale benefit in B1 is due to performing compiling, quantization, and testing after deployment.  B1 can also be achieved with proprietary models if the training/storage location has access to target-device specific conversion (or compilation) process, which would allow the model to be converted to a proprietary format at the training/storage location before transfer/delivery to UE. An example is a NW having access to target-specific conversion environment (z2) or a vendor-owned training server either inside/outside of NW that has easy access to training data (z1,y).

B4: Flexibility for model parameter update without offline co-engineering. for two-sided models

B4 is achieved in similar scenarios to those of B1. 

C5: Lack of performance guarantee and testability of an updated model prior to deployment, compared to the baseline scenario of going through offline quantization, compiling, and testing of the updated model with the rest of the modem implementation.
· Note: Performance can be monitored after the model is deployed.
C5 is a challenge accompanying B1. 

C9: Potentially suboptimal performance of an updated model due to lack of model quantization optimization during training, compared to the baseline scenario of going through offline quantization, compiling, and testing of the updated model.

C9 is a challenge accompanying B1. It occurs when the model is trained outside of where it is quantized and in the presence of lack of testing. In such a scenario, the training process is unaware of what kind of quantization is applied to the model. This prevents quantization aware training and brings some performance loss dependent upon how aggressive the model quantization is.

C4: UE capability for accepting new parameters after deployment on an existing model structure, such as compiling (if needed), quantization, updating and running the model.

C4 occurs for open-format model transfer/delivery (z3,z4,z5), since this requires UE capability to compile (if needed) and quantize the model after deployment. 

B3: Flexibility for model structure update without offline co-engineering for two-sided models 

B3 is a benefit that can be achieved with model transfer/delivery if UE can flexibly support unknown model structures. 

S2: Flexible UE capability mechanism beyond model ID-based approach.

To enjoy B3 with model transfer, such as in z5, we need a UE capability framework that allows UE to describe supported model structures. However, this is very difficult to achieve in practice.

C10: Device specific optimization of the model structure

C10 is a challenge accompanying B3. C10 occurs when the model structure is developed outside of the target device, e.g., developing UE-sided models at NW transparent to UE, i.e., UE is not cognizant of structure. In this case, specific hardware requirements of the target device are not known during development. This can result in a considerable performance loss and even failed run if the target device does not support the developed model.

C11: Device capability of running an unknown model structure

C11 is a challenge accompanying B3. C11 occurs when the model structure is developed outside of the target device and trained there. Since the target device does not know what kind of model it operates, the target device may not be able to run inference with it.


C3: Preservation of proprietary design
· Note: This may not be a concern if the model is widely known and does not involve any device-specific design decisions (such as number of layers, activation size, quantization, etc.) whose choice will constitute a design secret.
The C3 concern may arise either from model training or model storage. If a UE-side or a UE-part of two-sided model is trained at another party, its proprietary design is revealed to the training party. This occurs if the UE-side or the UE-part of the two-sided model is trained at NW in z2, z4, and z5, and also in NW-side training flavor of y. Similarly, if a UE-side or a UE-part of two-sided model is stored at another party in an open format, its proprietary design is revealed to the party storing the model, unless a proper security measure is taken to protect the model design secrecy from the storing party.



[bookmark: _Ref118324701]Two-sided model development and training
In this section, we discuss considerations related to the development and training of two-sided models, and compare the different training types.

In collaboration level y, models are trained offline, and stored at the target device or at a server and delivered to the target device in a proprietary manner. 

For type 1 training in collaboration level y, the UE-part of the two-sided model trained by the type 1 training is delivered to the UE over-the-top in a manner transparent to air-interface signaling. For example, with offline coordination between the NW-side vendor and UE-side vendor, type 1 training may be performed at a training server and hosted at a model server, and the trained UE-part model may be delivered from the model server to the UE over-the-top in a manner transparent to air-interface signalling. Similarly, the trained NW-part model may be delivered from the model server to the gNB over-the-top.

For type 2 or type 3 training, the UE-side vendor is directly involved in the training process of the UE-part, and the NW-side vendor is directly involved in the training process of the NW-part. Hence, it is natural for the UE-vendor to compile, test and store the UE-part model for delivery, and similarly on the NW-side. 

Considering these aspects, we make the following observation:

Observation 15: Training type 1 (with device-specific encoder), training type 2, and training type 3 are all applicable to both collaboration level y and level z.


Our companion paper R1-2307917 has in-depth discussion of various training types of two-sided models. Table 3 below summarizes the findings.


Table 5: Comparison of training types for two-sided models
	 
 
	Type 1

	 
	NW-sided simultaneous
	NW-sided Initial Training + 
UE-sided Sequential Retraining
	UE-sided Initial Training + 
NW-sided Sequential Retraining
	UE-sided simultaneous
	Level Y (Training at UE/NW neutral site with 3GPP transparent model delivery to UE and NW)

	
	Unknown model structure at UE
	Known model structure at UE (z2)
	Known model structure at UE (z4)
	Sequential Retraining (Encoder or Decoder model sharing from NW-side to UE-side)
	Sequential Retraining (Encoder or Decoder model sharing from UE-side to NW-side)
	Known model structure at NW
	

	Device specificity of encoder (specific / agnostic)?
	Agnostic
	Specific
	Specific
	Specific after retraining
	Specific after retraining
	Specific
	Specific

	Collaboration level case
	z5
	z2
	z4
	y
	y
	z
	y

	Encoder training vendor (NW-vendor / UE-vendor / other)?
	NW-vendor
	NW-vendor
	NW-vendor
	Retraining by UE-vendor
	UE-vendor
	UE-vendor
	UE-side / NW-side / neutral site

	Decoder training vendor (NW-vendor / UE-vendor / other)?
	NW-vendor
	NW-vendor
	NW-vendor
	NW-vendor
	Retraining at NW-vendor
	UE-vendor
	UE-side / NW-side / neutral site

	Model transfer
	NW to UE
	NW to UE
	NW to UE
	None
(Model shared offline)
	None
(Model shared offline)
	UE to NW
	None

	Multi-vendor joint training assumption
	Not applicable
	1 NW vendor and multiple UE vendors
	1 NW vendor and multiple UE vendors
	1 NW vendor and multiple UE vendors
	1 UE vendor and multiple NW vendors
	1 UE vendor and multiple NW vendors
	Flexible

	Data collection for decoder training
	At NW
	At NW
	At NW
	At NW
	Initial Training: Proprietary
Retraining: At NW
	Proprietary
	Proprietary

	Data collection for encoder training
	At NW
	At NW
	At NW
	Initial Training: At NW
Retraining: Proprietary
	Proprietary
	Proprietary
	Proprietary

	
	
	
	
	
	
	
	

	Whether model can be kept proprietary
	No
	No
	No
	Yes
	Yes
	No
	No

	Whether require privacy-sensitive dataset sharing
	No
	No
	No
	No
	No
	No
	No

	Flexibility to support cell/site/scenario/configuration specific model
	Yes
	Yes
	Yes
	Yes
	Yes, with assistance info / vendor collaboration
	Yes, with assistance info / vendor collaboration
	Yes, with assistance info / vendor collaboration

	Whether gNB specific optimization is allowed
	Yes
	Yes
	Yes
	Yes
	Yes
	No
	Yes

	Whether device specific optimization is allowed
	No
	Yes
	No
	Yes
	Yes
	Yes
	Yes

	Whether the model is fully tested before deployment
	No
	Yes
	No
	Yes
	Yes
	Yes
	Yes

	Whether compilation capability can be avoided
	No
	Yes
	No
	Yes
	Yes
	Yes
	Yes

	Model update flexibility after deployment
	Yes
	Yes for parameter update
No for structure update
	Yes for parameter update
No for structure update
	Yes
	Yes
	No
	No

	Feasibility of allowing UE side and NW side to develop/update models separately
	No
	No
	No
	Yes
	Yes
	No
	No

	Whether gNB can maintain/store a single/unified model for a CSI report configuration
	Yes
	Yes for decoder
No for encoder (for model transfer)
	Yes for decoder
No for encoder (for model transfer)
	Yes
	No
	No
	Yes

	Whether UE device can maintain/store a single/unified model for a CSI report configuration*
	Yes
	Yes
	Yes
	Yes
	Yes
	Yes
	Yes

	Extensibility: to train new UE-side model compatible with NW-side model in use
	No
	No
	No
	Yes
	No
	No
	No

	Extensibility: to train new NW-side model compatible with UE-side model in use
	No
	No
	No
	No
	Yes
	No
	No

	Whether training data distribution can match the inference device**
	No
	Yes
	Yes
	Yes
	Yes
	Yes
	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	No
	Yes
	Yes
	Yes (at retraining stage)
	Yes (at retraining stage)
	Yes
	Yes

	Model performance based on evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1





	 
 
	Type 2
	Type 3

	 
	Simultaneous
	Sequential
(NW-first)
	Sequential
(UE-first)
	NW first
	UE first

	Device specificity of encoder (specific / agnostic)?
	Specific
	Specific
	Specific
	Specific
	Specific

	Collaboration level case
	y
	y
	y
	y
	y

	Encoder training vendor (NW-vendor / UE-vendor / other)?
	UE-vendor
	UE-vendor
	UE-vendor
	UE-vendor
	UE-vendor

	Decoder training vendor (NW-vendor / UE-vendor / other)?
	NW-vendor
	NW-vendor
	NW-vendor
	NW-vendor
	NW-vendor

	Model transfer
	None
	None
	None
	None
	None

	Multi-vendor joint training assumption
	1 NW and multiple UE vendors
	Not applicable
	Not applicable
	Not applicable
	Not applicable

	Data collection for decoder training
	At NW or proprietary
	At NW or proprietary
	At NW or proprietary
	At NW or proprietary
	Shared by UE-side

	Data collection for encoder training
	At NW or proprietary
	Proprietary
	Proprietary
	Shared by NW-side
	Proprietary

	
	
	
	
	
	

	Whether model can be kept proprietary
	Yes
	Yes
	Yes
	Yes
	Yes

	Whether require privacy-sensitive dataset sharing
	No
	No
	No
	No
	No

	Flexibility to support cell/site/scenario/configuration specific model
	Yes
	Yes
	Yes, with assistance info / vendor collaboration
	Yes
	Yes, with assistance info / vendor collaboration

	Whether gNB specific optimization is allowed
	Yes
	Yes
	Yes
	Yes
	Yes

	Whether device specific optimization is allowed
	Yes
	Yes
	Yes
	Yes
	Yes

	Whether the model is fully tested before deployment
	Yes
	Yes
	Yes
	Yes
	Yes

	Whether compilation capability can be avoided
	Yes
	Yes
	Yes
	Yes
	Yes

	Model update flexibility after deployment
	No
	Yes
	Yes
	Yes
	Yes

	Feasibility of allowing UE side and NW side to develop/update models separately
	No
	Yes
	Yes
	Yes
	Yes

	Whether gNB can maintain/store a single/unified model for a CSI report configuration
	Yes
	Yes
	Yes
	Yes
	Yes

	Whether UE device can maintain/store a single/unified model for a CSI report configuration*
	Yes
	Yes
	Yes
	Yes
	Yes

	Extendibility: to train new UE-side model compatible with NW-side model in use
	No
	Yes
	No
	Yes
	No

	Extendibility: to train new NW-side model compatible with UE-side model in use
	No
	No
	Yes
	No
	Yes

	Whether training data distribution can match the inference device**
	Yes
	Yes
	Yes
	Yes
	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	Yes
	Yes
	Yes
	Yes
	Yes

	Model performance based on evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1



* “Whether UE device can maintain/store a single/unified model for a CSI report configuration” : In some cases, a UE may need to switch to a different encoder when the NW vendor changes upon handover; however, since the wording says "for a CSI report configuration", we have assumed this case is not included in the question.

** “Whether training data distribution can match the inference device” : Dataset should be categorized per device type during data collection, otherwise the answer is "No". 
Based on the table, we make the following observations.

Observation 16: Type 1 training with device-agnostic encoder would result in a UE-side model that:
· is not optimized in a device-specific manner for the intended UE-side device, 
· assumes a structure and input format that is not compatible with the UE-side implementation capabilities, and
· may have sub-optimal performance due to a discrepancy between the training and inference data distribution due to device-side variations.

Observation 17: For Type 3 (separate) training, the engineering effort of adding a new UE type or new UE-side vendor is contained and does not propagate to other vendors even if the NW-side or UE-side use a common model for multiple models on the opposite side.

The discussion above summarizes the pros and cons of the different training approaches. However, the overall framework for training two-sided models need not be restricted to one of the training types. The framework has to accommodate various aspects such as new vendors, new device types, new cell-sites, and the need for backward compatibility of the model to already deployed models on the other side. Taking these into consideration, we have the following proposal.

Proposal 30: Adopt the following two-sided model development/training framework:
Case 1: Initial (non-backward-compatible) development/training of “nominal encoder + nominal decoder”
· The use of the nominal encoder at the UE-side is not mandated
· If needed, UE-side may implement a different proprietary encoder based on this decoder using Case 2.
· As the encoders are only nominal, input used in the training process is only a nominal input. The actual input to the CSI encoders may be different and of proprietary choice.
· The use of the nominal decoder at the NW-side is not mandated
· If needed, NW-side may implement a different proprietary decoder based on this encoder using Case 3.
Case 2: Encoder development/training to be interoperable with existing decoders (e.g., encoders for new UEs or updating encoders for existing UEs):
· UE-side vendor trains new encoders based on the existing decoders. 
· Infra vendor should make the existing decoders available (via either a run-time image or an API for training) for the encoder training.
Case 3: Decoder development/training to be interoperable with existing encoders (e.g., decoders for new cell sites or updating decoders for existing cell sites):
· Network-side vendor trains new decoders based on the existing encoders.
· FFS: Need for encoder availability for decoder training


Conclusions
In this paper, we discussed general aspects for AI/ML framework for Rel-18 SI and made the following observations and proposals.
Proposal 1: Functionality can be seen as a unit for activation/deactivation/switching, that may correspond to a specific configuration or a set of configurations.

Proposal 2: Configured functionalities are functionalities configured by the NW among identified functionalities. 

Proposal 3: Applicable functionalities can be defined as functionalities that are currently applicable at the UE among identified functionalities.

Observation 1:  Functionalities applicable by UE may change over time since they show what UE can currently do.

Proposal 4: UEs report updates on applicable functionalities as necessary or whenever NW inquires.

Proposal 5: As indicated with an agreement in RAN2, meta information refers to supplemental information being provided about a model during model identification process.

Proposal 6: During model identification procedure, the network should map the provided meta information with the assigned ID for subsequent operations.

Proposal 7: Study the following two scenarios for model identification: “initial model identification” and “updated model identification”.

Observation 2: Updated model identification may be used to identify a new model that is related to a previously identified model via parameter update. Model description information for updated model identification can be mostly inherited from the previously identified model. 

Proposal 8: For UE-side or UE-part of two-sided models consider the Table 1 to associate “initial model identification” and “updated model identification” with model identification types.

Table 1: Model identification types with initial and update model identification
	
	Initial model identification
	Updated model identification

	Type A
	Applicable 
	Applicable

	Type B1
	Applicable
	Applicable

	Type B2
	Not applicable
	Applicable



Proposal 9: Deprioritize B1 for initial model identification.

Proposal 10: Deprioritize further discussion of Type B1 for updated model identification.

Observation 3: Type B2 may be used in conjunction with model transfer from NW to UE to identify a new model with updated parameters of the previously identified structure. For Type B2 to work, the old model whose parameters are being updated should have been identified earlier via Type A.

Proposal 11: Deprioritize Type B2 for the model transfer/delivery Case z5.

Proposal 12: Once models are identification via model identification Type A, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report.

Proposal 13: Consider Table 2 for conditions of a Feature/FG available for functionality of the relevant sub-use cases.
Table 2: Configurations for sub-use cases
	
	Conditions of a Feature/FG available for functionality 

	CSI compression
	Configuration related to CSI feedback analogous to legacy framework (e.g., CSI-RS measurement config, CSI reporting config – subband, antenna port layout, rank restriction, payload configuration)

	Spatial domain beam prediction
& Temporal domain beam prediction
	Configurations for Set A, Set B (including configuration of associated RS and associated signaling/report)
[Assistance information from NW to UE, including codebook ID, association/mapping/relationship between beams within Set A and beams within Set B (e.g., relative beam pointing angles of beams within Set A and beams within Set B), cell ID]

	Direct AI/ML positioning
	Assistance data/information considered in legacy NR-RAT UE-based positioning  (e.g. DL PRS config., etc.)  (from LMF to UE)


	AI/ML-assisted positioning
	Assistance data/information considered in legacy NR-RAT UE-assisted positioning (e.g. DL PRS config., reporting config. etc.) and new measurement reporting type(s) and configurations (from LMF to UE)




Proposal 14: Consider Table 3 for the application of scenarios, sites, and datasets for Case 1 and Case 2 for functionality and functionality-based LCM.

Table 3: Scenarios, sites, and datasets for Case 1 and Case 2
	
	Case 1
	Case 2

	Site-specific models
	Upon mobility (or in preparation of mobility), UE indicates to the NW if the AI/ML functionality is applicable at the target site.
	· UE indicates supported cell IDs in the UE capability. 
· Therefore, NW knows if the AI/ML functionality may be applicable at a given site.

	











Scenarios, datasets
	One-sided models
	· IDs, e.g., codebook IDs are aligned during model development/training between NW and UE vendors.
· For inference, a codebook ID is signaled from NW to UE.
· UE indicates to the NW if the AI/ML functionality is applicable for the codebook-ID.
	· IDs, e.g., codebook IDs are aligned during model development/training between NW and UE vendors.
· UE indicates supported codebook-IDs in the UE capability. 
· Therefore, NW knows if the AI/ML functionality may be applicable for the codebook-ID that NW wants to use.
· For inference, a codebook-ID is signaled from NW to UE as a part of functionality configuration.

	
	Two-sided models
	· IDs, e.g., pairing IDs are aligned during model development/training between NW and UE vendors.
· For inference, a pairing ID is signaled from NW to UE.
· UE indicates to the NW if the AI/ML functionality is applicable for the pairing ID.

	· IDs, e.g., pairing IDs are aligned during model development/training between NW and UE vendors.
· UE indicates supported pairing IDs in the UE capability.
· Therefore, NW knows if the AI/ML functionality may be applicable for the pairing ID that NW wants to use.
· For inference, a pairing ID is signaled from NW to UE as a part of functionality configuration.



Proposal 15: IDs are signaled from NW to UE for multiple purposes for Case 1 and Case 2 as follows.
· Case 1: Data collection, model development/training and inference to aid UE-side transparent models, determining functionality applicability
· Case 2: Data collection, model development/training and inference to aid UE-side transparent models, UE capability report

Proposal 16: Consider Table 4 for the application of scenarios, sites, and datasets for model and model-ID based LCM.

Table 4: Scenarios, sites, and datasets for model-ID based LCM
	
	Model-ID-based LCM

	Site-specific models
	· Model is identified between NW and UE with meta information describing the cell IDs for which the model is applicable.
· UE indicates supported model IDs in the UE capability.
· Therefore, NW knows if the AI/ML functionality may be applicable, and which models may be applicable, at a given site.
· For inference, NW activates a model corresponding to the site.

	









Scenarios, datasets
	One-sided models 
	· Model is identified between NW and UE with meta information describing the IDs, e.g., codebook-ID for which the model is applicable.
· UE indicates supported model IDs in the UE capability.
· Therefore, NW knows if the AI/ML functionality may be applicable, and which models may be applicable, for the codebook-ID that NW wants to use.
· For inference, NW activates a model corresponding to the codebook-ID that NW wants to use.

	
	Two-sided models 
	· Model is identified between NW and UE with meta information describing the IDs, e.g., pairing ID for which the model is applicable.
· UE indicates supported model IDs in the UE capability.
· Therefore, NW knows if the AI/ML functionality may be applicable, and which models may be applicable, for the pairing ID that NW wants to use.
· For inference, NW activates a model corresponding to the pairing ID that NW wants to use.




Proposal 17: Functionality-based LCM is applicable to UE-side models in Collaboration Level y.

Proposal 18: Functionality-based LCM is also applicable to UE-part of two-sided models when pairing ID is exchanged from NW to UE.

Proposal 19: Functionalities may be assigned an ID for signaling purposes for functionality activation, switching, deactivation, and monitoring. 

Proposal 20: The model ID and associated model description information can be utilized for various LCM steps for model management and control purposes.

Proposal 21: Meta information and other information available at network may be used for selection of the right model at the inference time. 

Proposal 22: Model-ID-based LCM is useful for one-sided models when scenarios, datasets, and/or custom configurations are addressed outside specification, via vendor collaboration.

Proposal 23: Model-ID-based LCM is applicable for both one-sided and UE-part of two-sided models. 

Proposal 24: Model-ID-based LCM is applicable to Collaboration Level z when there is model transfer/delivery with 3GPP signaling.

Observation 4: Training/validation dataset should be collected with sufficient coverage. Any variations/events that can be expected to be encountered during inference should be collected and made into the training/validation dataset.

Observation 5: Performance issues due to insufficient training/validation dataset coverage can be detected via background monitoring, for example, by direct KPI monitoring at the training entities, indirect KPI monitoring from the Network, and/or KPI monitoring from UEs. The monitoring result from NW/UE can be reported to the training entities. The monitoring can be non-real-time, and the model may be re-trained using an updated dataset that has better coverage.

Observation 6: RAN4 tests are primary means to ensuring that the AI/ML model design and offline training are satisfactory.

Observation 7: Performance issues due to a bad model design/training can be detected via background monitoring, for example, by direct KPI monitoring at the training entities, indirect KPI monitoring from the Network, and/or KPI monitoring from UEs. The monitoring result from NW/UE can be reported to the training entities. The monitoring can be non-real-time, and the model may be re-trained to meet performance requirement.

Proposal 25: Model selection / switching should be based on well-defined conditions that are available during inference. Model monitoring is not a desirable mean for model selection / switching due to potentially high complexity, overhead, and/or latency.

Observation 8: Performance issues due to persistent imperfect model selection/switching can be detected via background monitoring, for example, by direct KPI monitoring at the training entities, indirect KPI monitoring from the Network, and/or KPI monitoring from UEs. The monitoring result from NW/UE can be reported to the training entities. The monitoring can be non-real-time, and the model switching trigger and models may be re-developed / re-trained to meet performance requirement.

Proposal 26: To avoid performance issues due to training and target platform differences, it is highly desirable for the trained model to be converted (quantized, compiled) and tested offline prior to being delivered to UE.

Observation 9: Performance issues due to a training and target platform difference, if untested offline, can be detected via background monitoring, for example, by direct KPI monitoring at the training entities, indirect KPI monitoring from the Network, and/or KPI monitoring from UEs. The monitoring result from NW/UE can be reported to the training entities. The monitoring can be non-real-time, and the model may be re-trained, re-quantized, or re-compiled to meet performance requirement.

Observation 10: Performance issues due to data distribution shift can be detected via background monitoring, for example, by direct KPI monitoring at the training entities, indirect KPI monitoring from the Network, and/or KPI monitoring from UEs. The monitoring result from NW/UE can be reported to the training entities. The monitoring can be non-real-time, and the model may be re-trained using an updated dataset that has a new shifted distribution.

Observation 11: With proper dataset construction, unexpected events should occur rarely.

Observation 12: Performance issues due to unexpected events can be detected via background monitoring, for example, by direct KPI monitoring at the training entities, indirect KPI monitoring from the Network, and/or KPI monitoring from UEs. The monitoring result from NW/UE can be reported to the training entities. The monitoring can be non-real-time, and the model may be re-trained using an updated dataset that incorporates the unexpected events.

Proposal 27: Real-time performance monitoring that incurs high overhead, high complexity, or high latency should be deprioritized.

Observation 13: To enable the assessment of inactive models that have been activated before, the need for specification change is not clear. 

Proposal 28: Study feasibility and specification impact, if any, of RAN4-test-like monitoring procedure over-the-air on deployed UEs for the assessment of newly deployed models that have not been activated before.

Observation 14: Listing all the benefits, challenges/requirements, and potential specification impacts and determining the applicability of these for the Cases z1 to z5 with respect to Case y can brings many question and lead to confusion when all possible cases are considered.

Proposal 29: For the ease of agreement and instead of arguing which benefits, challenges/requirements are applicable to which cases, it is better to clarify under which circumstances each benefit and challenge/requirement emerges.

Observation 15: Training type 1 (with device-specific encoder), training type 2, and training type 3 are all applicable to both collaboration level y and level z.

Observation 16: Type 1 training with device-agnostic encoder would result in a UE-side model that:
· is not optimized in a device-specific manner for the intended UE-side device, 
· assumes a structure and input format that is not compatible with the UE-side implementation capabilities, and
· may have sub-optimal performance due to a discrepancy between the training and inference data distribution due to device-side variations.

Observation 17: For Type 3 (separate) training, the engineering effort of adding a new UE type or new UE-side vendor is contained and does not propagate to other vendors even if the NW-side or UE-side use a common model for multiple models on the opposite side.

Proposal 30: Adopt the following two-sided model development/training framework:
Case 1: Initial (non-backward-compatible) development/training of “nominal encoder + nominal decoder”
· The use of the nominal encoder at the UE-side is not mandated
· If needed, UE-side may implement a different proprietary encoder based on this decoder using Case 2.
· As the encoders are only nominal, input used in the training process is only a nominal input. The actual input to the CSI encoders may be different and of proprietary choice.
· The use of the nominal decoder at the NW-side is not mandated
· If needed, NW-side may implement a different proprietary decoder based on this encoder using Case 3.
Case 2: Encoder development/training to be interoperable with existing decoders (e.g., encoders for new UEs or updating encoders for existing UEs):
· UE-side vendor trains new encoders based on the existing decoders. 
· Infra vendor should make the existing decoders available (via either a run-time image or an API for training) for the encoder training.
Case 3: Decoder development/training to be interoperable with existing encoders (e.g., decoders for new cell sites or updating decoders for existing cell sites):
· Network-side vendor trains new decoders based on the existing encoders.
· FFS: Need for encoder availability for decoder training
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