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Background
In RAN2#122 meeting, the functionality architecture of AI/ML for air interface has been agreed with Figure 2 in [1]. The figure is attached as Figure B1 as follows:


Figure B1: Agreed functionality architecture of AI/ML for air interface
Further, In RAN1#113 meeting, several agreements has been achieved as follows [2]:
	Agreement
Consider at least the following aspects and if applicable, the corresponding potential specification impact related to data collection:
· Measurement configuration and reporting
· Contents, type and format of data including:
· Data related to model input
· Data related to ground truth 
· Quality of the data
· Other information
· Signaling of assistance information for categorizing the data
· Note: The study should consider the feasibility of disclosure of proprietary information
· Signaling for data collection procedure
· Note 1: Use-case specific details can be studied in respective agenda items
· Note 2: Signaling mechanism details can be studied by appropriate working groups.

Agreement
For model identification of UE-side or UE-part of two-sided models, categorize model identification types as follows, and further study relevant aspects, necessity, and specification impact (if any).
· Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signaling
· The model may be assigned with a model ID during the model identification, which may be referred/used in over-the-air signaling after model identification. 
· FFS: Spec impact to other WGs
· Type B: Model is identified via over-the-air signaling, 
· Type B1: 
· Model identification initiated by the UE, and NW assists the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Type B2: 
· Model identification initiated by the NW, and UE responds (if applicable) for the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Note: The support and applicability of each model identification Type is a separate discussion. This study does not imply that model identification is necessary.

Agreement
For functionality/model-ID based LCM,
· Once functionalities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring.

Agreement
· Once models are identified, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.
· FFS: applicability to model identification, Type A, type B1 and type B2 
· FFS: Using a procedure other than UE capability report
· Note: model identification using capability report is not precluded for type B1 and type B2


Agreement
Study how to handle the impact of UE’s internal conditions such as memory, battery, and other hardware limitations on functionality/model operations and AI/ML-enabled Feature.
Note: it does not preclude any existing solutions.

Agreement
Revise the following terminologies for model activation, model deactivation, and model switching as follows
	Model activation
	Enable an AI/ML model for a specific function AI/ML-enabled feature

	Model deactivation
	Disable an AI/ML model for a specific function AI/ML-enabled feature

	Model switching
	Deactivating a currently active AI/ML model and activating a different AI/ML model for a specific function AI/ML-enabled feature



Agreement
In model delivery/transfer Case z4, the “known model structure” means an exact model structure as has been previously identified between NW and UE and for which the UE has explicitly indicated its support.
In model delivery/transfer Case z5, the “unknown model structure” means any other model structure not covered in z4, including any model structure that is only partially known. 

Agreement
For the purpose of activation/selection/switching of UE-side models/UE-part of two-sided models /functionalities (if applicable), study necessity, feasibility and potential specification impact for methods to assess/monitor the applicability and expected performance of an inactive model/functionality, including the following examples:
· Assessment/Monitoring based on the additional conditions associated with the model/functionality
· Assessment/Monitoring based on input/output data distribution
· Assessment/Monitoring using the inactive model/functionality for monitoring purpose and measuring the inference accuracy
· Assessment/Monitoring based on past knowledge of the performance of the same model/functionality (e.g., based on other UEs)
FFS: Requirements for the assessment/monitoring to be reliable (e.g., sufficient data coverage during evaluation)
FFS: Additional aspects specific to the case where the inactive model has never been activated before, if any.


Model Identification
Figure 1 shows an example concept of model identification type A. The network and the UE store N+1 models in the memory. Each model ID is associated with specific scenario or site information (e.g., train, pedestrian, subway) so that the network can activate/deactivate/switch a specific model ID for the UE. If the network is capable of AI/ML with two-sided models, the network may also store the network side models of the two-sided models in the memory. For the two-sided models and the UE-sided models, the UE may also store relevant AI/ML models associated with each model ID.
In model identification type A, the UE can indicate its capability for each model ID to the network. After the UE capability reporting, the network can initiate model ID-based LCM (I.e., activation, deactivation, switching, etc.). 
Observation 1: In model identification type A, the network and the UE stores model IDs and associated scenario/site information. The UE can indicate its capability for each model ID to the network. After the UE capability reporting, the network can initiate model ID-based LCM.
[image: ]
Figure 1: Example concept of model identification type A
In model identification type B, Model ID information is conveyed via over-the-air signaling. Therefore, the model IDs and/or associated scenario/site information as in Figure 1 is provided via the over-the-air signaling. 
In model identification type B1, the UE initiates model identification. The UE determines the number of model IDs based on the number of scenarios/sites the UE is capable of. On the other hand, in model identification type B2, the network initiates model identification. The network determines the number of model IDs based on the number of scenarios/sites the network is capable of.
Observation 2: In model identification type B1, the UE initiates model identification. The UE determines the number of model IDs based on the number of scenarios/sites the UE is capable of.
Observation 3: In model identification type B2, the network initiates model identification. The network determines the number of model IDs based on the number of scenarios/sites the network is capable of.
UE capability exchange
Some triggering conditions trigger UE capability exchange:
1) Model identification
2) UE capability change
Model identification should trigger the UE capability exchange since it involves a change of association between model IDs and related characteristics. If the model identification updates model IDs, the old UE capability information based on the old model IDs is meaningless. 
Another condition is the change in the UE capability. For example, the UE capability may change dynamically depending on the UE’s internal conditions, such as memory, battery, and other hardware limitations. The dynamic change does not fit in the existing UE capability reporting procedure. 
 Proposal 1: UE capability exchange can be triggered by 1) model identification or 2) UE capability change.
Activation/deactivation/switch and monitoring of AI/ML functionality/model
Performance monitoring is the key aspect for activation/deactivation/switch of AI/ML functionality/model. Performance monitoring can be categorized into two parts:
1) Performance monitoring by UE based on system performance
2) Performance monitoring by UE based on inference accuracy
3) Performance monitoring by network based on system performance
4) Performance monitoring by network based on inference accuracy
In (1), the UE monitors the system performance in terms of decoding status of TBs in the downlink, reception quality of reference signals or other means. In (2), the UE is configured with monitoring resource and reporting configuration to report the performance based on the inference accuracy. In (3), the network monitors the system performance in terms of HARQ-ACK reported by the UE, decoding status of TBs in the uplink, reception quality of reference signals or other means in specification transparent manner. In (4), the network configures the UE to send reference signals and monitors the inference accuracy.
For the UE-sided model with the functionality-based LCM, (1) and (2) should be applicable since model monitoring and activation/deactivation/switching should be on UE’s responsibility. On the other hand, the network should have a capability to deactivate the functionality if the network detected a model drift or some other issues. 
Proposal 2: For the UE-sided model with the functionality-based LCM, model monitoring, and model activation/deactivation/switch could be made by UE autonomously. On the other hand, the network should have a capability to deactivate the model.
For the UE-sided model with the model ID-based LCM, if the UE is the initiator of model activation/deactivation/switching, (1) or (2) should be applicable. In this case, the UE will automatically change its model at any time. If necessary, the network may configure the UE to report the model change activities to the network.
Proposal 3: For the UE-sided model with the model ID-based LCM, if the UE is the initiator of model activation/deactivation/switching, the UE may or may not report the activity of the model activation/deactivation/switching.
On the other hand, if the network is the initiator of model activation/deactivation/switching, (2), (3) or (4) is applicable. In this case, the UE will
Proposal 4: For the UE-sided model with the model ID-based LCM, for NW-initiated model switching, the UE should report the monitoring status to the NW for model activation/deactivation/fallback/switch.
Functional split in RAN1 and RAN2
Figure 2 shows the functional split in RAN1 and RAN2 entities. The UE comprises a RAN2 entity (e.g., MAC or RRC entity), a RAN1 entity (CSI reporting, beam management entity, or positioning entity), and an AI/ML entity. RAN2 entity is responsible for the LCM of the AI/ML entity, including monitoring, activation, switching, etc. The RAN1 entity is responsible for collecting data for model training, inference, or monitoring, and for receiving the output from the AI/ML entity. 
When assessing the specification impact, functional split of AI/ML functionality among WGs is necessary. In our understanding, LCM should be RAN2 responsibility, and RAN1 is tasked to collect data for training, inference, and monitoring, and to receive output inferenced data from the AI/ML entity.
Proposal 5: When assessing the specification impact, RAN1 may assume the following functional split of AI/ML functionality among WGs:
1) RAN2 entity for the LCM of the AI/ML entity
2) RAN1 entity to collect data for training, inference, and monitoring, and to receive output inferenced data from the AI/ML entity


Figure 2: Functional split in RAN1 and RAN2 entities 
Conclusion
In this contribution, we have the following observations:
Observation 1: In model identification type A, the network and the UE stores model IDs and associated scenario/site information. The UE can indicate its capability for each model ID to the network. After the UE capability reporting, the network can initiate model ID-based LCM.
Observation 2: In model identification type B1, the UE initiates model identification. The UE determines the number of model IDs based on the number of scenarios/sites the UE is capable of.
Observation 3: In model identification type B2, the network initiates model identification. The network determines the number of model IDs based on the number of scenarios/sites the network is capable of.
In this contribution, we have the following proposals:
Proposal 1: UE capability exchange can be triggered by 1) model identification or 2) UE capability change.
Proposal 2: For the UE-sided model with the functionality-based LCM, model monitoring, and model activation/deactivation/switch could be made by UE autonomously. On the other hand, the network should have a capability to deactivate the model.
Proposal 3: For the UE-sided model with the model ID-based LCM, if the UE is the initiator of model activation/deactivation/switching, the UE may or may not report the activity of the model activation/deactivation/switching.
Proposal 4: For the UE-sided model with the model ID-based LCM, for NW-initiated model switching, the UE should report the monitoring status to the NW for model activation/deactivation/fallback/switch.
Proposal 5: When assessing the specification impact, RAN1 may assume the following functional split of AI/ML functionality among WGs:
1) RAN2 entity for the LCM of the AI/ML entity
2) RAN1 entity to collect data for training, inference, and monitoring, and to receive output inferenced data from the AI/ML entity
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