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[bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
As per the approved SID  [1, RP-230736] on Self-Evaluation towards the 3GPP submission of a IMT-2020 Satellite Radio Interface Technology, it is expected that 3GPP will be actively contributing to the satellite component of IMT-2020 radio interface(s) development and make the submission to ITU-R WP 4B at the appropriate time. Therefore, it is necessary for 3GPP to complete the description and compliance templates and conduct a self-evaluation to complete the submission and evaluation process for IMT-2020. 

Detailed objectives of this study item include:
	a) Complete all required submission templates as defined in Report ITU-R M.2514 [RAN ITU-R Ad-Hoc]

b) Provide self-evaluation results against technical performance requirements for eMBB-s as defined in Report ITU-R M.2514 [RAN ITU-R Ad-Hoc, RAN1, RAN2], including
· Peak data rate
· Peak spectral efficiency
· User experienced data rate
· 5th percentile user spectral efficiency
· Average spectral efficiency
· Area traffic capacity
· Latency, including user plane latency and control plane latency
· Energy efficiency, including both network and device
· Mobility
· Mobility interruption time
	
c) Provide self-evaluation results against technical performance requirements for mMTC-s as defined in Report ITU-R M.2514 [RAN ITU-R Ad-Hoc, RAN1, RAN2], including
· Connection density

d) Provide self-evaluation results against technical performance requirements for HRC-s as defined in Report ITU-R M.2514 [RAN ITU-R Ad-Hoc, RAN1, RAN2], including
· Reliability

e) Provide self-evaluation results for other requirements (including bandwidth) as defined in Report ITU-R M.2514 [RAN ITU-R Ad-Hoc, RAN1, RAN2, RAN4]

This study shall start with evaluating features that are supported by Rel-17 NTN (NR NTN + IoT NTN), as relevant for the above aspects.



For the self-Evaluation towards the 3GPP submission of a IMT-2020 Satellite RIT, RAN1 discussed the evaluation methodology and assumptions in previous two meetings. The related agreements could be found in Section 1 of [7, R1-2306083]. 

In this contribution we further discuss the methodology of peak spectral efficiency, peak data rate evaluations and area traffic capacity.
As well as the methodology from RAN1 perspective for the evaluation of control plane latency, and user plane latency in NR NTN.

Defining evaluation assumptions
The following table is used in RAN1#112bis-e as the starting point for defining evaluation assumptions:

Table 1: IMT-2020 self-evaluation assumptions
	Reference number
	Characteristic for evaluation
	High-level assessment method
	Requirement description in ITU-R M.2514
	Usage Scenario
	Needed assumptions

	#1
	Peak data rate
	Analytical 
	§ 7.2.1
	eMBB-s
	Yes (modulation, #layers, etc) (NOTE 1)

	#2
	Peak spectral efficiency
	Analytical
	§ 7.2.2
	eMBB-s
	Yes (modulation, #layers, etc) (NOTE 1)

	#3
	User experienced data rate
	Simulation and Analytical
	§ 7.2.3
	eMBB-s
	Derived from #4

	#4
	5th percentile spectral efficiency
	Simulation
	§ 7.2.4
	eMBB-s
	Yes

	#5
	Average spectral efficiency
	Simulation
	§ 7.2.5
	eMBB-s
	Yes

	#6
	Area traffic capacity
	Simulation and Analytical
	§ 7.2.6
	eMBB-s
	Derived from #5 (May need discussion on how to compute the area)

	#7
	User plane latency
	Analytical and Inspection
	§ 7.2.7.1
	eMBB-s
	NOTE 2

	#8
	Control plane latency
	Analytical and Inspection
	§ 7.2.7.2
	eMBB-s
	NOTE 2

	#9
	Connection density
	Simulation
	§ 7.2.8
	mMTC-s
	Yes

	#10
	Energy efficiency
	Inspection
	§ 7.2.9
	eMBB-s
	No

	#11
	Reliability
	Simulation
	§ 7.2.10
	HRC-s
	Yes

	#12
	Mobility
	Simulation
	§ 7.2.11
	eMBB-s
	Yes

	#13
	Mobility interruption time
	Analytical
	§ 7.2.12
	eMBB-s
	NOTE 2

	#14
	Bandwidth
	Inspection
	§ 7.2.13
	N/A
	No

	NOTE 1: How to determine the appropriate parameters (MCS, bandwidth, etc.) may be subject to evaluations.
NOTE 2: To be evaluated by RAN2. RAN2 may need to develop assumptions for these metrics. RAN1 can provide input on aspects such as UE and gNB processing time.




Based on the above table, the following technical performance requirements should be evaluated in RAN2:
· Control plane latency
· User plane latency
· Mobility interruption time

However, in our view RAN1 should provide several inputs as will be discussed in the following sections:

[bookmark: _Toc136809390]Peak spectral efficiency
As defined in [2, Rep ITU-R  M.2514-0], peak spectral efficiency is the maximum data rate under ideal conditions normalized by the assigned bandwidth (in bit/s/Hz), where the maximum data rate is the received data bits assignable to a single mobile station, when up to all assignable radio resources for the corresponding link direction are utilized (i.e. excluding radio resources that are used for physical layer synchronization, reference signals or pilots and guard bands).
When only one component carrier is in use, the generic formula for peak spectral efficiency is given by:

wherein	
· Rmax = 948/1024
·  is the maximum number of layers
· is the maximum modulation order
·  is the scaling factor: The scaling factor can take the values 1, 0.8, 0.75, and 0.4.
·  is signaled per band 
· 
 is the numerology (as defined in TS 38.211)
· 


 is the average OFDM symbol duration in a subframe for numerology , i.e. . 
Note that normal cyclic prefix is assumed.
· 
is the maximum RB allocation in bandwidth with numerology , as defined in TS 38.101-5, where is the UE supported maximum bandwidth in the given band 
· 
 is the overhead  calculated as the average ratio of the number of REs occupied by L1/L2 control, Synchronization Signal, PBCH and reference signals etc. with respect to the total number of REs in effective bandwidth  time product.
Main assumptions
RAN1 made the following agreement in RAN1#113:
For peak spectral efficiency and peak data rate parameters:			
· The parameters are chosen based on “ideal conditions”: 90degree elevation angle, 0dB atmospheric loss, 0dB shadow fading margin, 0dB scintillation loss, 0dB polarization loss, 0dB additional losses.

It was also agreed in previous meetings that companies to provide realistic parameters, declaring the assumptions and evaluations leading to those parameters.

In our view, it is reasonable to consider all these factors equal to 0dB. Particularly, for scintillation loss it is worth noting that based on the “Gigahertz scintillation model “ referenced in TR38.811 a P3 was used which leads to a scintillation loss of 2.2 dB. However with minimum elevation angle of +/-30°, I3 curves may be more relevant. According to [4, 5] there is no large sun activity forecasted in the next decade which suggests I3 (and P3 as a good balanced scenario) to be used and thereby it is acceptable to consider scintillation loss = 0 dB:

Table 2 Scintillation loss value 
[image: cid:image003.png@01D974B0.A00CCD80]

For peak spectral efficiency evaluation in NR NTN, it is reasonable to consider the following assumptions: 0dB atmospheric loss, 0dB shadow fading margin, 0dB scintillation loss, 0dB polarization loss and 0dB additional losses

Maximum coding rate and the higher modulation order in NR NTN
In NR NTN a higher Modulation Order (Qm) similar to the one used of NR TN evaluation could not be achieved even under “ideal conditions. This issue was discussed in previous RAN1 meetings. 
To determine spectral efficiency in NR NTN, an alternative approach using the SNR and Shannon-Hartley theorem, was proposed in [6]. 
Taking into account the above approach, the DL spectral efficiency is evaluated [6] to be 4.7 bps/Hz. 

Further, based on simulations results [7], companies provided inputs on uplink and downlink peak spectral efficiency to RAN1#113.  The following agreements were made based on these inputs:   

	Agreement: For uplink peak spectral efficiency and peak data rate:
· A bandwidth of 8 RBs is used.
· The peak data rate is [2.22-2.65] Mpbs
· The peak spectral efficiency is [1.54-1.84]bps/Hz
· This value is achieved with an uplink SNR of [7.05-7.08]dB
· FFS: Other assumptions to be included in the TR.
Agreement: For downlink peak spectral efficiency and peak data rate:
A transmission bandwidth of 160 PRBs out of a channel bandwidth of 30 MHz is used. Channel bandwidth of 30 MHz is used as denominator for calculation of spectrum efficiency.
· The peak data rate is [104.58-118.9]Mbps
· The peak spectral efficiency is [3.67-4.13]bps/Hz
· This value is achieved with an uplink SNR of [16.91-16.95]dB
· FFS: Other assumptions to be included in the TR.



From our perspective, because analytical evaluation method is to be used for peak spectral efficiency and peak data rate, RAN1 should agree on the value of the maximum coding rate and the higher modulation order that could be achieved/supported in NR NTN. 
The peak spectral efficiency was assessed through simulations by companies with slightly different parameters assumptions (number of DMRS, overhead and bandwidth): The simulation results from different companies could be found in  [7]. Looking at the results captured in RAN1#113 agreements, the minimum DL and UL peak spectral efficiency are 3.67 bps/Hz and 1.54 bps/Hz respectively.

In the following, we will determine the coding rate and the higher modulation order corresponding to these peak spectral efficiency values for both downlink and uplink:
By considering 1-layer transmission and a scaling factor f = 1, the equation of  can be simplified as follows:



 and  are the maximum coding rate and the higher modulation order that could be achieved in NR NTN.

Thereby, 

We consider 30MHz BW in DL and 1440 kHz (8 RB) in UL.

Further, the following overhead assumptions are considered:

Table 3 Overhead assumptions
	
	DL
	UL

	Overhead assumptions
	· PDCCH: CORESET of 24 PRBs (4 CCE; AL 4) in every slot 
 12 RE/PRB/slot
· TRS burst of 2 slots with periodicity of 80 ms and occupies 52 PRBs
 12 RE/PRB/80 ms
· DMRS: Type 1, Mapping A
 12 RE/PRB/slot 
· CSI-RS: 1 CSI-RS ports with periodicity of 20 ms
 1 RE/PRB/20 ms
· 1 SS/PBCH blocks (SSB) per 20 ms; one SSB occupies 960 REs = 4 OFDM symbols × 20 PRB × 12 REs/PRB 
NOTE: If the channel bandwidth is less than TRS bandwidth, the TRS bandwidth is assumed to be equal to the channel bandwidth.
	· PUCCH: short PUCCH with 1 PRB and 1 symbol in every UL slot
 12 RE/slot
· DMRS: Type 1, one complete symbol 
 12 RE/PRB/slot
· SRS: 1 symbol with periodicity of 10 ms 

	OH
	(288 + 15,6+1920+8+ 48)/ (168*160) 
= 0,085 
(8.5%)
	(12+1920+192)/( (168*160)
=0,079
(~8%)



The maximum coding rates in NR NTN for DL and UL are derived from the above equation and the Tables in TS 38.214: 5.1.3.1-3: MCS index table 3 for PDSCH and Table 6.1.4.1-2: MCS index table 2 for PUSCH with transform precoding and 64QAM.

Based on the above assumptions and considerations we made the following observation:

Observation 2: Based on simulations results:
· The DL peak spectral efficiency in NR NTN is equal to 3.67 which corresponds to a Modulation Order of 6 with a maximum coding rate of 0.7021
· The UL peak spectral efficiency is equal to 1.54 which corresponds to a Modulation Order of 4 with a maximum coding rate of  0,4785

Based on the above discussion, we propose the following:

Proposal 1: Peak spectral efficiency is evaluated in NR NTN using the analytical method with: 
· For DL: a  modulation order of 6 with a maximum coding rate of 0.7021
· For UL: a  modulation order of 4 with a maximum coding rate of 0,4785

Downlink Peak spectral efficiency
Downlink peak spectral efficiency of frequency range 1 (FR1) is evaluated based on analytical method. The evaluated configurations for NR NTN generally assume 1-layer downlink transmission with a 64QAM modulation with a maximum coding rate of 0.7021 is considered as proposed above. 
A transmission bandwidth of 160 PRBs out of a channel bandwidth of 30 MHz is used over one satellite beam. The evaluation result is provided in Table 4. The detailed assumptions are provided in Annex 9.1 of  [8, R1-2306407].

Table 4 NR NTN DL peak spectral efficiency (bit/s/Hz)
	SCS [kHz]
	30 MHz
	Req.

	FR1
	15
	3.45
	3

	
	30
	TBC
	3





Based on the above assumptions, it is observed that NR NTN can fulfill DL peak spectral efficiency requirement:
Observation 3:  NR NTN can fulfill the DL peak spectral efficiency requirement 

Uplink Peak spectral efficiency
Uplink peak spectral efficiency of frequency range 1 (FR1) is evaluated based on analytical method. The evaluated configurations for NR NTN generally assume 1-layer downlink transmission, with 16QAM modulation with a maximum coding rate of 0,4785. A transmission bandwidth of 8 PRBs out of a channel bandwidth of 30 MHz is used over one satellite beam. The evaluation result is provided in Table 5. The detailed assumptions are provided in Annex 9.1 of  [8, R1-2306407].

Table 5 NR NTN UL peak spectral efficiency (bit/s/Hz)
	SCS [kHz]
	30 MHz
	Req.

	FR1
	15
	1,64
	1.5

	
	30
	TBC
	1.5





Based on the above assumptions, it is observed that NR NTN can fulfill UL peak spectral efficiency requirement:

Observation 4 NR NTN can fulfill the UL peak spectral efficiency requirement 

[bookmark: _Toc136809394]Area traffic capacity
As defined in [2, Rep ITU-R  M.2514-0], area traffic capacity is the total traffic throughput served per geographic area (in Mbit/s/km2). The throughput is the number of correctly received bits, i.e. the number of bits contained in the SDUs delivered to Layer 3, over a certain period of time. 
Using the analytical way as provided in [2] area traffic capacity can be derived from the average spectral efficiency  determined in section 5.2 of [8, R1-2306407] as follows: 


BW denote the channel bandwidth:  The assigned BW of 30MHz when FRF=1 or BW of 10MHz when FRF=3.
ρ is the TRxP (transmission and reception point) density (TRxP/m2). In the context of a satellite component radio interface, a TRxP refers to a beam generated by the satellite. Thereby, the area capacity is averaged over a satellite beam.
For a satellite LEO600km, we consider a satellite beam diameter of 50km. The TRxP density is then calculated based on the area of the hexagonal cell circumscribed by the circular satellite beam footprint: 
ρ = 1/ 1623,80 km-1.

Proposal 2: 
Using the analytical method, area traffic capacity can be derived from the average spectral efficiency  as follows: 

Wherein: 
BW denote the channel bandwidth
And ρ is the TRxP (transmission and reception point) density (TRxP/m2). 
For a LEO600km based NTN with satellite beam diameter of 50km, ρ is calculated based on the area of the hexagonal cell circumscribed by the circular satellite beam footprint as follows: ρ = 1/ 1623,80 km-1.


The evaluation results of DL and UL area traffic capacity for NR NTN are provided in Table 6

Table 6 Area traffic Capacity
	Area traffic Capacity
	RIT
	Frequency reuse factor
	Req.
	Simulation results

	DL
	

	
	NR
	FRF = 1
	Area traffic capacity (kbps/km2)
	8
	8,31

	
	
	
	
	
	

	
	NR
	FRF = 3
	Area traffic capacity (kbps/km2)
	8
	10,47

	
	
	
	
	
	

	UL 
	

	
	NR
	FRF = 1
	Area traffic capacity (kbps/km2)
	1,5
	4,99

	
	
	
	
	
	

	
	NR
	FRF = 3
	Area traffic capacity (kbps/km2)
	1,5
	6,59



Based on the above assumptions and the simulation results, it is observed that NR NTN can fulfill the area traffic capacity requirements for both DL and UL.

We made the following observation:

Observation 5 NR NTN can fulfill the area traffic capacity requirements for both DL and UL requirements 


Control plane latency 
The CP latency is defined in [2] as follows:

	Control plane latency refers to the transition time from a most “battery efficient” state (e.g. Idle state) to the start of continuous data transfer (e.g. Active state).
Control plane latency should be equal to or less than 40 ms.
This requirement is defined for the eMBB-s usage scenario and the above target applies to handheld devices. The proponent should provide the elements and their values in the calculation of the control plane latency. Table 2 in §7.2.5 of Report ITU-R M.2412 provides an example of the elements in the calculation of the control plane latency that should be followed with needed adaptions to e.g. include the assumed time-of-flight between the terminal and the base station.
In addition to compliance with the above requirement, the proponent may provide indication that the Satellite Radio Interface is able to support larger latencies, e.g. up to 1.15 s, and may operate with a range of relevant satellite orbits.



Further RAN2#122 made the following agreements:

RAN2 will perform the evaluations of user plane latency, control plane latency, and mobility interruption time.

Evaluate the control plane latency from RRC_INACTIVE to RRC_CONNECTED.

Evaluate the control plane latency based on the 2-step RACH.

For user plane latency evaluation, HARQ disabling should be assumed.

Evaluate the mobility interruption in beam mobility

Confirm 0ms mobility interruption time is achieved by NR in beam mobility

For RTD we consider the same scenario as considered by RAN1

Observation 6:  Feeder and service links propagation delays are not included in the time budget to satisfy the 40 ms control plane latency requirement.

For the analysis of NR CP latency, the following control plane procedure used for NR can be also used for NR NTN:


[image: helena_self_evaluation_figures_cp_latency]
Figure 1: Control Plane procedure latency


By considering the different components of CP procedure in the above diagram, we have the following proposal:


Proposal 3: The Table 7 is used for NR NTN Control plane latency analysis


Table 7: Control plane procedure latency
	Step
	Description
	CP Latency for UL data transfer 
[ms]

	1
	Delay due to RACH scheduling period
	0

	2
	Transmission of RACH Preamble (see NOTE 3)
	Length of the preamble according to the PRACH format as specified in [38.211] 

	3
	Preamble detection and processing in gNB
	
	Tproc,2 (assuming d2,1=0) as starting point,
note: The value of Tproc,2  is used only for evaluation. gNB processing delay may vary depending on implementation.

	4
	Transmission of RA response 
	Ts (the length of 1 slot )
NOTE1: the length of 1 slot or 1 non-slot include PDCCH and PDSCH (the first OFDM symbol of PDSCH is frequency multiplexed with PDCCH).


	5
	UE Processing Delay (decoding of scheduling grant, timing alignment and C-RNTI assignment + L1 encoding of RRC Connection Resume Request)
	 NT,1+NT,2+0.5 ms

	6
	Transmission of RRC Resume Request 
	Ts (the length of 1 slot )
NOTE1: the length of 1 slot or 1 non-slot is equal to PUSCH allocation length.


	7
	Processing delay in gNB (L2 and RRC)
	3

	8
	Transmission of RRC Resume 
	Ts (the length of 1 slot / non-slot)
NOTE1 and NOTE 2 in Step 4 apply

	9
	Processing delay in UE of RRC Resume including grant reception
	7


	10
	Transmission of RRC Resume Complete and UP data 
	0

	 
	Total delay [ms]
	



We made the following notes on the different steps/inputs in Table 2:
· Transmission delay includes service link propagation delay, feeder link propagation delay and satellite processing delay but only the satellite processing delay is including in the time budget as explained in Observation 1.
· For step 1, the procedure for transition from a most “battery efficient” state haas yet not begun, hence this step is not relevant for the latency of the procedure which is illustrated by a '0' in the above.
· For step 5, the latency of NT,1+NT,2+0.5ms is used according to Section 8.3 of TS 38.213. NT,1 is a time duration of N1 symbols corresponding to a PDSCH reception time for PDSCH processing capability 1 or 2 when additional PDSCH DM-RS is configured; and NT,2 is a time duration of N2 symbols corresponding to a PUSCH preparation time for PUSCH processing capability 1 or 2. The value of N1 and N2 are shown in Table 5.3-1 and Table 6.4-1 of TS38.214, respectively..
· For step 7, the processing delay in gNB (L2 and RRC) has been reduced to 3 ms. The delays due to inside-gNB or inter-gNB communication are not included in Step 7. Such delays may exist depending on deployment, but are not within the scope of this evaluation.
· For step 9 for UL data transfer, the processing delay in the UE (L2 and RRC) is considered, i.e., from reception of RRC Connection Resume to the reception of UL grant. The transmission of UL grant by gNB and processing delay in the UE (processing of UL grant and preparing for UL tx) are also considered. The RRCConnectionResume message only includes MAC and PHY configuration. No DRX, SPS, CA, or MIMO re-configuration will be triggered by this message. Further, the UL grant for transmission of RRC Connection Resume Complete and the data is transmitted over common search space with DCI format 0.
· For step 9 for DL data transfer, only the processing delay in the UE (L2 and RRC) is considered, i.e., from reception of RRC Connection Resume to the reception of DL grant. The RRCConnectionResume message only includes MAC and PHY configuration. No DRX, SPS, CA, or MIMO re-configuration will be triggered by this message. Further, the UL grant for transmission of RRC Connection Resume Complete and the data is transmitted over common search space with DCI format 0.
· For step 10, the beginning of this subframe is considered to be "the start of continuous data transfer", hence this step is not relevant for the latency of the procedure which is illustrated by a '0' in the above.


Proposal 4:   Send LS to RAN2 to provide RAN1 inputs on Control plane procedure latency


User plane latency 
The UP latency is defined in [2] as follows:

	User plane latency is the contribution of the radio network to the time from when the source sends a packet to when the destination receives it (in ms). It is defined as the one-way time it takes to successfully deliver an application layer packet/message from the radio protocol layer 2/3 SDU ingress point to the radio protocol layer 2/3 SDU egress point of the radio interface in either uplink or downlink in the network for a given service in unloaded conditions, assuming the mobile station is in the active state.
User plane latency should be equal to or less than 10 ms, for both downlink and uplink, assuming unloaded conditions (i.e. a single user) and small IP packets (e.g. 0 byte payload + IP header).
This requirement is defined for the eMBB-s usage scenario and the above target applies to handheld devices. The proponent should provide the elements and their values in the calculation of the user plane latency, for both UL and DL. Table 3 in § 7.2.6 of Report ITU-R M.2412 provides an example of the elements in the calculation of the user plane latency that should be followed with needed adaptions to e.g. include the assumed time-of-flight between the terminal and the base station. 
In addition to compliance with the above requirement, the proponent may provide indication that the Satellite Radio Interface is able to support larger latencies, e.g. up to 650 ms, and may operate with a range of relevant satellite orbits.



Observation 7: Feeder and service links propagation delay are not included in the time budget to satisfy the 10 ms user plane latency requirement.

The evaluation of NR NTN user plane latency in Downlink (DL) and Uplink (UL) is based on the procedures illustrated in the following Figures:
[image: helena_self_evaluation_figures_UP_DL_latency]
Figure 2a: Downlink (DL) user plane (UP) data transfer procedure latency



[image: helena_self_evaluation_figures_UP_UL_latency]
Figure 2b: Uplink (UL) UP data transfer procedure latency


The detailed assumptions of each step are provided in Table 3 and Table 4 for downlink and uplink, respectively:

Proposal 5: The components in Table 8 are considered for DL user plane procedure latency analysis for NR NTN with HARQ enabled. 
FFS: HARQ is disabled and radio retransmission handled by RLC ARQ.


Table 8: User plane DL procedure latency
	ID
	Component
	Notations
	Value

	1
	DL data transfer
	T1 = (tBS,tx + tFA,DL) + tDL_duration + tUE,rx
	

	1.1
	BS processing delay
	tBS,tx
The time interval between the data is arrived, and packet is generated.
	Tproc,2/2, with d2,1= d2,2= d2,3=0. (Tproc,2 is defined in Section 6.4 of TS38.214)
(NOTE1)

	1.2
	DL Frame alignment (transmission alignment)
	tFA,DL
It includes frame alignment time, and the waiting time for next available DL slot
	TFA + Twait,
TFA is the frame alignment time within the current DL slot; 
Twait is the waiting time for next available DL slot if the current slot is not DL slot. 

	1.3
	DL data packet transmission 
	tDL_duration
	Length of one slot (14 OFDM symbol length) or non-slot (2/4/7 OFDM symbol length), depending on slot or non-slot selected in evaluation.

	1.4
	UE processing delay
	tUE,rx 
The time interval between the PDSCH is  received and the data is decoded;
	Tproc,1/2 (Tproc,1 is defined in Section 5.3 of TS38.214), d1,1=0;  d1,2 should be selected according to resource mapping type and UE capability. N1=the value with “No additional PDSCH DM-RS configured”. 


	2
	HARQ retransmission
	THARQ = T1 + T2
T2 = (tUE,tx + tFA,UL) + tUL_duration + tBS,rx (For Steps 2.1 to 2.4)
	

	2.1
	UE processing delay
	tUE,tx 
The time interval between the data is decoded, and ACK/NACK packet is generated.
	Tproc,1/2 (Tproc,1 is defined in Section 5.3 of TS38.214), d1,1=0;  d1,2 should be selected according to resource mapping type and UE capability. N1=the value with “No additional PDSCH DM-RS configured”. 
(NOTE2)

	2.2
	UL frame alignment (transmission alignment)
	tFA,UL
It includes frame alignment time, and the waiting time for the next available UL slot
	TFA + Twait,
TFA is the frame alignment time within the current UL slot; 
Twait is the waiting time for next available UL slot if the current slot is not UL slot

	2.3
	HARQ ACK/NACK transmission 
	tUL_duration
	1 OFDM symbol

	2.4
	BS processing delay
	tBS,rx 
The time interval between the ACK is  received and the ACK is decoded.
	Tproc, 2/2 with d2,1= d2,2= d2,3=0. 
(NOTE3)

	2.5
	Repeat DL data transfer from 1.1 to 1.4
	T1
	

	-
	Total one way user plane latency for DL [ms]
	   LEO600
	Twait is the waiting time for next available UL slot if the current slot is not UL slot
	

	
	
	   GEO
	1 OFDM symbol
	

	NOTE: Transmission delay includes service link propagation delay, feeder link propagation delay and satellite processing delay but only the satellite processing delay is including in the time budget as explained in Observation 2.



1. The value is used for evaluation only; gNB processing delay may vary depending on implementation.
2. For the above case, the value of this step is Tproc,1(  =15kHz) - Tproc,1(  =30kHz)/2.
3. For the above case, the value of this step is Tproc,2(  =15kHz)/2.

Proposal 6: The components in Table 9 are considered for UL user plane procedure latency analysis for NR NTN. FFS HARQ is disabled and radio retransmission handled by RLC ARQ.

Table 9: User plane UL procedure latency
	Step
	Component
	Notations
	Value

	1
	UL data transfer
	T1 = (tUE,tx + tFA,UL) + tUL_duration + tBS,rx
	

	1.1
	UE processing delay
	tUE,tx
The time interval between the data is arrived, and packet is generated; 
	Tproc,2/2 (Tproc,2 is defined in Section 6.4 of TS38.214), with d2,1= d2,2= d2,3=0

	1.2
	UL Frame alignment (transmission alignment)
	tFA,UL
It includes frame alignment time, and the waiting time for next available UL slot 
	TFA + Twait,
TFA is the frame alignment time within the current UL slot, 
Twait is the waiting time for next available UL slot if the current slot is not UL slot.

	1.3
	UL data packet transmission (see NOTE 5)
	tUL_duration
	Length of one slot (14 OFDM symbol length) or non-slot (2/4/7 OFDM symbol length), depending on slot or non-slot selected in evaluation.

	1.4
	BS processing delay
	tBS,rx 
The time interval between the PUSCH is  received and the data is decoded;
	Tproc,1/2 (Tproc,1 is defined in Section 5.3 of TS38.214), d1,1=0;  d1,2 should be selected according to resource mapping type and UE capability. N1=the value with “No additional PDSCH DM-RS configured”; It is assumed that BS processing delay is equal to UE processing delay as for PDSCH
(Note2)

	2
	HARQ retransmission
	THARQ = T2 + T1
T2 = (tBS,tx + tFA,DL) + tDL_duration + tUE,rx (For Steps 2.1 to 2.4)
	

	2.1
	BS processing delay
	tBS,tx 
The time interval between the data is decoded, and PDCCH preparation
	Tproc,1/2 (Tproc,1 is defined in Section 5.3 of TS38.214), d1,1=0;  d1,2 should be selected according to resource mapping type and UE capability. N1=the value with “No additional PDSCH DM-RS configured”.

	2.2
	DL Frame alignment (transmission alignment)
	tFA,DL
It includes frame alignment time, and the waiting time for next available DL slot 
	TFA + Twait,
TFA is the frame alignment time within the current DL slot; 
Twait is the waiting time for next available DL slot if the current slot is not DL slot; 

	2.3
	PDCCH transmission (see NOTE 5)
	tDL_duration
	1 OFDM symbols for PDCCH scheduling the retransmission.

	2.4
	UE processing delay
	tUE,rx 
The time interval between the PDCCH is received and decoded.
	Tproc,2/2 (Tproc,2 is defined in Section 6.4 of TS38.214), with d2,1= d2,2= d2,3=0 

	2.5
	Repeat UL data transfer from 1.1 to 1.4
	T1
	

	
	Total one way user plane latency for UL [ms]
	   LEO600
	TUP= T1 + n×THARQ where n is the number of re-transmissions (n≥0)
	

	
	
	   GEO
	
	

	NOTE 1 : Transmission delay includes service link propagation delay, feeder link propagation delay and satellite processing delay but only the satellite processing delay is including in the time budget as explained in Observation 2.
Note 2:  The value is used for evaluation only; gNB processing delay may vary depending on implementation.




Proposal 7:   Send LS to RAN2 to provide RAN1 inputs on User plane procedure latency


Mobility interruption time
The mobility interruption time is defined in [2] as follows:

Mobility interruption time is the shortest time duration supported by the system during which a user terminal cannot exchange user plane packets with any satellite and/or gateway node during transitions.
The mobility interruption time includes the time required to execute any radio access network procedure, radio resource control signalling protocol, or other message exchanges between the mobile station and the radio access network, as applicable to the candidate RIT/SRIT.
The requirement for mobility interruption time is 50 ms.
The procedure of exchanging user plane packets with base stations during transitions shall be described based on the proposed technology including the functions and the timing involved.
The requirement value above pertains to the eMBB-s usage scenario and applies to handheld devices.

Network controlled mobility applies to UEs in RRC_CONNECTED is categorized into two types of mobility: cell level mobility and beam level mobility.

Cell level mobility interruption time

Cell level mobility requires explicit RRC signaling to be triggered, i.e. handover. For inter-gNB handover, handover request, handover acknowledgement, handover command, handover complete procedure are supported between source gNB and target gNB. The release of the resources at the source gNB during the handover completion phase is triggered by the target gNB.

The user plane data transfer interruption (Tdata_interrupt) during handover execution is defined as the interruption: From reception of rrcreconfiguration (HO command) within the serving cell to the transmission of rrcreconfigurationcomplete to the target cell: 

Tdata_interrupt =  RRC procedure delay + Tinterrupt + 3 * Propagation delay + UE processing + L1 encoding [ms]

Where: Tinterrupt = Tsearch + TIU + Tprocessing  + T∆ + Tmargin [ms] (see clause §6.1.1.2.2 in TS 38.133) and RRC procedure delay = 10 ms (see clause §12 in TS 38.331).
The different delays are depicted on the following signaling flow:

[image: helena_self_evaluation_figures_HO_interruption]

Figure 3: Data transfer interruption during Handover execution

The Table 10 shows the user plane data transfer interrupt (ms) for cell at nadir (Scenario C: Transparent payload): 

Table 10: User plane data transfer interruption duration for cell at nadir
	
	Intra-frequency handover from FR1 to FR1
	Inter-frequency handover from FR1 to FR1

	RRC procedure delay
	10
	  10

	Tinterrupt
	210
	  270

	Propagation delay (PRACH UE to gNB)
	4
	  4

	Preamble detection
	2,25
	  2,25

	Propagation delay (RAR gNB to UE)
	4
	  4

	UE Processing and L1 encoding
	5
	  5

	Propagation delay (RRC Reconfig Complete UE to gNB)
	4
	  4

	UP plane data transfer interrupt [ms]
	239.25
	  299.25




The following table shows the user plane data transfer interrupt (ms) the cell at Edge of Cell (EoC) (Scenario C: Transparent payload):

Table 11: User plane data transfer interruption duration for cell at Edge of Cell
	
	Intra-frequency handover from FR1 to FR1
	Inter-frequency handover from FR1 to FR1

	RRC procedure delay
	10
	  10

	Tinterrupt
	210
	  270

	Propagation delay (PRACH UE to gNB)
	12,88
	  12,88

	Preamble detection
	2,25
	  2,25

	Propagation delay (RAR gNB to UE)
	12,88
	  12,88

	UE Processing and L1 encoding
	5
	  5

	Propagation delay (RRC Reconfig Complete UE to gNB)
	12,88
	  12,88

	UP plane data transfer interrupt [ms]
	265.89
	  325.89




Beam level mobility interruption time
Beam level mobility does not require explicit RRC signaling to be triggered - it is dealt with at lower layers - and RRC is not required to know which beam is being used at a given point in time.

Proposal 8: Beam level mobility in same cell with no RRC involvement should be considered for mobility interruption time evaluation.


Conclusion
In this contribution we made the following observations and proposals:

Observation 1: For peak spectral efficiency evaluation in NR NTN, it is reasonable to consider the following assumptions: 0dB atmospheric loss, 0dB shadow fading margin, 0dB scintillation loss, 0dB polarization loss and 0dB additional losses
Observation 2: Based on simulations results:
· The DL peak spectral efficiency in NR NTN is equal to 3.67 which corresponds to a Modulation Order of 6 with a maximum coding rate of 0.7021
· The UL peak spectral efficiency is equal to 1.54 which corresponds to a Modulation Order of 4 with a maximum coding rate of  0,4785
Observation 3:  NR NTN can fulfill the DL peak spectral efficiency requirement 
Observation 4: NR NTN can fulfill the UL peak spectral efficiency requirement 
Observation 5: NR NTN can fulfill the area traffic capacity requirements for both DL and UL requirements 
Observation 6:  Feeder and service links propagation delays are not included in the time budget to satisfy the 40 ms control plane latency requirement.
Observation 7: Feeder and service links propagation delay are not included in the time budget to satisfy the 10 ms user plane latency requirement.

Proposal 1: Peak spectral efficiency is evaluated in NR NTN using the analytical method with: 
· For DL: a  modulation order of 6 with a maximum coding rate of 0.7021
· For UL: a  modulation order of 4 with a maximum coding rate of 0,4785

Proposal 2: 
Using the analytical method, area traffic capacity can be derived from the average spectral efficiency  as follows: 

Wherein: 
BW denote the channel bandwidth
And ρ is the TRxP (transmission and reception point) density (TRxP/m2). 
For a LEO600km based NTN with satellite beam diameter of 50km, ρ is calculated based on the area of the hexagonal cell circumscribed by the circular satellite beam footprint as follows: ρ = 1/ 1623,80 km-1.

Proposal 3: The Table 7 is used for NR NTN Control plane latency analysis

Proposal 4:   Send LS to RAN2 to provide RAN1 inputs on Control plane procedure latency

Proposal 5: The components in Table 8 are considered for DL user plane procedure latency analysis for NR NTN with HARQ enabled. 
FFS: HARQ is disabled and radio retransmission handled by RLC ARQ.

Proposal 6: The components in Table 9 are considered for UL user plane procedure latency analysis for NR NTN. FFS HARQ is disabled and radio retransmission handled by RLC ARQ.

Proposal 7:   Send LS to RAN2 to provide RAN1 inputs on User plane procedure latency

[bookmark: _GoBack]Proposal 8: Beam level mobility in same cell with no RRC involvement should be considered for mobility interruption time evaluation.
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