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Discussion
1       Introduction

In RAN1#113, companies reached some agreements and conclusions on the potential specification impact. Following agreements and conclusions were extracted from the chair’s notes [1] and discussion summary from the moderator [2].
	Agreement 

· Type 2 Joint training of the two-sided model at network side and UE side, respectively.

· Note: Joint training includes both simultaneous training and sequential training, in which the pros and cons could be discussed separately

· Note: Sequential training includes starting with UE side training, or starting with NW side training

Agreement

In CSI compression using two-sided model use case, for discussion of training collaboration type 1, 

· Create separate table with separate columns for both known model structure, and unknown model structure separately for NW-sided and UE-sided, respectively.
Agreement

In CSI compression using two-sided model use case, further study the necessity, complexity, overhead, latency and potential specification impact on ground truth CSI report for NW side data collection for model performance monitoring, including:   

· Scalar quantization for ground-truth CSI

· FFS: any processing applied to the ground-truth CSI before scalar quantization

· Codebook-based quantization for ground-truth CSI

· FFS: Parameter set enhancement of existing eType II codebook, based on evaluation results in 9.2.2.1

· RRC signaling and/or L1 signaling procedure to enable fast identification of AI/ML model performance

· Aperiodic/semi-persistent or periodic ground-truth CSI report.

Agreement
In CSI compression using two-sided model use case, for the study of UCI format, consider the legacy CSI reporting principle with CSI Part 1 and Part 2 as a starting point, where Part 1 has a network configured fixed size and Part 2 size is dynamic, determined by information in Part 1.
Agreement
In CSI compression using two-sided model use case, further study the feasibility of at least the following methods to support codebook subset restriction: 

· input-CSI-NW/output-CSI-UE is in angular-delay domain, beam restriction can be based on legacy SD basis vector-based input CSI in angular domain. 

· FFS amplitude restriction

· FFS if input-CSI-NW/output-CSI-UE is in spatial-frequency domain

Agreement

In CSI compression using two-sided model use case, further study the applicability and potential specification impact for CSI configuration and report:  

· For network to indicate CSI reporting related information, gNB can indicate the UE with the one or more of following information: 

· Information indicating CSI payload size

· Information indicating quantization method/granularity.

· Rank restriction

· Other payload related aspects

· For UE determination/reporting of the actual CSI payload size, UE reports related information as configured by the NW.
Agreement

In CSI compression using two-sided model use case, further study feasibility and procedure to align the information that enables the UE to select a CSI generation model(s) compatible with the CSI reconstruction model(s) used by the gNB.


In this contribution, we provide our views of two main sub-use cases within the use case of CSI feedback enhancement with AI/ML, namely CSI feedback compression with two-sided models and CSI prediction.
2      CSI compression with two-sided models
2.1     Training collaboration
In previous RAN1 meeting, the AI/ML model training collaboration types and their spec impacts have been discussed widely by many companies, and have following conclusion:

	Agreement:
In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:

· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.

· Type 2: Joint training of the two-sided model at network side and UE side, respectively.

· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.

· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).

· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW

· Other collaboration types are not excluded. 

Conclusion:
In CSI compression using two-sided model use case, further discuss the pros/cons of different offline training collaboration types including at least the following aspects: 

· Whether model can be kept proprietary 

· Requirements on privacy-sensitive dataset sharing 

· Flexibility to support cell/site/scenario/configuration specific model

· gNB/device specific optimization – i.e., whether hardware-specific optimization of the model is possible, e.g. compilation for the specific hardware

· Model update flexibility after deployment

· feasibility of allowing UE side and NW side to develop/update models separately

· Model performance based on evaluation in 9.2.2.1

· Whether gNB can maintain/store a single/unified model

· Whether UE device can maintain/store a single/unified model

· Extendability: to train new UE-side model compatible with NW-side model in use; Or to train new NW-side model compatible with UE-side model in use 

· Whether training data distribution can be matched to the device that will use the model for inference

· Whether device capability can be considered for model development

· Other aspects are not precluded

· Note: training data collection and dataset/model delivery will be discussed separately 

	Proposed observation 2-1-1: 

In CSI compression using two-sided model use case, the following table capture the pros/cons of different offline training collaboration types:  


    Training types

Characteristics
Type 1

Type 2

Type 3

NW-sided

UE-sided

NW first

 UE first

Whether model can be kept proprietary

No
No
Yes
Yes (Note 3)  
Yes (Note 3)
Whether require privacy-sensitive dataset sharing

No (Note 1)
No
No (Note 1)
No (Note 1)
No (Note 1)
Flexibility to support cell/site/scenario/configuration specific model

Yes
Yes. With assisted information signaling. Less flexible than Type 1-NW side.

Difficult
Semi-flexible

Semi-flexible. with assisted information signaling
Whether gNB/device specific optimization is allowed

Restricted
Restricted
Yes
Yes
Yes
Model update flexibility after deployment
Flexible

(note 4)
Conditional, flexible with assisted information (note 4)
Not flexible

(note 4)
Semi-flexible

Conditional semi-flexible, with assisted information

(note 4)
Feasibility of allowing UE side and NW side to develop/update models separately
Limited

(Note 2)  
Limited 

(Note 2)
Infeasible
Feasible
Feasible
Whether gNB can maintain/store a single/unified model for a CSI report configuration

Yes
No
Pending evaluation in 9.2.2.1
Pending evaluation in 9.2.2.1
Pending evaluation in 9.2.2.1
Whether UE device can maintain/store a single/unified model for a CSI report configuration

No
Yes
Pending evaluation in 9.2.2.1
Pending evaluation in 9.2.2.1
Pending evaluation in 9.2.2.1
Extendibility: to train new UE-side model compatible with NW-side model in use; Or to train new NW-side model compatible with UE-side model in use
Limited  

(Note 2)

Limited

(Note 2)

Limited

Support

Support

Whether training data distribution can match the inference device

Conditional, with assisted information from UE for device specific model. 
Yes

Restricted

Conditional, with assisted information from UE

Yes
Software/hardware compatibility (Whether device capability can be considered for model development)
Yes for device specific model. No for device-agnostic model. 
Yes
Compatible 
Compatible
Compatible
Model performance based on evaluation in 9.2.2.1

Pending evaluation in 9.2.2.1

Pending evaluation in 9.2.2.1

Pending evaluation in 9.2.2.1
Pending evaluation in 9.2.2.1
Pending evaluation in 9.2.2.1
Note 1: Assume high accuracy PMI is not privacy sensitive data. FFS: other information such as channel matrix and assisted information. 

Note 2: For example, after deploying model 1 on the UE side, a new UE model can be obtained by using model 1 as the teacher model and using knowledge distillation method. Model 1 can also refer to a nominal model while the real deployed model can be developed based on the nominal model. 

Note 3: Assume information on model structure is not required to be disclosed in training collaboration type 3. 

Note 4: Flexibility after deployment is evaluated by the amount of offline cross-vendor co-engineering effort. Flexible indicates minimum additional co-engineering between vendors, semi-flexible indicates additional co-engineering effort between vendors.  

Note 5: Yellow highlighted rows are for further discussion.  


Whether model can be kept proprietary
For type 1, joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided, Since the trained model will be transferred/delivered from the training entity to the other side. It is obviously that is hardly to keep proprietary. 
For type 2, joint training of the two-sided model at network side and UE side, respectively. Since the UE part model the Network part model are designed and trained by UE vendor and Network vendor, respectively, model proprietary can be kept and device specific optimization is also allowed.
For type 3, separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively. Model proprietary can be guaranteed as model disclosure or joint development between Network vendor and UE vendor on model structure may not be needed.
Observation 1: For CSI compression using Type 1 training collaboration, the model could not be kept proprietary; for CSI compression using Type 2 and Type 3 training collaboration, the model could be kept proprietary.
Flexibility to support cell/site/scenario/configuration specific model
For type 1, from the perspective of collecting cell/site/scenario/configuration specific data, while both NW and UE are capable of doing it, the collected data at NW side will be more comprehensive than that at UE side, as one UE can only collect data measured by itself but NW can collect data from UEs within one cell. So UE-sided type1 training is less flexible than NW-sided type1 training.

For type 2, for gradient exchange sequential training, as gradient exchange is required during training stage, and the dataset is used in both NW and UE side, we think that it may be difficult to have specific model.
For type 3, for NW first training, Network can flexibly generate the cell/site/scenario/ configuration specific model and deliver cell/site/scenario/configuration specific dataset to UE for training. For UE first training, the dataset collected by UE side may not match the channel characteristics at the Network as the Network vendor may want to perform cell/scenario specific model trainings while the dataset provided by UE vendors may not involve such categorization. Thus, UE first training is not flexible enough to support cell/site/scenario/configuration specific model. Therefore, we could call it semi-flexible to support cell/site/scenario/configuration specific model.
Observation 2: For Type 1 training, NW-sided type1 training is flexible to support cell/site/scenario/configuration specific model; for Type 2 training, it is difficult to support cell/site/scenario/configuration specific model; for Type 3 training, it is semi-flexible to support cell/site/scenario/configuration specific model.
Model update flexibility after deployment
Type 1 training, for NW-sided training, Network can be flexible to retrain/update the models to adapt to channel variations. For UE-sided training, model updating at UE side is less flexible than NW-sided training, since UE is hard to train the model at the UE device due to the limitation of the UE capability and the model would be retrained/updated at UE server. 
Type 2 training, for Joint/Sequential gradient-exchange training, due to the fact that offline engineering to align the gradient-exchange across multiple vendors are required, model update after deployment is clearly not flexible. 
Type 3 training, model update may not be flexible after deployment for the UE first training since the training entity of the UE side would be a non-3GPP entity rather than the UE device due to the limitation of the UE capability while, for NW first training, the gNB can flexibly update of the Network part model.
Observation 3: For Type 1 training, it is flexible to model update after deployment for NW-sided training, for UE-sided training, it is less flexible than NW-sided training; while it is semi-flexible for Type 3 training; for Type 2 training, it is clearly not flexible to model update after deployment.
Whether gNB can maintain/store a single/unified model for a CSI report configuration

Type 1 training, for NW-sided training, Network can train a unified CSI reconstruction model to adapt to multiple CSI generation models from different UE vendors. It avoids the problem of multi-vendor model pairing that network needs to maintain many pairs of UE-network specific models. For UE-sided training, it is obviously that gNB cannot maintain/store a single/unified model since the models from other UE vendors are unseen. 
Type 2/3 training, this issue is still pending since no sufficient observations have been concluded about the feasibility in agenda item 9.2.2.1. Therefore, it’s better to wait for the conclusion in agenda item 9.2.2.1. 
Observation 4: For Type 1 NW-sided training, gNB could maintain/store a single/unified model, while for UE-sided training, gNB could not; for type 2/3 training, it need to wait for the conclusion in agenda item 9.2.2.1.

Whether UE device can maintain/store a single/unified model for a CSI report configuration

Type 1 training, for NW-sided training, it is obviously that UE cannot maintain/store a single/unified model since the models from other gNB vendors are unseen. UE-sided training: UE can train a unified CSI generation model to adapt to multiple CSI reconstruction models from different NW vendors. It avoids the problem of multi-vendor model pairing that UE needs to maintain many pairs of UE-network specific models.

Type 2/3 training, this issue is also pending since no sufficient evaluation results prove the feasibility and it needs further evaluation in agenda item 9.2.2.1. 
Observation 5: For Type 1 NW-sided training, UE device could not maintain/store a single/unified model; for Type 1 UE-sided training, UE device could maintain/store a single/unified model, for type 2/3 training, it need to wait for the conclusion in agenda item 9.2.2.1.

Whether training data distribution can match the inference device

Type 1 training, for NW-sided training, considering the training dataset may be collected from multiple UE vendors, the training data may follow different data distributions due to the hardware variations and different proprietary data processing operations of UE vendors. The training data distribution would mismatch the actual inference data. However, only if NW trains the model with UE specific dataset via some UE assisted information, training data distribution can match the inference device. For UE-sided training, since the training dataset is collected from the specific UE vendor and the data processing operation is known by UE vendor, hence training data distribution can match the actual inference data. 
Type 2 training, for joint/sequential gradient-exchange training, the training dataset should be aligned between Network and UE. More likely, each UE side may use their own dataset and thus the Network have to train its Network part model by the mixed dataset from all UE sides. Therefore, the training data distribution can be matched to both UE and Network side.
Type 3 training, for NW-first training, since the Network may use the dataset mixed from multiple UEs served by the Network, the data distribution of a specific UE can be represented by the distribution of the mixed training dataset which will conduct a generalized model. For UE-first training, training data distribution can be matched to the device that will use the model for inference, since the data processing method can be aligned, which is up to UE implementation.
Observation 6: For Type 1 UE-sided training and Type 3 UE first training, the training data distribution can match the inference device; while for Type 1 NW-sided training and Type 3 NW first training, it needs some assisted information from UE.

Software/hardware compatibility (Whether device capability can be considered for model development)
Type 1 training, for NW-sided training, network can train the UE-specific model which is compatible with the UE capability, while it is only possible for device specific model or some assisted information from UE is needed. For UE-sided training: It certainly satisfies the software/hardware compatibility during model development, since it is up to UE vendor implementation. 
Type 2/3 training, it can avoid the model incompatibility issue and model format misalignment issue due to UE-part model training is performed at UE side and operate the specific optimization method according to its own software/hardware capability.
Observation 7: For Type 2 training, Type 3 training and Type 1 UE-sided training, the software/hardware compatibility could be considered; while for Type 1 NW-sided training, it is conditional with some assisted information from UE.
In summary, the pros and cons of different offline training types are listed in the following Table.
The pros/cons of different offline training collaboration types
	
    Training types

Characteristics
	Type 1
	Type 2
	Type 3

	
	NW-sided
	UE-sided
	Joint/Sequential gradient exchange
	NW first
	 UE first

	Whether model can be kept proprietary
	No
	No
	Yes
	Yes  
	Yes 

	Whether require privacy-sensitive dataset sharing
	No 
	No
	No
	No 
	No

	Flexibility to support cell/site/scenario/configuration specific model
	Yes
	Yes. With assisted information signaling. Less flexible than Type 1-NW side.


	Difficult
	Semi-flexible
	Semi-flexible. With assisted information signaling

	Whether gNB/device specific optimization is allowed
	Restricted
	Restricted
	Yes
	Yes
	Yes

	Model update flexibility after deployment
	Flexible


	Flexible. Less flexible than Type 1-NW side.
	Not flexible


	Semi-flexible


	Semi-flexible. Less flexible than Type 3-NW side.



	Feasibility of allowing UE side and NW side to develop/update models separately
	Limited (Pending evaluation in 9.2.2.1)
 
	Limited (Pending evaluation in 9.2.2.1) 


	Infeasible
	Feasible
	Feasible

	Whether gNB can maintain/store a single/unified model for a CSI report configuration
	Yes
	No
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1

	Whether UE device can maintain/store a single/unified model for a CSI report configuration
	No
	Yes
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1

	Extendibility: to train new UE-side model compatible with NW-side model in use; Or to train new NW-side model compatible with UE-side model in use
	Limited  


	Limited


	Limited
	Support
	Support

	Whether training data distribution can match the inference device
	Conditional, with assisted information from UE 
	Yes
	Restricted
	Conditional, with assisted information from UE
	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	Conditional, with assisted information from UE  
	Yes
	Compatible 
	Compatible
	Compatible

	Model performance based on evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1


2.2     Data collection

Since the AI/ML-based is data-driven, the quality of dataset can significantly contribute to the performance of the AI/ML model in principle. In summary, data collection purpose can be different, including:
· Model offline training 

· Performance monitoring

· Model inference
For data collection schemes, as follows:

· NW side data collection 

· UE side data collection 
In the previous meeting, it has been agreed that data collection in CSI compression will be studied in UE side data collection enhancement and NW side data collection enhancement. The enhancement of CSI-RS has been discussed widely by many companies, of which the necessity almost reaches consensus. However, the latency requirement of different data collection purpose are generally different. And need to further study.
For model training, offline training are generally non real time and the training data collection is triggered in a quite infrequent manner. But enhanced CSI-RS need to be considered specifically for the data collection procedure to generate the dataset with more accurate ground-truth CSI as samples. Then by using the more accurate ground-truth CSI to develop an AI/ML model or improve the existing ones. 
For model monitoring, when the throughput of the UE running a specific UE part/UE side model suddenly degrades, gNB has to fast identity what is the reason of the performance degradation as soon as possible. Thus, real time reporting is necessary. Then gNB can trigger the monitor of the intermediate KPI afterwards. If it is due to the failure of the UE part/UE side model, gNB can disable it immediately; otherwise gNB can preclude the factor of AI/ML and may need to adjust the gNB strategies of scheduling, Fine-tuning can can be performed to adjust the model's parameters and improve its accuracy.
Observation 8: The latency requirement of different data collection purpose is generally different. E.g., model training are generally non real time, real time reporting is necessary for model performance monitoring. 
When model training or monitoring is performed at NW side, UE needs to measure the configured CSI-RS and then report the ground-truth CSI to NW. Besides, the overhead of the ground-truth label transmitted over the air-interface is a huge challenge if the ground-truth CSI is raw channels/eigenvectors. Since model training are generally non real time and the training data collection is triggered in a quite infrequent manner, thus, the ground-truth CSI can be reported by physical layer signalling or in RRC signaling. If the ground-truth CSI is reported by physical layer signaling, legacy CSI feedback framework can be reused. If the ground-truth CSI is reported by RRC signaling, a batch of ground-truth CSI samples can be reported together. For the two schemes, design of signalling for triggering data collection can be different. For RRC-based ground-truth CSI reporting, if supported, new triggering mechanism is needed.
Proposal 1: In CSI compression using two-sided model use case, ground-truth CSI reporting for NW side data collection for model training can be supported by both of physical layer signalling and RRC signalling.
Proposal 2: If RRC-based ground-truth CSI reporting is supported, new triggering mechanism should be needed.
2.3     Model monitoring
The model performance monitoring for CSI compression has been discussed widely by many companies. In this part, we would like to present our understanding of how performance monitoring is done for CSI compression. According to the discussions in previous meeting, following monitoring metrics have been given by companies: 
1) Intermediate KPIs as monitoring metrics (e.g., SGCS); 

2) Eventual KPIs as monitoring metrics (e.g., Throughput, hypothetical BLER, BLER, NACK/ACK); 
3) Input and/or output data drift.
Intermediate KPIs and eventual KPIs has been discussed widely by many companies, of which the necessity almost reaches consensus. However, for input or output data based monitoring, if there is data drift between training dataset and observed dataset, or the distribution of monitored input data is detected that is very different from the distribution of training data, which may result in degraded inference performance. Having that in mind, the distribution of input data would also impact the performance of AI/ML models, thus, the distribution of input data can be further studied and can be used as an assistance information for model switching/selection. However, how the AI/ML performance is reflected by the input/output data distribution, what metrics can be adopted for evaluating the feature of monitored data, and need FFS.
Proposal 3: The input or output data distribution based monitoring can be used as an assistance information for model switching/selection, and what metrics can be adopted for evaluating the feature of monitored data need FFS.
3      CSI prediction with one-sided model

3.1     Training style
Based on the position of training and inference, three types of training collaboration were agreed for CSI compression with two-sided model in RAN1 110. In our views, the AI-based CSI prediction can be further divided into UE-side training case and NW-side training case. UE-side training requires the UE to have capability for training and keep enough computing and storage resources. NW-side training requires the collaborated data collection and model transfer between UE and NW.

Proposal 4: In CSI prediction using one-sided model use case, further study potential specification impact of the following UE-side training case and NW-side training case:
· Case 1:  Both training and inference at UE-side without model transfer

· Case 2: Training at NW-side and inference at UE-side with model transfer, e.g., the model structure, model parameters, etc.
Proposal 5: Further study potential specification impact of the procedure of NW-side training and UE-side training based CSI prediction, including data collection, model transfer, monitoring and adjustments.
3.2     Data collection
The UE need to report the capability of CSI prediction model (processing time, max future predicted time step, etc.) to NW. Furthermore, NW and UE should also need to align their time regarding the time of historical CSI and future CSI prediction. Therefore, more study is needed to understand how to define “time ID” so that the NW and UE can have same understanding of the time for historic CSI measurement and future CSI prediction so that sufficient time can be given to the UE to provide the predicted CSI. 
Proposal 6: For the UE based CSI prediction, potential specification impact including UE capability signalling, NW and UE’s alignment on prediction related time domain configuration information.
For CSI time prediction model training, the collection of CSIs includes two parts, e.g., the collection of historical CSIs and the collection of future CSIs. Whether it is historical CSIs or future CSIs, the continuity and sequential order of CSIs in one sample should be guaranteed, which impacts the storage of CSIs and the reporting mode of CSIs to the NW (if needed). Therefore, CSIs can be reported with “time ID” information.
Proposal 7: Reporting of the CSIs with “time ID” information can be supported so as to guarantee the continuity and sequential order for data collection of historical CSIs or future CSIs.
4      Conclusions
In this contribution, we discuss the general aspects on CSI feedback enhancement based on AI/ML model. Following observations and proposals are made:
Observation 1: For CSI compression using Type 1 training collaboration, the model could not be kept proprietary; for CSI compression using Type 2 and Type 3 training collaboration, the model could be kept proprietary.

Observation 2: For Type 1 training, NW-sided type1 training is flexible to support cell/site/scenario/configuration specific model; for Type 2 training, it is difficult to support cell/site/scenario/configuration specific model; for Type 3 training, it is semi-flexible to support cell/site/scenario/configuration specific model.
Observation 3: For Type 1 training, it is flexible to model update after deployment for NW-sided training, for UE-sided training, it is less flexible than NW-sided training; while it is semi-flexible for Type 3 training; for Type 2 training, it is clearly not flexible to model update after deployment.
Observation 4: For Type 1 NW-sided training, gNB could maintain/store a single/unified model, while for UE-sided training, gNB could not; for type 2/3 training, it need to wait for the conclusion in agenda item 9.2.2.1.
Observation 5: For Type 1 NW-sided training, UE device could not maintain/store a single/unified model; for Type 1 UE-sided training, UE device could maintain/store a single/unified model, for type 2/3 training, it need to wait for the conclusion in agenda item 9.2.2.1.
Observation 6: For Type 1 UE-sided training and Type 3 UE first training, the training data distribution can match the inference device; while for Type 1 NW-sided training and Type 3 NW first training, it needs some assisted information from UE.
Observation 7: For Type 2 training, Type 3 training and Type 1 UE-sided training, the software/hardware compatibility could be considered; while for Type 1 NW-sided training, it is conditional with some assisted information from UE.
Observation 8: The latency requirement of different data collection purpose is generally different. E.g., model training are generally non real time, real time reporting is necessary for model performance monitoring. 
Proposal 1: In CSI compression using two-sided model use case, Ground-truth CSI reporting for NW side data collection for model training can be supported by both of physical layer signalling and RRC signalling.

Proposal 2: For RRC-based ground-truth CSI reporting, new triggering mechanism is needed.
Proposal 3: The input or output data distribution based monitoring can be used as an assistance information for model switching/selection, and what metrics can be adopted for evaluating the feature of monitored data need FFS.
Proposal 4: In CSI prediction using one-sided model use case, further study potential specification impact of the following UE-side training case and NW-side training case:
· Case 1:  Both training and inference at UE-side without model transfer

· Case 2: Training at NW-side and inference at UE-side with model transfer, e.g., the model structure, model parameters, etc.
Proposal 5: Further study potential specification impact of the procedure of NW-side training and UE-side training based CSI prediction, including data collection, model transfer, monitoring and adjustments.
Proposal 6: For the UE based CSI prediction, potential specification impact including UE capability signalling, NW and UE’s alignment on prediction related time domain configuration information.
Proposal 7: Reporting of the CSIs with “time ID” information can be supported so as to guarantee the continuity and sequential order for data collection of historical CSIs or future CSIs.
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