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Introduction
In the previous meetings, RAN1 has made several agreements and working assumptions on the general aspects of AI/ML framework and life cycle management. In this document, we discuss AI/ML framework and different aspects in LCM.
Discussion
Data collection
In the RAN1#113 meeting, the group agreed to study the potential specification impact related to data collection. Additionally, in RAN2#122 meeting, several agreements were reached. We share our view of data collection in the following.
	Agreement
Consider at least the following aspects and if applicable, the corresponding potential specification impact related to data collection:
· Measurement configuration and reporting
· Contents, type and format of data including:
· Data related to model input
· Data related to ground truth 
· Quality of the data
· Other information
· Signaling of assistance information for categorizing the data
· Note: The study should consider the feasibility of disclosure of proprietary information
· Signaling for data collection procedure
· Note 1: Use-case specific details can be studied in respective agenda items
· Note 2: Signaling mechanism details can be studied by appropriate working groups.



The performance of a AI/ML model is highly dependent on the data which it used for different purpose of LCM. These includes model training, model monitoring, model updating/switching. For model training, it would happen infrequently and requires relatively large amount of data. For model monitoring/switching, it happens more frequently and requires only small amount of data. First, in order to achieve well performance, realistic and high-quality data which can totally represent the scenario or situation of the current state plays an important role.
Proposal 1: Select data with the assistant information for model monitoring/switching may be further study.

In some sources, they propose to assign dataset IDs to different datasets. In our view, dataset ID may be useful for several aspects. First, based on the studies, training and applying inference to an AI/ML model across different scenarios may potentially lead to performance degradation. Dataset ID may help to classify the data to different scenarios and avoid this situation. Second, for fast monitoring, only small amount of data can be used. Dataset ID may possibly help to pick the important data. Third, in the case that the fast monitoring happens in the UE-side, the limited storage and power consumption should be taken into account. Depending on the current situation and selecting a proper dataset may be easier to assign by dataset ID. 
Proposal 2: Support to study dataset ID for the purpose of categorizing data.

Discussion on UE power consumption
In previous meetings, RAN1 has discuss decide to further study power consumption as model monitoring KPI in RAN1 #110bis-e meeting and decide to study how to handle the impact of UE’s battery in RAN1 #113 meeting [1]. 

	Agreement
Study performance monitoring approaches, considering the following model monitoring KPIs as general guidance
· Accuracy and relevance (i.e., how well does the given monitoring metric/methods reflect the model and system performance)
· Overhead (e.g., signaling overhead associated with model monitoring)
· Complexity (e.g., computation and memory cost for model monitoring)
· Latency (i.e., timeliness of monitoring result, from model failure to action, given the purpose of model monitoring)
· FFS: Power consumption
· Other KPIs are not precluded.
Note: Relevant KPIs may vary across different model monitoring approaches.
FFS: Discussion of KPIs for other LCM procedures



	Agreement
Study how to handle the impact of UE’s internal conditions such as memory, battery, and other hardware limitations on functionality/model operations and AI/ML-enabled Feature.
Note: it does not preclude any existing solutions.



Power consumption has been discussed in various aspects of AI/ML framework. In the realistic world, the battery limitation of the UE should be take into consideration. Defining the power consumption of an AI/ML model is a major issue. With the measurement of power consumption is defined, we may delve into discussions on how to address the constraints and propose corresponding solutions
Proposal 3: How to define the power consumption of an AI/ML model corresponding to entities may be further study.
Proposal 4: Support adding power consumption as a common KPI for an AI/ML model.

Furthermore, improving the performance of AI/ML method, a significant amount of power consumption is required. However, the current capability of the UE due to power consumption should be considered. Solutions for this situation may be needed. For instance, when the UE’s battery is running low, we may switch to the low power model which requires lower power consumption, albeit resulting in poorer performance.
Proposal 5: Study the mechanism (e.g. model switching) for the case where UE’s capability are dynamically varying

Conclusion
Data collection
Proposal 1: Select data with the assistant information for model monitoring/switching may be further study.
Proposal 2: Support to study dataset ID for the purpose of categorizing data.

Discussion on UE power consumption
Proposal 3: How to define the power consumption of an AI/ML model corresponding to entities may be further study.
Proposal 4: Support adding power consumption as a common KPI for an AI/ML model.
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