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Introduction
In RAN-94 e-meeting, the SI of Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface [1] was approved. The objective can be seen as below: 
Use cases to focus on: 
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels

Note: the selection of use cases for this study solely targets the formulation of a framework to apply AI/ML to the air-interface for these and other use cases. The selection itself does not intend to provide any indication of the prospects of any future normative project. 

AI/ML model, terminology and description to identify common and specific characteristics for framework investigations:
· Characterize the defining stages of AI/ML related algorithms and associated complexity:
· Model generation, e.g., model training (including input/output, pre-/post-process, online/offline as applicable), model validation, model testing, as applicable 
· Inference operation, e.g., input/output, pre-/post-process, as applicable
· Identify various levels of collaboration between UE and gNB pertinent to the selected use cases, e.g., 
· No collaboration: implementation-based only AI/ML algorithms without information exchange [for comparison purposes]
· Various levels of UE/gNB collaboration targeting at separate or joint ML operation. 
· Characterize lifecycle management of AI/ML model: e.g.,  model training, model deployment , model inference, model monitoring, model updating
· Dataset(s) for training, validation, testing, and inference 
· Identify common notation and terminology for AI/ML related functions, procedures and interfaces
· Note: Consider the work done for FS_NR_ENDC_data_collect when appropriate

For the use cases under consideration:

1) Evaluate performance benefits of AI/ML based algorithms for the agreed use cases in the final representative set:
· Methodology based on statistical models (from TR 38.901 and TR 38.857 [positioning]), for link and system level simulations. 
· Extensions of 3GPP evaluation methodology for better suitability to AI/ML based techniques should be considered as needed.
· Whether field data are optionally needed to further assess the performance and robustness in real-world environments should be discussed as part of the study. 
· Need for common assumptions in dataset construction for training, validation and test for the selected use cases. 
· Consider adequate model training strategy, collaboration levels and associated implications
· Consider agreed-upon base AI model(s) for calibration
· AI model description and training methodology used for evaluation should be reported for information and cross-checking purposes
· KPIs: Determine the common KPIs and corresponding requirements for the AI/ML operations. Determine the use-case specific KPIs and benchmarks of the selected use-cases.
· Performance, inference latency and computational complexity of AI/ML based algorithms should be compared to that of a state-of-the-art baseline
· Overhead, power consumption (including computational), memory storage, and hardware requirements (including for given processing delays) associated with enabling respective AI/ML scheme, as well as generalization capability should be considered.

2) Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· PHY layer aspects, e.g., (RAN1)
· Consider aspects related to, e.g., the potential specification of the AI Model lifecycle management, and dataset construction for training, validation and test for the selected use cases
· Use case and collaboration level specific specification impact, such as new signalling, means for training and validation data assistance, assistance information, measurement, and feedback
· Protocol aspects, e.g., (RAN2) - RAN2 only starts the work after there is sufficient progress on the use case study in RAN1 
·  Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference),  and management of data and AI/ML model, per RAN1 input 
· Collaboration level specific specification impact per use case 
· Interoperability and testability aspects, e.g., (RAN4) - RAN4 only starts the work after there is sufficient progress on use case study in RAN1 and RAN2
· Requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable
· Consider the need and implications for AI/ML processing capabilities definition

Note 1: specific AI/ML models are not expected to be specified and are left to implementation. User data privacy needs to be preserved.
Note 2: The study on AI/ML for air interface is based on the current RAN architecture and new interfaces shall not be introduced.
This contribution focus on the discussion of sub use case and potential specification impacts of AI/ML for beam management.  
Sub use case priority
According to the SID, the sub use case for beam management include beam prediction in spatial domain and beam prediction in time domain. And the agreement archived in RAN1-109 e-meeting [2] can be seen as below.
Agreement
For AI/ML-based beam management, support BM-Case1 and BM-Case2 for characterization and baseline performance evaluations
· BM-Case1: Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams
· BM-Case2: Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams
· FFS: details of BM-Case1 and BM-Case2
· FFS: other sub use cases
Note: For BM-Case1 and BM-Case2, Beams in Set A and Set B can be in the same Frequency Range
The following conclusion is archived in RAN1-110b e-meeting [4]
Conclusion 
For AI/ML based beam management, RAN1 has no consensus to support on studying any other sub use case in addition to BM-Case1 and BM-Case2
Note: this conclusion is independent of the discussion on the alternatives of AI/ML model inputs for BM-Case1 and BM-Case2

While in spatial domain, the principle can be seen in Figure 1. It means that UE only measures a subset of beam pairs for input to the AI model, and obtain quality of all beam pairs or only the Top-K beam pairs by the output of the AI model. Thus the reference signal overhead, the measurement complexity and latency can be reduced. 
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Figure 1, Principle of AI based beam prediction in spatial domain
While in time domain, the principle can be seen in Figure 2. It means that the best beam at time T+m can be predicted by AI based on the history information. And the history information may include the beam information in last N periods. And the beam information may contain the quality of the all Tx beams in each period. But this sub use case also includes two schemes. The scheme 1 (Figure 3) is that the periodicity for history measurement instance is same as that of future time instance. For example, there are N+M short periods in a large period, and in each large period, UE performs beam measurement and reports in the first N short periods and predicts best beams in other M periods. The reference signal overhead and UE side measurement complexity can be reduced in the other M periods. The scheme 2 (Figure 4) is that the periodicity for history measurement instance is larger than that of future time instance. For example, UE only perform beam measurement and report with a long history period, and based on the beam information of N long history periods, the best K beams can be predicted for the (N+1)th long period, and the  (N+1)th long period can be divided into M+1 short periods. The beam selection accuracy can be improved in the (N+1)th long period. Based on the analysis above, reference signal overhead and beam selection latency can be reduced by AI based beam prediction in time domain. 
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Figure 2, Principle of AI based beam prediction in time domain
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Figure 3, Scheme 1 of AI based beam prediction in time domain
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Figure 4, Scheme 2 of AI based beam prediction in time domain
Specification impact on AI model input/output 
Spatial domain beam prediction 
According to RAN1-109 e-meeting [2], RAN1-110 meeting [3] and RAN1-111 meeting [5], the following agreements on spatial domain beam prediction are archived.
Agreement 
For the sub use case BM-Case1, consider both Alt.1 and Alt.2 for further study:
· Alt.1: AI/ML inference at NW side
· Alt.2: AI/ML inference at UE side
Agreement 
For the sub use case BM-Case1, support the following alternatives for further study:
· Alt.1: Set A and Set B are different (Set B is NOT a subset of Set A)
· Alt.2: Set B is a subset of Set A
· Note1: Set A is for DL beam prediction and Set B is for DL beam measurement.
· Note2: The beam patterns of Set A and Set B can be clarified by the companies.

Agreement
Regarding the sub use case BM-Case1 and BM-Case2, study the following alternatives for AI/ML output:
· Alt.1: Tx and/or Rx Beam ID(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams 
· E.g., N predicted beams can be the top-N predicted beams
· Alt.2: Tx and/or Rx Beam ID(s) of the N predicted DL Tx and/or Rx beams and  other information
· FFS: other information (e.g., probability for the beam to be the best beam, the associated confidence, beam application time/dwelling time, Predicted Beam failure) 
· E.g., N predicted beams can be the top-N predicted beams
· Alt.3: Tx and/or Rx Beam angle(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams
· E.g., N predicted beams can be the top-N predicted beams
· FFS: details of Beam angle(s)
· FFS: how to select the N DL Tx and/or Rx beams (e.g., L1-RSRP higher than a threshold, a sum probability of being the best beams higher than a threshold, RSRP corresponding to the expected Tx and/or Rx beam direction(s))
· Note1: It is up to companies to provide other alternative(s) 
· Note2: Beam ID is only used for discussion purpose
· Note3: All the outputs are “nominal” and only for discussion purpose
· Note4: Values of N is up to each company. 
· Note5: All of the outputs in the above alternatives may vary based on whether the AI/ML model inference is at UE side or gNB side.
· Note 6: The Top-N beam IDs might have been derived via post-processing of the ML-model output

Agreement
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study potential specification impact on the following L1 reporting enhancement for AI/ML model inference
· UE to report the measurement results of more than 4 beams in one reporting instance
· Other L1 reporting enhancements can be considered

According to RAN1-112 [7] meeting, the following agreements are archived.
Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study potential specification impact of AI model inference from the following additional aspects on top of previous agreements: 
· Indication of the associated Set A from network to UE, e.g., association/mapping of beams within Set A and beams within Set B if applicable
· Beam indication from network for UE reception
· Note: The second bullet may or may not have additional specification impact (e.g., legacy mechanism may be reused).

Conclusion
Regarding the explicit assistance information from UE to network for NW-side AI/ML model, RAN1 has no consensus to support the following information
· UE location
· UE moving direction
· UE Rx beam shape/direction
Conclusion
Regarding the explicit assistance information from network to UE for UE-side AI/ML model, RAN1 has no consensus to support the following information
· NW-side beam shape information
· E.g., 3dB beamwidth, beam boresight directions, beam shape, Tx beam angle, etc.
· Note: Other information (e.g., relative information) of Tx beam(s) preserving sensitive proprietary information is a separate discussion 
· e.g., some information following the same principle of Rel-17 positioning agreement

For inference, we support either at gNB side or at UE side. As for the set A and set B, we prefer to consider set B is a subset of set A with high priority. First, set B is a subset of set A, thus there will be some measured beam pairs with only a part of predicted beam pairs. If set B and set A is different, all beam pairs need to be predicted. In this case, the beam prediction accuracy will be reduced. Second, as for data set collection, only one beam pattern is needed, i.e., narrow beam with set B is a subset of set A. if set B and set A is different, both wide beam pattern and narrow beam pattern will be needed. Which will increase reference signal overhead and overhead for data set collection. 
While for the AI model input, we evaluated the performance of Alt 1 and Alt 4 in [3] for spatial domain beam prediction. Based on our evaluation results, we can see scheme 2 and scheme 3 can obtain more performance gain than that of scheme 1. The detail of each scheme can be seen as below:
· Scheme 1: Random selection of beam pairs for L1-RSRP input;
· Select 64 beam pairs randomly and input their L1-RSRP to AI model for beam prediction. 
· Scheme 2: Random selection of beam pairs for L1-RSRP and beam ID input;
· Select 64 beam pairs randomly and input their L1-RSRP and beam ID to AI model for beam prediction. 	
· Scheme 3: Always select 64 beam pairs with same beam pair IDs for L1-RSRP input;
· Select 64 beam pairs with same beam pair IDs and input their L1-RSRP to AI model for beam prediction. 	
The more input information of scheme 2 compared to scheme 1 is the beam pair ID, based on which the beam prediction accuracy is improved. It means that if scheme 2 is adopted, beam pair ID of each L1-RSRP should be input to the AI model. Thus, if AI model inference is conducted at UE side, gNB need to indicate the Tx beam information of each RS to UE. If AI model inference is conducted at gNB side, UE need to indicate the Rx beam information for each RS ID and L1-RSRP pair. In addition to beam ID, we also support assistance information such as Tx and/or Rx beam shape information in Alt 2. 
Proposal 1: Support L1-RSRP and beam (pair) ID as AI/ML model input with high priority for variable set B.
Proposal 2: For spatial domain beam pair prediction, consider to report Rx beam information, including Rx beam ID of UE to gNB for gNB side inference.
But for Alt 3, it needs to define a new measurement quantity which will introduce much more additional workload compared to exist L1-RSRP. Thus we prefer to consider it with low priority.
According to RAN1-113 [8] meeting, the following agreements are archived.
Agreement
For BM-Case1 and BM-Case2, study necessity, benefit(s) and potential specification impact from the following additional aspects for AI model inference:
· How to perform beam indication of beams in Set A not in Set B  
· Note: the legacy mechanism may be sufficient
For Tx/Rx beam pair prediction at gNB side, it is possible that some beams of the Top-K predicted beams are not measured by UE for AI model input. Thus UE doesn’t know the Tx beam ID since it is not included in set B. In this case, how does gNB to indicate the Tx beam ID to UE? In fact, the target that gNB indicates the Tx beam ID to UE is to let UE know which Rx beam will be used to perform reception. So if it is Tx/Rx beam pair prediction, it means gNB can predict the Rx beam, gNB can indicate the Rx beam ID instead of Tx beam ID to UE.    
Proposal 3: For beam indication of Tx beam being not measured by UE, gNB can indicate the Rx beam ID instead of Tx beam ID to UE in the case of Tx/ Rx beam pair prediction at gNB side.
In addition, the following agreement were archived in RAN1-110b e-meeting:
Agreement 
· For DL Tx beam prediction, the definition of Top-1 genie-aided Tx beam considers the following options 
· Option A, the Top-1 genie-aided Tx beam is the Tx beam that results in the largest L1-RSRP over all Tx and Rx beams
· Option B, the Top-1 genie-aided Tx beam is the Tx beam that results in the largest L1-RSRP over all Tx beams with specific Rx beam(s)
· FFS on specific Rx beam(s)
· Note: specific Rx beams are subset of all Rx beams
Agreement 
· For DL Tx-Rx beam pair prediction, the definition of Top-1 genie-aided Tx-Rx beam pair considers the following options:
· Option A: The Tx-Rx beam pair that results in the largest L1-RSRP over all Tx and Rx beams
· Option B: The Tx-Rx beam pair that results in the largest L1-RSRP over all Tx over all Tx beams with specific Rx beam(s)
· FFS on specific Rx beam(s)
· Note: specific Rx beams are subset of all Rx beams
From the evaluation results, we also can find that the scheme 3 provides the best performance since the input of schemes 3 is the L1-RSRP with a group of fixed beam pairs. It means that if scheme 3 is adopted, the beam pair ID of the L1-RSRP for input to the AI model should be fixed. While for the gNB Tx beam, it is easy for fixed Tx beam since gNB can only transmit RS for beam measurement with only fixed 2 or 4 Tx beams. But for Rx beam at UE side, the Rx beam information should be indicated to realize the fixed beam pair ID. 
Proposal 4: For the case of Tx beam or TxRx beam pair inference with specific Rx, support to indicate Rx beam information to UE for obtaining L1-RSRP input to AI/ML model.
In addition, since different UE may have different capability on the number of Rx beam, it is needed to discuss that whether a common AI model or separate AI models will be trained for different number of Rx beam at UE side. If different AI model is trained for different number of Rx beam, whether the AI model for Rx beam number M can be used for UE with Rx beam number N or not when M < N? It also need to be studied and some potential specification impact on indication of Rx beam number of AI model will be introduced. As evaluated by our contribution [6], we can find that the AI model trained by a large number of Rx beam can provide good generalization capability for inference with less Rx beams
Proposal 5: Consider a common AI model for UE with different number of Rx beam.
Both RS ID and L1-RSRP can be reported by L1 beam report in legacy system. And for UE side AI/ML model, it also provides benefits such as RS overhead reduction with additional Rx beam prediction. Thus, we prefer to support Tx and/or Rx Beam ID(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams as the AI/ML model output with high priority.
Proposal 6: Support Tx and/or Rx Beam ID(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams as the AI/ML model output with high priority.
In last RAN-1-110b e-meeting, the enhancement on L1-beam report for BM case 1 was discussed and the following agreement was archived.
Agreement
For BM-Case1 with a UE-side AI/ML model, study the potential specification impact of L1 signaling to report the following information of AI/ML model inference to NW 
· The beam(s) that is based on the output of AI/ML model inference
· FFS: Predicted L1-RSRP corresponding to the beam(s)
· FFS: other information

In last RAN-1-112 meeting [7], the enhancement on L1-beam report for BM case 1 and BM case 2was discussed and the following agreement was archived.
Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the necessity, feasibility and the potential specification impact (if needed) of the following information reported from UE to network: 
· Predicted L1-RSRP(s) corresponding to the DL Tx beam(s) or beam pair(s)
· Whether/how to differentiate predicted L1-RSRP and measured L1-RSRP
· Confidence/probability information related to the output of AI/ML model inference (e.g., predicted beams)
· FFS: Definition/content of confidence/probability information
· Note: At least the performance and spec impact should be considered

The controversial point is whether to report the predicted L1-RSRP or not. From our point of view, we support to consider L1-RSRP as AI/ML model output based on our evaluation results in [6] since the difference between the ideal L1-RSRP and the predicted L1-RSRP is lower than 0.5 dB. Thus we support to report the predicted L1-RSRP to gNB for reference.
But it is possible that the L1-RSRP for some of the Top-K beams are measured L1-RSRP, if some of them are beams in set B. in order to provide more information to gNB, UE can indicate which L1-RSRP is obtained by measurement and which L1-RSRP is obtained by AI/ML model output.
Proposal 7: Support to report predicted L1-RSRP in the L1-beam report with an indication to let gNB know which L1-RSRP is a predicted L1-RSRP.
Temporal beam prediction 
According to RAN1-109 e-meeting [2] and RAN1-110 meeting [3], the following agreements on temporal beam prediction are archived.
Agreement 
For the sub use case BM-Case2, consider both Alt.1 and Alt.2 for further study:
· Alt.1: AI/ML inference at NW side
· Alt.2: AI/ML inference at UE side
Agreement
Regarding the sub use case BM-Case2, the measurement results of K (K>=1) latest measurement instances are used for AI/ML model input:
· The value of K is up to companies
Agreement 
Regarding the sub use case BM-Case2, AI/ML model output should be F predictions for F future time instances, where each prediction is for each time instance. 
· At least F = 1
· The other value(s) of F is up to companies
Agreement
For the sub use case BM-Case2, further study the following alternatives:
· Alt.1: Set A and Set B are different (Set B is NOT a subset of Set A)
· Alt.2: Set B is a subset of Set A (Set A and Set B are not the same)
· Alt.3: Set A and Set B are the same
· Note1: The beam pattern of Set A and Set B can be clarified by the companies.
Agreement
For the data collection for AI/ML model training (if supported), study the following aspects as a starting point for potential necessary specification impact:
· Signaling/configuration/measurement/report for data collection, e.g., signaling aspects related to assistance information (if supported), Reference signals
· Content/type of the collected data
Agreement 
In order to facilitate the AI/ML model inference, study the following aspects as a starting point:
· Enhanced or new configurations/UE reporting/UE measurement, e.g., Enhanced or new beam measurement and/or beam reporting
· Enhanced or new signaling for measurement configuration/triggering
· Signaling of assistance information (if applicable)
· Other aspect(s) is not precluded
The following agreement were archived in RAN1-110b e-meeting:
Agreement
For BM-Case2 with a UE-side AI/ML model, study the potential specification impact   of L1 signaling to report the following information of AI/ML model inference to NW
· The beam(s) of N future time instance(s) that is based on the output of AI/ML model inference
· FFS: value of N
· FFS: Predicted L1-RSRP corresponding to the beam(s)
· Information about the timestamp corresponding the reported beam(s)
· FFS: explicit or implicit
· FFS: other information
The following agreement were archived in RAN1-113 meeting:
Agreement
For BM-Case2, study necessity, benefit(s) and potential specification impact from the following additional aspects for AI model inference:
· Reporting information about measurements of multiple past time instances in one reporting instance for BM-Case2 
· Note: only applicable to network-side AI/ML model
· Note: The potential performance gains of measurement reporting should be justified by considering UCI payload overhead

For inference, we support either at gNB side or at UE side. As for the set A and set B, we prefer to consider set B and set A are the same set, in this case, the beam prediction accuracy will be high. But there will be problem for gNB side inference. Since in existed beam measurement report, without group based beam report, at most 4 beams are reported at each instance. But if only 4 beams are input to the AI model, the beam prediction accuracy will be not acceptable. Thus it is necessary to increase the maximum number of beams in each beam report.
In addition, for temporal beam prediction, it is necessary to discuss how to report the predicted beam in future time instance for UE side inference. There are two alternatives. Alt 1 is to report the predicted beam in each future time instance independently. Alt 2 is to report the predicted beam in future time instance(s) and the measurement beams in the last measurement instance together. With Alt 2, the latency can be reduced but the enhancement on beam measurement report should be considered to include beam results of more than one time instance. In addition, for L1-RSRP report of more than one time instance, it is also need to discuss whether to report one absolute value for each time instance or only report one absolute value for all time instances. 
Proposal 8: Consider one absolute L1-RSRP for each time instance or one absolute L1-RSRP for all time instance in one beam report including beam reports of more than one time instance for BM-case 2.
In addition, if beam information for more than one time instance can be reported by one beam report, which side decide the number/ periodicity of the time instance?  If the AI/ML model is trained by UE, it is much likely that it is UE to report the number/ periodicity of the time instance. Else, it is gNB to indicate the number/ periodicity of the time instance together with the configuration of parameters of the AI/ML model.
Proposal 9: Consider UE to report the number/ periodicity of the time instance in beam report for BM-case 2.
AI model performance monitoring
According to RAN1-110 meeting [3] and RAN1-111 meeting [5], the following agreements on model monitoring are archived.
Agreement
Regarding the model monitoring for BM-Case1 and BM-Case2, to investigate specification impacts from the following aspects
· Performance metric(s)
· Benchmark/reference for the performance comparison
· Signaling/configuration/measurement/report for model monitoring, e.g., signaling aspects related to assistance information (if supported), Reference signals
· Other aspect(s) is not precluded
Agreement
Regarding NW-side model monitoring for a network-side AI/ML model of BM-Case1 and BM-Case2, study the necessity and the potential specification impacts from the following aspects:
·  UE reporting of beam measurement(s) based on a set of beams indicated by gNB 
· Signaling, e.g., RRC-based, L1-based
· Note: Performance and UE complexity, power consumption should be considered
As for AI model performance monitoring, the simplest method is that compare the predicted best K beams with the real best K beams. And in order to obtain the real best K beams, take spatial domain beam prediction as an example, gNB need to transmit reference signals with all Tx beams and UE need to measure all reference signals with all Rx beams. It means gNB need to transmit all beams in set A periodically, semi-persistently or non-periodically for performance monitoring.
UE side inference  
For UE-side AI/ML model, the following agreement was archived in RAN1-110b e-meeting.
Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the following alternatives for model monitoring with potential down-selection: 
· Atl1. UE-side Model monitoring
· UE monitors the performance metric(s) 
· UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
· Atl2. NW-side Model monitoring
· NW monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
· Alt3. Hybrid model monitoring
· UE monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation

For UE-side AI/ML model, the following agreement was archived in RAN1-112 meeting [7].
Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding NW-side performance monitoring, study the following aspects as a starting point including the study of necessity: 
· Configuration/Signaling from gNB to UE for measurement and/or reporting
· UE reporting to NW (e.g., for the calculation of performance metric) 
· Indication from NW for UE to do LCM operations 
· Other aspect(s) is not precluded
· Note1: At least the performance and reporting overhead of model monitoring mechanism should be considered
Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding UE-side performance monitoring, study the following aspects as a starting point including the study of necessity and feasibility: 
· Indication/request/report from UE to gNB for performance monitoring 
· Note: The indication/request/report may be not needed in some case(s)
· Configuration/Signaling from gNB to UE for performance monitoring
· Other aspect(s) is not precluded

For UE-side AI/ML model, the following agreement was archived in RAN1-113 meeting.
Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding performance monitoring, study potential spec impact(s) from the following aspects in addition to those included in previous agreements: 
· Configuration/Signalling from gNB to UE for measurement and/or reporting
· UE calculates performance metric(s), either reports it to NW or reports an event to NW based on the performance metric(s) 
· FFS: definition of an event and the performance metric(s) used to identify it
· Indication from NW for UE to do LCM operations 

Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding performance monitoring, study the necessity and potential spec impact(s) of the mechanism that facilitate UE to detect whether the functionality/model is suitable or no longer suitable. 

For Alt 1, UE makes decision based on performance metric monitoring. But after the decision, it is necessary to report to the gNB since there will be some beam measurement reconfiguration with model selection/activation/ deactivation/switching/fallback operation.
Proposal 10: For UE-side AI/ML model with UE-side model monitoring, support UE to indicate the decision to NW.
For Alt 2, based on NW monitors the performance metric, there will be two alternatives for performance metric calculation. Option 1 is UE calculates the performance metric and report to gNB. Option 2 is gNB calculates the performance metric based on UE reporting the beams of predicted Top-K beams and the beams of genie-aided Top-K beams to gNB. In addition, the genie-aided L1-RSRP and the predicted L1-RSRP of Top-K predicted beams also need to be reported if predicted L1-RSRP is the output of the AI model. Option 1 is much more preferred considering the report signaling overhead.
For Alt 3, based on UE monitors performance metrics, but when to report the metric to gNB is an important issue. One straightforward way is to support an event-triggered report. It means that if the performance metric is lower than a threshold, UE will report the metric to the gNB. In this case, the threshold can be configured by gNB. Or support periodical report triggered and stopped by gNB. 
Proposal 11: For UE-side AI/ML model with NW-side and hybrid model monitoring, support an event-triggered report of performance metric from UE based on a threshold configured by gNB.
For AI/ML model performance monitoring, the following agreement was archived in RAN1-112 meeting [7].
Agreement 
Regarding the performance metric(s) of AI/ML model monitoring for BM-Case1 and BM-Case2, study the following alternatives (including feasibility/necessity) with potential down-selection:
· Alt.1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
· Alt.2: Link quality related KPIs, e.g., throughput, L1-RSRP, L1-SINR, hypothetical BLER
· Alt.3: Performance metric based on input/output data distribution of AI/ML 
· Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP 
· Other alternatives are not precluded
· Note: At least the performance and spec impact should be considered
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Figure 5, performance monitoring for spatial domain beam prediction at UE side
While for UE-side AI/ML model, both UE initiated and gNB initiated performance monitoring can be further studied. For UE initiated case, UE can send request to gNB for measurement configuration for performance monitoring. And the request can be indicated through RA procedure or scheduling request. For gNB initiated case, gNB can trigger the performance monitoring by explicit or implicit signaling. For implicit signaling, it can be the measurement configuration for performance monitoring. For explicit signaling, it can be DL MAC CE or DCI.
Proposal 12: For UE-side AI/ML model, UE-side initiated performance monitoring based on RA or SR can be considered, and NW-side initiated performance monitoring based on measurement configuration via RRC can be considered.
gNB side inference 
For NW-side AI/ML model, the following agreement was archived in RAN1-110b e-meeting.
Agreement
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the NW-side model monitoring:
· NW monitors the performance metric(s) and makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
Agreement
Regarding NW-side model monitoring for a network-side AI/ML model of BM-Case1 and BM-Case2, study the potential specification impacts from the following aspects
·  Beam measurement and report for model monitoring
· Note: This may or may not have specification impact.
While for gNB side inference, when gNB transit all beams in set A, UE need to measure all beam pairs. In addition to report the measurement results of set B for gNB side inference, the real best K beams also need to be reported to gNB for AI model performance monitoring. Then gNB evaluate the performance of AI model by comparing the predicted best K beams and reported real best K beams based on the threshold of beam prediction accuracy related KPIs noted above. If gNB detects the performance of AI model is not acceptable, it can deactivate the AI model or switch to a new AI model.
Proposal 13: For NW-side model monitoring for network-side AI/ML model, support to report both set B and set C, where set B will be used as network-side AI/ML model input, and set C consists of Top-K beams by UE’s measurement of set A. 
Since it is NW-side AI/ML model, when to trigger the performance monitoring will be triggered by gNB. How to trigger the performance monitoring and request UE to report the measurements for performance monitoring? It can be triggered explicitly or implicitly. For example, gNB can configure the beam measurement configuration for performance monitoring to trigger it implicitly. Or gNB can configure the beam measurement configuration first and then trigger the performance monitoring report by MAC CE or DCI or the report can be triggered by an event. For example, with the measurement configuration for performance monitoring, UE can obtain the best beams via measurement and compare the best beams with the indicated TCI state from gNB. If the indicated TCI state is not the one of the best beams for more than N times or in a predefined time duration, the report for performance monitoring can be triggered.
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Figure 5, performance monitoring for spatial domain beam prediction at gNB side
Proposal 14: For NW-side model monitoring for network-side AI/ML model, support an event-triggered report based on comparing the indicated TCI state and the best beams obtained by measurements. 
Data collection for AI model training
For data collection for AI/ML model training at UE side and NW side, the following agreement was archived in RAN1-111 and RAN1-112b-e [9] meeting.
Agreement
Regarding the data collection for AI/ML model training at UE side, study the potential specification impact considering the following additional aspects.
· Whether and how to initiate data collection 
· Configurations, e.g., configuration related to set A and/or Set B, information on association/mapping of Set A and Set B
· Assistance information from Network to UE (If supported)
· Other aspect(s) is not precluded
Agreement
Regarding the data collection at UE side for UE-side AI/ML model, study the potential specification impact of UE reporting to network from the following aspect
· Supported/preferred configurations of DL RS transmission 
· Other aspect(s) is not precluded
Agreement
Regarding the data collection at UE side for UE-side AI/ML model, study the potential specification impact (if any) to initiate/trigger data collection from RAN1 point of view by considering the following options as a starting point 
· Option 1: data collection initiated/triggered by configuration from NW 
· Option 2: request from UE for data collection 
· FFS: details
Agreement
Regarding data collection for NW-side AI/ML model, study the following options (including the combination of options) for the contents of collected data, 
· Opt.1: M1 L1-RSRPs (corresponding to M1 beams) with the indication of beams (beam pairs) based on the measurement corresponding to a beam set, where M1 can be larger than 4, if applicable
· FFS: the range of M1
· Opt.2: M2 L1-RSRPs (corresponding to M2 beams) based on the measurement corresponding to a beam set, where M2 can be larger than 4, if applicable
· FFS: the range of M2
· Opt.3: M3 beam (beam pair) indices based on the measurement corresponding to a beam set, where M3 can be larger than 4, if applicable
· FFS: the range of M3
· FFS: How to select the M1/M2/M3 beam(s) or beam pair(s)
· Note: Overhead, UE complexity and power consumption should be considered for the above options
Agreement
Regarding data collection for NW-side AI/ML model, study necessity, benefits and beam-management-specific potential specification impact from RAN1 point of view on the following additional aspects 
· Mechanism related to the reporting
· Additional information for content of the reporting
· FFS:  Information associated with or configured for the reported data samples, e.g., timestamps, SNR, data quality, etc.
· Reporting overhead reduction
· Note1: non-3GPP based solution is a separate issue. 
· Note2: The framework corresponding to higher layer(s) are up to the associated WG(s)
· Note 3: Overhead, UE complexity and power consumption should be considered 

For data collection for AI/ML model training at UE side and NW side, the following agreement was archived in RAN1-113 meeting.
Agreement
Regarding data collection for BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the benefits, necessity and potential specification impact of the following aspect on top of those we have agreed in previous meeting:
· Assistance information from NW to UE for UE data collection for categorizing the data for the purpose of differentiating characteristics of data
· The assistance information should preserve privacy/proprietary information.
For UE side model training, there is no related report. the data collection can be requested by UE and initiated by gNB’s configuration of set A and/or set B. UE can indicate the requested data size and the relationship between set B and set A in the request. If set B is a subset of set A or set B is equal to set A, gNB can configure set A only and indicate the relationship of set B and set A. for example, indicate which RSs in set A belong to set B. If set B is different from set A, gNB need to configure both set A and set B. And also the relationship on beam shapes between set A and set B can be included in the assistance information.
Proposal 15: For data collection for AI/ML model training at UE side, support gNB indicating the relationship between set B and set A.
While for NW side model training, since there are different relationships between set B and set A. And also there are different alternatives for AI model output, e.g., L1-RSRP of all beams(pairs) or Top-K beams(pairs) ID. The possible combinations are listed in the following 4 cases. And for different combinations the content of the collected data will be different, which can be seen in the Table 1.
· Case 1: set B is different from set A & output is L1-RSRP of all beam (pairs) 
· Case 2: set B is a subset of set A (or set B= set A) & output is L1-RSRP of all beam (pairs) 
· Case 3: set B is different from set A & output is Top K beam (pairs) ID 
· Case 4: set B is a subset of set A (or set B= set A) & output is Top K beam (pairs) ID 
Table 1, model input and Label for different cases
	Case 
	Model input
	Label

	Case 1
	L1-RSRP of set B (Rx beam/beam pair ID)
	L1-RSRP of set A (Rx beam/beam pair ID)

	Case 2
	Reuse Label
	

	Case 3
	L1-RSRP of set B (Rx beam/beam pair ID)
	Top K beam (pairs) ID

	Case 4
	
	


Since the data size for model training will be larger than beam report. It is better to report it by RRC or CG grant PUSCH. And also it is better to support more than one data sample in one report, e.g., define a time window for each report or determine the time window for each report based on the time domain resource for measurement report. as for the trigger of the start of the data collection and the stop of it, it can also be indicated by gNB explicitly or implicitly. For example, gNB can trigger the start of data collection by measurement configuration. While for the mechanism of stop the data collection, the possible one is to configure a number of semi-persistent report. 
Proposal 16: For data collection of NW-side AI/ML model, support to define a time window for each report to include more than one data sample and configure a number of report to stop the data collection.
Functionality based identification for UE side model 
Granularity for functionality identification
In the agenda of AI framework, functionality based and model based performance monitoring was discussed. And the following agreements were archived in RAN1-112 meeting[7] and RAN1-113 meeting [8].
Agreement
· [bookmark: _Hlk128571991][bookmark: _Hlk128566307]AI/ML-enabled Feature refers to a Feature where AI/ML may be used. 
[bookmark: _Hlk128566429]Agreement
· For functionality identification, there may be either one or more than one Functionalities defined within an AI/ML-enabled feature.
Agreement: 
For UE-side models and UE-part of two-sided models:
· For AI/ML functionality identification
· Reuse legacy 3GPP framework of Features as a starting point for discussion.
· UE indicates supported functionalities/functionality for a given sub-use-case.
· UE capability reporting is taken as starting point.
· For AI/ML model identification 
· Models are identified by model ID at the Network. UE indicates supported AI/ML models.
· In functionality-based LCM
· Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). 
· Models may not be identified at the Network, and UE may perform model-level LCM.
· Study whether and how much awareness/interaction NW should have about model-level LCM
· In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 

Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the necessity and potential BM-specific conditions/additional conditions for functionality(ies) and/or model(s) at least from the following aspects:
· information regarding model inference 
· Set A / Set B configuration
· performance monitoring
· data collection
· assistance information
For the use case of AI based beam management, BM Case 1 and BM Case 2 can be considered as different feature. And for each case, UE indicates the supported functionalities.
Proposal 17: BM Case 1 and BM Case 2 can be considered as different feature.
For example, for BM case 1, UE indicates supported functionalities. And different functionality can be identified with different application condition. From our point of view, for different relationship between set B and set A, it is better to define different functionality. It means that for set B is a subset of set A, and for set B is different from set A, different functionality can be defined. But within a same relationship between set B and set A, for example, for the functionality of set B is a subset of set A, it is possible to define a common functionality with different set B/ set A, different scenarios (Uma, Umi, or indoor), different ISD, different UE distribution. Since UE can support one or more models for each functionality and switch between different models by UE implementation in the case of more models. While for BM case 2, as same as BM case 1, for the different relationships between set B and set A, different functionally can be defined. 
Proposal 18: Different functionality can be defined for different relationship between set B and set A.
· Alt.1: Set A and Set B are different (Set B is NOT a subset of Set A)
· Alt.2: Set B is a subset of Set A (Set A and Set B are not the same)
· Alt.3: Set A and Set B are the same (for BM Case 2 only)

In addition for BM case 2, since different number of predicted future time instance will need different pattern of reference signals for beam measurement, UE also need to indicate the number of supported predicted future time instance. 
Proposal 19: UE need to indicate the number of supported predicted future time instance.
And for different repeat window, i.e., one is to predict future time instance outside the measurement periodicity and the other one is to predict future time instance within the measurement periodicity, different functionality need to be defined since different repeat window will introduce different RS pattern transmission by gNB. And for different UE speed, it is not necessary to define different functionality since UE can support one or more model for different UE speed with a common functionality.
Proposal 20: Different functionality can be defined for different repeat window for BM Case 2.
Assistance information for model management within a functionality 
Since it is possible to support multiple models for one functionality and UE can switch between different models by UE implementation, it is better to provide some assistance information from gNB to help UE to select a more suitable model. For example, for each functionality, there are different models for Uma, Umi and indoor deployment, UE can select a suitable model by itself. But it needs to know which deployment is for the serving cell. It means gNB needs to provide such information. In addition to information of deployment scenario, there are some other information including ISD, beam codebook information, UE distribution ratio, etc.
Proposal 21: Study assistance information from gNB to UE for model switching between different models within a same functionality. E.g.,
· Deployment scenario
· ISD
· Beam codebook
Draft reply LS on data collection to RAN2
As for the LS on data collection from RAN2, this part would like to provide the draft reply on Part B from the aspect of beam management use case.Part B: Aspects of data collection that require RAN1 feedback/inputs
To facilitate the discussion on data collection in RAN2 for further progress, RAN2 would like RAN1 to provide feedback/inputs on the following essential aspects:
· Data content
· Typical data size (value or value range) of the identified data content
· Reporting type (e.g., periodic, event triggered, other) of the identified data content
· Typical latency requirement (value or value range) to transfer the identified data content
RAN2 would require RAN1 feedback/inputs on the data collection requirements per LCM purpose (i.e., model training, inference and monitoring) for each (sub)use case, and the LCM sidedness should also be considered. Besides, RAN2 would also like to know to what extent the data would / should be specified (in detail).

· Data content
· NW side model 
· Model inference 
· With data of one or multiple time instance for model input
· Opt 1: M1 L1-RSRP + indication of beams (beam pairs) (if set C > set B, set B is the input set, set C is the measurement set) or
· Opt 2: M2 L1-RSRP (if set C= set B)
· Additional information, e.g, timestamps for BM Case 2
· Model monitoring 
· With data of one or multiple time instance for model label 
· Opt 1: M1 L1-RSRPs with the indication of beams (beam pairs) or
· Opt 2: M2 L1-RSRP (i.e., set A) or 
· Opt 3: M3 best beam (beam pair) ID
· With data of one or multiple time instance for model input 
· Opt 1: M1 L1-RSRP + indication of beams (beam pairs) (if set C > set B, set B is the input set, set C is the measurement set) or 
· Opt 2: M2 L1-RSRP (if set C= set B)
· Additional information, e.g, timestamps for BM Case 2, SNR, data quality
· Model training 
· With data of one or multiple time instance for model label 
· Opt 1: M1 L1-RSRPs with the indication of beams (beam pairs) or
· Opt 2: M2 L1-RSRP (i.e., set A) or 
· Opt 3: M3 best beam (beam pair) ID
· With data of one or multiple time instance for model input 
· Opt 1: M1 L1-RSRP + indication of beams (beam pairs) (if set C > set B, set B is the input set, set C is the measurement set) or 
· Opt 2: M2 L1-RSRP (if set C= set B)
· Additional information, e.g, timestamps for BM Case 2, SNR, data quality

· UE side model
· Model monitoring 
· NW-side/hybrid monitoring
· Data for the calculation of performance metric
· With data of one or multiple time instance from model output
· Opt 1: M1 L1-RSRPs with the indication of beams (beam pairs) or
· Opt 2: M2 L1-RSRP (i.e., set A) or 
· Opt 3: M3 best beam (beam pair) ID
· With data of one or multiple time instance for model label
· Opt 1: M1 L1-RSRPs with the indication of beams (beam pairs) or
· Opt 2: M2 L1-RSRP (i.e., set A) or 
· Opt 3: M3 best beam (beam pair) ID
· Or Performance metric or event
· Additional information, e.g, timestamps for BM case 2, SINR, data quality.
· Typical data size (value or value range) of the identified data content
· It is not decided since the value of M1/M2/M3, the quantization granularity, the number of data sample in one report is not clear now. 
· Reporting type (e.g., periodic, event triggered, other) of the identified data content
· It is not decided, maybe both will be considered.
· Typical latency requirement (value or value range) to transfer the identified data content
· It is not discussed.

Proposal 22: draft reply LS on data collection to RAN2 for Part B from aspect of beam management use case as bellow:
· Data content
· NW side model 
· Model inference 
· With data of one or multiple time instance for model input
· Opt 1: M1 L1-RSRP + indication of beams (beam pairs) (if set C > set B, set B is the input set, set C is the measurement set) or
· Opt 2: M2 L1-RSRP (if set C= set B)
· Additional information, e.g, timestamps for BM Case 2
· Model monitoring 
· With data of one or multiple time instance for model label 
· Opt 1: M1 L1-RSRPs with the indication of beams (beam pairs) or
· Opt 2: M2 L1-RSRP (i.e., set A) or 
· Opt 3: M3 best beam (beam pair) ID
· With data of one or multiple time instance for model input 
· Opt 1: M1 L1-RSRP + indication of beams (beam pairs) (if set C > set B, set B is the input set, set C is the measurement set) or 
· Opt 2: M2 L1-RSRP (if set C= set B)
· Additional information, e.g, timestamps for BM Case 2, SNR, data quality
· Model training 
· With data of one or multiple time instance for model label 
· Opt 1: M1 L1-RSRPs with the indication of beams (beam pairs) or
· Opt 2: M2 L1-RSRP (i.e., set A) or 
· Opt 3: M3 best beam (beam pair) ID
· With data of one or multiple time instance for model input 
· Opt 1: M1 L1-RSRP + indication of beams (beam pairs) (if set C > set B, set B is the input set, set C is the measurement set) or 
· Opt 2: M2 L1-RSRP (if set C= set B)
· Additional information, e.g, timestamps for BM Case 2, SNR, data quality

· UE side model
· Model monitoring 
· NW-side/hybrid monitoring
· Data for the calculation of performance metric
· With data of one or multiple time instance from model output
· Opt 1: M1 L1-RSRPs with the indication of beams (beam pairs) or
· Opt 2: M2 L1-RSRP (i.e., set A) or 
· Opt 3: M3 best beam (beam pair) ID
· With data of one or multiple time instance for model label
· Opt 1: M1 L1-RSRPs with the indication of beams (beam pairs) or
· Opt 2: M2 L1-RSRP (i.e., set A) or 
· Opt 3: M3 best beam (beam pair) ID
· Or Performance metric or event
· Additional information, e.g, timestamps for BM case 2, SINR, data quality.
· Typical data size (value or value range) of the identified data content
· It is not decided since the value of M1/M2/M3, the quantization granularity, the number of data sample in one report is not clear now. 
· Reporting type (e.g., periodic, event triggered, other) of the identified data content
· It is not decided, maybe both will be considered.
· Typical latency requirement (value or value range) to transfer the identified data content
· It is not discussed.

Conclusion
In this contribution, we discuss about the sub use case and potential specification impacts of AI/ML for beam management. Based on above discusses, we provide the following proposals.
Proposal 1: Support L1-RSRP and beam (pair) ID as AI/ML model input with high priority for variable set B.
Proposal 2: For spatial domain beam pair prediction, study to report Rx beam information, including Rx beam ID of UE to gNB for gNB side inference.
Proposal 3: For beam indication of Tx beam being not measured by UE, gNB can indicate the Rx beam ID instead of Tx beam ID to UE in the case of Tx/ Rx beam pair prediction at gNB side.
Proposal 4: For the case of Tx beam or TxRx beam pair inference with specific Rx, support to indicate Rx beam information to UE for obtaining L1-RSRP input to AI/ML model.
Proposal 5: Consider a common AI model for UE with different number of Rx beam.
Proposal 6: Support Tx and/or Rx Beam ID(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams as the AI/ML model output with high priority.
Proposal 7: Support to report predicted L1-RSRP in the L1-beam report with an indication to let gNB know which L1-RSRP is a predicted L1-RSRP.
Proposal 8: Consider one absolute L1-RSRP for each time instance or one absolute L1-RSRP for all time instance in one beam report including beam reports of more than one time instance for BM-case 2.
Proposal 9: Consider UE to report the number/ periodicity of the time instance in beam report for BM-case 2.
Proposal 10: For UE-side AI/ML model with UE-side model monitoring, support UE to indicate the decision to NW.
Proposal 11: For UE-side AI/ML model with NW-side and hybrid model monitoring, support an event-triggered report of performance metric from UE based on a threshold configured by gNB.
Proposal 12: For UE-side AI/ML model, UE-side initiated performance monitoring based on RA or SR can be considered, and NW-side initiated performance monitoring based on measurement configuration via RRC can be considered.
Proposal 13: For NW-side model monitoring for network-side AI/ML model, support to report both set B and set C, where set B will be used as network-side AI/ML model input, and set C consists of Top-K beams by UE measurement of set A. 
Proposal 14: For NW-side model monitoring for network-side AI/ML model, support an event-triggered report based on comparing the indicated TCI state and the best beams obtained by measurements. 
Proposal 15: For data collection for AI/ML model training at UE side, support gNB indicating the relationship between set B and set A.
Proposal 16: For data collection of NW-side AI/ML model, support to define a time window for each report to include more than one data sample and configure a number of report to stop the data collection.
Proposal 17: BM Case 1 and BM Case 2 can be considered as different feature.
Proposal 18: Different functionality can be defined for different relationship between set B and set A.
· Alt.1: Set A and Set B are different (Set B is NOT a subset of Set A)
· Alt.2: Set B is a subset of Set A (Set A and Set B are not the same)
· Alt.3: Set A and Set B are the same (for BM Case 2 only)
Proposal 19: UE need to indicate the number of supported predicted future time instance.
Proposal 20: Different functionality can be defined for different repeat window for BM Case 2.
Proposal 21: Study assistance information from gNB to UE for model switching between different models within a same functionality. E.g.,
· Deployment scenario
· ISD
· Beam codebook
Proposal 22: draft reply LS on data collection to RAN2 for Part B from aspect of beam management use case as bellow:
· Data content
· NW side model 
· Model inference 
· With data of one or multiple time instance for model input
· Opt 1: M1 L1-RSRP + indication of beams (beam pairs) (if set C > set B, set B is the input set, set C is the measurement set) or
· Opt 2: M2 L1-RSRP (if set C= set B)
· Additional information, e.g, timestamps for BM Case 2
· Model monitoring 
· With data of one or multiple time instance for model label 
· Opt 1: M1 L1-RSRPs with the indication of beams (beam pairs) or
· Opt 2: M2 L1-RSRP (i.e., set A) or 
· Opt 3: M3 best beam (beam pair) ID
· With data of one or multiple time instance for model input 
· Opt 1: M1 L1-RSRP + indication of beams (beam pairs) (if set C > set B, set B is the input set, set C is the measurement set) or 
· Opt 2: M2 L1-RSRP (if set C= set B)
· Additional information, e.g, timestamps for BM Case 2, SNR, data quality
· Model training 
· With data of one or multiple time instance for model label 
· Opt 1: M1 L1-RSRPs with the indication of beams (beam pairs) or
· Opt 2: M2 L1-RSRP (i.e., set A) or 
· Opt 3: M3 best beam (beam pair) ID
· With data of one or multiple time instance for model input 
· Opt 1: M1 L1-RSRP + indication of beams (beam pairs) (if set C > set B, set B is the input set, set C is the measurement set) or 
· Opt 2: M2 L1-RSRP (if set C= set B)
· Additional information, e.g, timestamps for BM Case 2, SNR, data quality

· UE side model
· Model monitoring 
· NW-side/hybrid monitoring
· Data for the calculation of performance metric
· With data of one or multiple time instance from model output
· Opt 1: M1 L1-RSRPs with the indication of beams (beam pairs) or
· Opt 2: M2 L1-RSRP (i.e., set A) or 
· Opt 3: M3 best beam (beam pair) ID
· With data of one or multiple time instance for model label
· Opt 1: M1 L1-RSRPs with the indication of beams (beam pairs) or
· Opt 2: M2 L1-RSRP (i.e., set A) or 
· Opt 3: M3 best beam (beam pair) ID
· Or Performance metric or event
· Additional information, e.g, timestamps for BM case 2, SINR, data quality.
· Typical data size (value or value range) of the identified data content
· It is not decided since the value of M1/M2/M3, the quantization granularity, the number of data sample in one report is not clear now. 
· Reporting type (e.g., periodic, event triggered, other) of the identified data content
· It is not decided, maybe both will be considered.
· Typical latency requirement (value or value range) to transfer the identified data content
· It is not discussed.
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