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Introduction
In this contribution, the remained issues on potential specification impact on AI/ML based CSI compression feedback with two-sided model and time domain CSI prediction are respectively discussed. 
Remained issues on specification impact for CSI compression feedback with two-sided AI/ML model 
AI/ML model training collaboration type
In RAN1#113 meeting, the pros and cons of type 2 and type 3 were summarised by FL through offline discussion, as shown in Table 1. There are some remained issues on them to be discussed. In addition, the pros and cons of type 1 have not been sufficiently discussed. In this subsection, these remained issues are respectively discussed.
Table 1： The pros and cons of Type 2 and type 3
	[bookmark: _Hlk138960631]	      Training types
Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential
	NW first
	 UE first

	Whether model can be kept proprietary 
	FFS
	FFS
	FFS 
	FFS

	Whether require privacy-sensitive dataset sharing
	No (Note 1)
	No (Note1)
	No (Note 1)
	No (Note 1)

	Flexibility to support cell/site/scenario/configuration specific model
	More difficult than type 3
	FFS 
	Semi-flexible.
	Semi-flexible. With assisted information signaling

	Whether gNB/device specific optimization is allowed
	Yes
	Yes
	Yes
	Yes

	Model update flexibility after deployment (note 3)
	Not flexible
	FFS
	Semi-flexible
	FFS

	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	FFS
	Feasible
	Feasible

	Whether gNB can maintain/store a single/unified model over different UE vendors [for a CSI report configuration]
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Yes
(Note 4)
	Pending evaluation in 9.2.2.1 (Note 5)

	Whether UE device can maintain/store a single/unified model over different NW vendors [for a CSI report configuration]
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Yes per camped cell. 
Generalization over multiple NW pending 9.2.2.1
(Note 5)
	Yes
(Note 4)

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	FFS
	FFS
	FFS
	FFS

	Extendibility: To train new NW-side model compatible with UE-side model in use
	FFS
	FFS
	FFS
	FFS

	Whether training data distribution can match the inference device
	FFS
	FFS
	FFS
	FFS

	Software/hardware compatibility (Whether device capability can be considered for model development)
	Compatible 
	Compatible
	Compatible
	Compatible

	Model performance based on evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1


Note 1: Assume precoding matrix is not privacy sensitive data. FFS: other information such as channel matrix and assisted information. 
Note 2: Assume information on model structure disclosed in training collaboration does not reveal proprietary information 
Note 3: Flexibility after deployment is evaluated by the amount of offline cross-vendor co-engineering effort. Flexible indicates minimum additional co-engineering between vendors, semi-flexible indicates additional co-engineering effort between vendors.  
Note 4: Under the assumption that the vendor training first has engineering freedom to design its own model, the condition follows naturally. [To understand the effects of long-term evolution of the AI/ML model in the eco-system, further studies are needed].
Note 5: Additional assistance signalling may be needed. Once the first side has done training, a model defines a mapping between latent space codeword and CSI, i.e., implicitly defining a codebook. If multiple vendors are part in the first-side training, those multiple models may represent multiple codebooks. For the second side to train a unified model, it would require assistance information to ensure that a unified model compresses/decompresses according to the correct codebook.
Note 6: The need for matching the inference device in training can be limited, when mixing datasets from different device Types are used.
Remained issue on the pros and cons of type 2 and type 3
· Whether model can be kept proprietary
For type 2, forward propagation and/or back propagation gradient are delivered from one side to the other side during model training. Model structure is not need to disclose the other side. From this perspective, model proprietary can be kept no matter the model is trained by using simultaneous or sequential method for type 2. For type 3, the training dataset needs to share the other side. Similarly, the model structure is not disclosed the other side, either. Therefore, model proprietary can also be kept for type 3.
· Flexibility to support cell/site/scenario/configuration specific model
Assume one UE is moving from a cell to another cell. Different cells may require to apply different models for the user. For separating training, UE needs to retrain the CSI generation model, which will increase more co-engineering effort. For type 2, it will also need to retrain CSI generation model and/or CSI reconstruction model. Compared with type 1 for which model retraining is not needed, both type 2 and type 3 are not enough flexible.  
· Model update flexibility after deployment (note 3)
For sequential method of type 2, it also includes NW first or UE first. If model at NW side is firstly updated, then UE can sequentially update their models, which is similar to NW first of type 3. If model at UE side is firstly updated, the model at NW side will be sequentially updated. This may require the CSI generation model of other users in the NW are sequentially updated, such that a lot of co-engineering efforts are needed. Thus, it is not flexible for UE first of Type 2 with sequential training. There are similar issues for UE first of type 3. 
· Feasibility of allowing UE side and NW side to develop/update models separately
Since the CSI generation model at UE side and CSI reconstruction model at NW side can be sequentially trained or updated for type 2 with sequential, the model at UE side and NW side can be developed or updated separately. Hence, it is feasible to allowing UE side and NW side to develop/update their models separately for type 2 with sequential.
· Extendibility: to train new UE-side model compatible with NW-side model in use;
For simultaneous method of type 2, both CSI generation model at UE side and CSI reconstruction model at NW side are simultaneously updated, so that the pair model can be compatible. Since the updated NW-side model is not the same with the NW-side in use, from this perspective, the trained new UE-side model is not compatible with NW-side model in use.  However, for sequential method of type 2, the model at NW can be fixed during updating UE-side model. Thus, the trained new UE-side model can be compatible with NW-side. For type 3, the extendibility of NW first is same to sequential method of type 2 due to similarly training method which both of them can ensure the NW-side model in use can be fixed. For UE-first of type 3, the model at NW needs to be updated due to the update of model at UE side. This leads the updated UE-side model is not compatible with original model at NW side. For the extendibility on training new NW-side model compatible with UE-side model in use, the discussion is similar with the extendibility on training new UE-side model compatible with NW-side model in use.
· Whether training data distribution can match the inference device
For NW-first of type 3, NW does not know the input format of UE-side model during model training, the training data distribution may not match the inference device. In order to address the issue, UE can indicate the input format to NW. For UE-first of type 3, UE knows the input format of UE-side model. But network knows the input format of network-side model based on the reporting of UE. Thus, the training data distribution can match the inference device for UE-first training of type3 if the input format of network-side model can be reported through assistance information.
For type 2, the training data distribution can match the inference device no matter the model is trained through simultaneous method or sequential method, since UE-side model and NW-side model are respectively trained at the corresponding device. This means that both UE side and NW side have known their input-format of model.

Discussion on the pros and cons of type 1
· Whether model can be kept proprietary
In our view, if the trained model is transferred or delivered the other side, the model proprietary will not be kept.  From this perspective, model cannot be kept proprietary for NW side type 1 and UE side type 1. However, if the model at UE side is trained at neutral site and is delivered in a transparent way, the model is not disclosed to other side. For such case, we think model proprietary can be kept.
· Whether require privacy-sensitive dataset sharing
Training model needs a lot training dataset. The type of dataset can be precoding matrix or raw channel matrix. Assume both precoding matrix and channel matrix are not privacy data. Type 1 does not require privacy sensitive dataset sharing.
· Flexibility to support cell/site/scenario/configuration specific model
NW side can collect dataset from different users in a cell, scenario or configuration. Then, NW can flexibly train cell/scenario/configuration specific model for type 1 training at network side. But, UE is not easy to collect such abundant datasets. It needs more co-engineering efforts to train cell/scenario/configuration specific model. For type 1 training at UE/NW neutral site, the dataset of cell/scenario/configuration specific can also be collected at neutral site. Hence, it is flexible to support cell/site/scenario/configuration specific model for type 1 training at neutral site.  
· Whether gNB/device specific optimization is allowed
If the other side does not know model structure of the opposite side, it is hard to implement device specific optimization. Accordingly, UE or gNB can compile the received model from the opposite side if one side knows the model structure of the other side before delivering model, such that the compiled model is device specific optimization. However, even though NW does not know the model structure of UE, the device specific model can also be obtained if the received model can be retrained at UE side. 
· Model update flexibility after deployment (note 3)
Since type 1 is a joint training at one side, model can be delivered from one side to the other side once model update is needed. It does not require much co-engineering efforts to deliver a new model. So, it is flexible to update model after deployment. If the received model needs to retrained at UE side, model update can be semi-flexibility due to requiring more co-engineering efforts.
· Feasibility of allowing UE side and NW side to develop/update models separately
Different from type 2 and type 3, both mode at UE side and model at NW side are jointly trained at one side. Once the model at UE side is updated, the model at NW side is updated as well due to compatible requirement for two side model. Thus, it is not feasible to develop/update models separately. But, if the model can be retrained at UE side, it is feasible that UE side and NW side to update model separately.
· Whether gNB can maintain/store a single/unified model over different UE vendors for a CSI report configuration
If gNB does not know model structure at UE side, gNB may train a unified CSI generation model and CSI reconstrue model at gNB side. But, if gNB has known the model structure, the trained CSI generation model may be different for different UE vendor due to using different model structure for them. It is possible that a unify CSI reconstruction model is trained. Similarly, if the CSI generation model is retrained at UE side, it is impossible to train a unified CSI generation model. For model training at NW neutral site, a unified model can be trained. However, a unified model may be not trained at UE neutral site, since different UE neutral sit may train different CSI generation models or CSI reconstruction model. For UE-side type 1, it is impossible for gNB to maintain/store a unified two-side model due to difference between UE vendors. 
· Whether UE device can maintain/store a single/unified model over different NW vendors for a CSI report configuration
The analysis of this question is similar to whether gNB can maintain/store a single/unified model over different UE vendors for a CSI report configuration.
· Extendibility: to train new UE-side model compatible with NW-side model in use
For UE side type 1, the CSI generation model can be independently updated during training two-side model. While the NW-side model in use is not updated during training. Then, it is feasible to train new UE-side model compatible with NW-side model in use. For NW side type 1 with model retraining at UE side, it is possible that to train new UE-side model compatible with NW-side model in use. Otherwise, it is impossible to train new UE-side model compatible with NW-side model in use for NW side type 1.
· Extendibility: To train new NW-side model compatible with UE-side model in use
The analysis of this question is similar to extendibility on training new UE-side model compatible with NW-side model in use.
· Whether training data distribution can match the inference device
If one side knows the model structure of the opposite side, the input format of model during model training for the opposite side can also be known by one side. This makes the training data distribution can match the inference device. Otherwise, it cannot guarantee that training data distribution match the inference data. But model structure information or input data format of model can be reported to gNB or UE through assistance information transmission, it can also guarantee that the training data distribution can match the inference device.
· Software/hardware compatibility (Whether device capability can be considered for model development)
If one side that implementing joint training has known model structure at one side, the software/hardware compatibility can be considered for model development. Otherwise, one side cannot consider software/hardware compatibility due to not knowing the model structure at the other side. However, if UE can retrain the receive model, software/hardware can also be compatible after model development. For type 1 training at UE/NW neutral site, device capability cannot be considered if the neutral site does not know software/hardware compatibility of UE or NW side.
Proposal 1: The pros and cons of collaboration training type 1, type 2 and type 3 are respectively provided in Table 3 and Table 2.
Table 2： The pros and cons of type 2 and type 3
		      Training types
Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential
	NW first
	 UE first

	Whether model can be kept proprietary 
	Yes
	Yes
	Yes
	Yes

	Whether require privacy-sensitive dataset sharing
	No (Note 1)
	No (Note1)
	No (Note 1)
	No (Note 1)

	Flexibility to support cell/site/scenario/configuration specific model
	Not flexible
	Not flexible
	Semi-flexible.
	Semi-flexible. With assisted information signalling

	Whether gNB/device specific optimization is allowed
	Yes
	Yes
	Yes
	Yes

	Model update flexibility after deployment (note 3)
	Not flexible
	Semi-flexible (NW first)
Not flexible (UE first)
	Semi-flexible
	Not flexible

	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	Feasible
	Feasible
	Feasible

	Whether gNB can maintain/store a single/unified model over different UE vendors [for a CSI report configuration]
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Yes
(Note 4)
	Pending evaluation in 9.2.2.1 (Note 5)

	Whether UE device can maintain/store a single/unified model over different NW vendors [for a CSI report configuration]
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Yes per camped cell. 
Generalization over multiple NW pending 9.2.2.1
(Note 5)
	Yes
(Note 4)

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	No
	Yes
	Yes
	NO

	Extendibility: To train new NW-side model compatible with UE-side model in use
	No
	Yes
	No
	Yes

	Whether training data distribution can match the inference device
	Yes
	Yes
	Conditional, with assisted information from UE
	Conditional, with assisted information from UE

	Software/hardware compatibility (Whether device capability can be considered for model development)
	Compatible 
	Compatible
	Compatible
	Compatible

	Model performance based on evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1


Note 1: Assume precoding matrix is not privacy sensitive data. FFS: other information such as channel matrix and assisted information. 
Note 2: Assume information on model structure disclosed in training collaboration does not reveal prioprotiy information 
Note 3: Flexibility after deployment is evaluated by the amount of offline cross-vendor co-engineering effort. Flexible indicates minimum additional co-engineering between vendors, semi-flexible indicates additional co-engineering effort between vendors.  
Note 4: Under the assumption that the vendor training first has engineering freedom to design its own model, the condition follows naturally. [To understand the effects of long-term evolution of the AI/ML model in the eco-system, further studies are needed].
Note 5: Additional assistance signaling may be needed. Once the first side has done training, a model defines a mapping between latent space codeword and CSI, i.e., implicitly defining a codebook. If multiple vendors are part in the first-side training, those multiple models may represent multiple codebooks. For the second side to train a unified model, it would require assistance information to ensure that a unified model compresses/decompresses according to the correct codebook.
Note 6: The need for matching the inference device in training can be limited, when mixing datasets from different device Types are used.
Table 3： The pros and cons of Type 1
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Characteristics
	NW side type 1
	type 1 training at UE/NW neutral site with 3GPP transparent model delivery to UE and NW respectively 
	UE side type 1

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at UE followed by retraining at UE side
	
	Unknown model structure at NW
	Known model structure at NW

	Whether model can be kept proprietary 
	No
	No
	No
	Yes
	No
	No

	Whether require privacy-sensitive dataset sharing
	No
	No
	No
	No
	No
	No

	Flexibility to support cell/site/scenario/configuration specific model
	Yes
	Yes
	Yes
	Yes
	Semi-flexibility
	Semi-flexibility

	Whether gNB/device specific optimization is allowed
	No
	Yes (UE can compile the model)
	Yes
	No
	No
	Yes (gNB can compile the model)

	Model update flexibility after deployment (note 3)
	Yes
	Yes
	Semi-flexibility
	Yes
	Yes
	Yes

	Feasibility of allowing UE side and NW side to develop/update models separately
	No
	No
	Yes
	No
	No
	No

	Whether gNB can maintain/store a single/unified model over different UE vendors [for a CSI report configuration]
	Yes 
	Yes (CSI reconstruction model)
	Yes(CSI reconstruction model)
	Yes (NW neutral site)
	No
	No

	Whether UE device can maintain/store a single/unified model over different NW vendors [for a CSI report configuration]
	No
	No
	No
	Yes (CSI generation model)
	Yes
	Yes (CSI generation model)

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	No
	No
	Yes
	No
	Yes
	Yes

	Extendibility: To train new NW-side model compatible with UE-side model in use
	Yes
	Yes
	No
	No
	No
	No

	Whether training data distribution can match the inference device
	Conditional, with assisted information from UE
	Yes
	Yes
	Conditional, with assisted information from UE
	Conditional, with assisted information from UE
	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	No
	Yes 
	Yes
	No
	No
	Yes 


Note1: Type 1 training at UE/NW neutral site with 3GPP transparent model delivery to UE and NW respectively: UE side report its CSI generation model structure to the training entity (UE/NW/neutral site), NW side report its CSI reconstruction model structure to the training entity (UE/NW/neutral site). The training entity is responsible to train the end-to-end model, and delivery the respective part to the UE side and NW side using 3GPP transparent method.   
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]Note2: Unknown model structure at UE followed by retraining at UE side: For example, after deploying model 1 on the UE side, a new UE model can be obtained by using model 1 as the teacher model and using knowledge distillation method. Model 1 can also refer to a nominal model while the real deployed model can be developed based on the nominal model. 
Remained issues on data collection 
It has discussed and agreed to study the necessity, feasibility and potential specification impact of UE side or NW side dataset collection enhancement. The collected dataset is used to train two-side model or monitor model performance. For training type 3, UE side or NW side needs to collect training dataset of CSI generation model or training dataset of CSI reconstruction model. How to collect training dataset for type 3 has not been agreed. In this subsection, we discuss the potential specification impact of training dataset collection for type 3.
For UE first training type 3, CSI reconstruction model training dataset needs to be delivered from UE side to NW side. The training dataset can be delivered via 3GPP transparent way or air interface. Note that there is no specification impact if dataset is delivered in 3GPP transparent way. If dataset is transferred through air interface, the type of dataset needs to defined. E.g., whether dataset type is precoding matrix or raw channel matrix. It also needs to study how to deliver the dataset. As discussed on ground-truth dataset reporting, scalar or codebook-based method can be adopted to report the training dataset. 
For NW first training type 3, CSI generation model training dataset needs to be delivered from NW side to UE side. Similarly, the corresponding data set format or type needs to be defined, and the potential dataset delivery methods are required to study as well.
Proposal 2: The potential specification impact on training dataset delivery methods, dataset format or type need to study for collaboration training type 3.
Remained issues on CSI configuration and reporting
It has agreed to study the potential specification impact on related CSI configuration and CSI reporting. There are some remained issues on CSI reporting priority and CSI omission to be discussed. In this subsection, these remained issues are respectively discussed.
CSI reporting priority rule
When multiple CSI reports are sent to gNB, it will incur CSI collision, which results some CSI reports dropped. In current specification, CSI reporting is dropped through the predefined priority rule, and the rule is defined through the expression . Each CSI report is associated with a priority value . The smaller value , the higher priority CSI reports. 
AI/ML-based CSI compress feedback or beam management just instead of legacy CSI feedback or beam reporting through AI model inference. From this perspective, it is straightforward to legacy priority rule is reused for determining the priority of CSI reporting. However, once legacy CSI reporting and AI/ML-based CSI reporting are transmitted to gNB through different CSI reports. CSI collision may occur. For such case, how to drop them needs to be addressed. In our view, the following two methods can be considered to determine the priority of AI/ML-based CSI feedback.
· Alt1: A priority value  with new parameter value
· Alt2:  Introducing new parameter 
For Alt1, it is straightforward to determine the priority of AI/ML-based CSI feedback. For example, k=0 and k=1 respectively denotes L1-RSRP or L1-SINR reporting and other than L1-RSRP or L1-SINR reporting. In order to denote the priority of AI/ML-based CSI compression feedback, k can set to 0, 1 and 2, where k=0 still denotes L1-RSRP or L1-SINR reporting, let k=1 denote the AI/ML-based CSI compression reporting, and k=2 denote other than L1-RSRP or L1-SINR reporting and AI/ML-based CSI compression reporting.
For Alt2, a new parameter  is introduced to denotes AI/ML-based CSI compression reporting. E.g., = .  denotes the number of AI/ML-based CSI reporting, =0 denotes the AI/ML-based beam reporting, =1 denotes AI/ML based CSI reporting other than AI/ML-based beam reporting. Both alternatives can be adopted to determine the priority of AI/ML-based CSI reporting.
Proposal 3: The legacy priority rule can be reused to define the priority the AI/ML based CSI reporting, and a priority value  with new parameter value or introducing new parameter   is used to indicate the priority of CSI reporting.
CSI omission
When there is no enough uplink resource for transmitting all contents in a CSI reporting, CSI omission will occur. I.e., partial contents in the CSI reporting will omitted. However, if some important CSI parts are dropped, it will result significant performance loss. In order to address this issue, CSI Part 2 for eType II codebook are divided into three groups. According to discussion on UCI design in subsection 2.4.2, CSI reporting based on AI/ML model can include two parts or only one part. In our view, the CSI Part 2 for two parts and only one part can also be divided into N>1 groups to implement CSI omission. Different from eType II codebook, AI/ML-based CSI compression feedback may not include non-zero coefficients and SD basis, FD basis, indication information of non-zero coefficients, and so on. There are mainly compressed quantization information for AI/ML based CSI compression.  The question is how to divide the compressed quantization information into N groups. 
According to discussion in AI 9.2.2.1, for the two-sided AI/ML model, it includes layer-common model, layer-specific model, rank-common model and rank-specific. For different models, the length or contents are different as well. Before discussing CSI omission, which types of model adopted should be firstly determined. 
Proposal 4: The compressed quantization information is divided into N>1 groups for CSI omission, where the values N and how to divide into N groups needs to further study.
Remained issue on performance monitoring
In [2]-[3], the following agreements on performance monitoring was identified. According to the agreements, model performance monitoring could be implemented at NW-side and UE-side. For UE-side model performance monitoring, it has agreed that UE-side monitoring can be based on the output of the CSI reconstruction model, and NW may configure a threshold criterion to facilitate UE to perform model monitoring. The remained issues are how to deliver the output of the CSI reconstruction model, i.e., output-CSI-UE, and configure the threshold for UE-side monitoring.
	Agreement
In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact for intermediate KPIs based monitoring including at least:
· NW-side monitoring based on the target CSI with realistic channel estimation associated to the CSI report, reported by the UE or obtained from the UE-side. 
· UE-side monitoring based on the output of the CSI reconstruction model, subject to the aligned format, associated to the CSI report, indicated by the NW or obtained from the network side.
· Network may configure a threshold criterion to facilitate UE to perform model monitoring. 
· UE-side monitoring based on the output of the CSI reconstruction model at the UE-side
· Note: CSI reconstruction model at the UE-side can be the same or different comparing to the actual CSI reconstruction model used at the NW-side. 
· Network may configure a threshold criterion to facilitate UE to perform model monitoring. 
· FFS: Other solutions, e.g., UE-side uses a model that directly outputs intermediate KPI. Network-side monitoring based on target CSI measured via SRS from the UE.
Note: Monitoring approaches not based on intermediate KPI are not precluded
Note: the study of intermediate KPIs based monitoring should take into account the monitoring reliability (accuracy), overhead, complexity, and latency.

[bookmark: _Hlk134970950]Agreement
In CSI compression using two-sided model use case, for NW-side monitoring, further study the necessity, feasibility and potential specification impact to enable performance monitoring using an existing CSI feedback scheme as the reference.
· [bookmark: _Hlk134970942]The association between AI/ML scheme and existing CSI feedback scheme for monitoring
· Note: The metric for monitoring and comparison includes intermediate KPI and eventual KPI.
· Other aspects are not precluded.

Agreement
In CSI compression using two-sided model use case, for UE-side monitoring, further study potential specification impact on triggering and means for reporting the monitoring metrics, including periodic/semi-persistent and aperiodic reporting, and other reporting initiated from UE.


For UE-side performance monitoring based on output-CSI-UE transmission from gNB to UE, the following issues needs to be studied.
· Issue 1: The procedures of output-CSI-UE transmission
Output-CSI-UE transmission can be initiated by UE if UE wants to monitor model performance. Then, UE will send signalling to require gNB transmits output -CSI-UE. The other way is that gNB indicates UE to implement performance monitoring and transmit output-CSI-UE to UE. UE will monitor model performance based on received indication signalling and output-CSI-UE. The time-domain behaviour of indicating UE implementing performance monitoring can be periodic, semi-persistent or aperiodic. 
· Issue2: The method of output-CSI-UE transmission
Output-CSI-UE can be indicated to UE in an implicit or explicit method. The explicit method is that output-CSI-UE is transmitted to UE from gNB after output-CSI-UE quantization. The quantization method can reuse the approach of ground-truth CSI reporting, i.e., scalar quantization or codebook-based quantization. The implicit method is that output-CSI-UE is transmitted through beamforming CSI-RS. Assume output-CSI-UE is precoding matrix. Output-CSI-UE can be designed as the beam of CSI-RS ports. UE will calculate SINR or throughput based on estimated effective downlink channel through beamformed CSI-RS. Then, UE determines the model performance according to threshold and the calculated SINR or throughput. 
· Issue3: The robust of UE-side performance monitoring based on output-CSI-UE
If UE determines the model performance based on intermediate or eventual KPI measured at a time, this may lead UE reporting a wrong alarm. This degraded intermediated or eventual KPI may be caused by degraded channel. In wireless communication scenario, it is possible that the channel of UE is complexed and variation due to environment change of UE experience. Thus, the robust of UE-side performance monitoring should be considered. In order to address issue, the following two options can be considered. 
· Option1: Legacy CSI reporting, e.g., Rel-16 Type II codebook as a reference
· Option2: Performance monitoring based on the calculated intermediate or eventual KPIs of multiple different instances
The intermediated or eventual KPI can be calculated by using Option1.The calculated results can be referred to help UE provide reliable performance monitoring. But it will increase the computation complexity of UE. For Option 2, UE can determine model performance based on multiple measurement results for multiple different instances. This may improve the accuracy or robust performance of model monitoring. 
Proposal 5: The following potential specification impact on UE-side monitoring based on output-CSI-UE should be studied:
· The procedure of output-CSI-UE transmission
· The method of output-CSI-UE transmission
· The robust of monitoring performance
Remained issues on AI/ML functionality identification and/or AI/ML model identification for AI/ML based CSI compression feedback  
In the last meeting, it was agreed to study procedure to enable UE selecting a CSI generation model compatible with the CSI reconstruction model used by the gNB [4]. Essentially, the procedure of CSI generation model selection is the process of model identification. For CSI compression feedback by using two-side, we have not discussed or agreed on AI/ML model identification. Hence, we suggest to firstly discuss the model identification or functionality identification for two-side model.  
According to discussion on AI/ML framework in AI 9.2.1, for UE-side model and UE-part of two-sided model, they can be identified through AI/ML functionality identification and/or AI/ML model identification. The related agreement on model identification and lifecycle management (LCM) are given as follows. In this subsection, we will discuss how to implement AI/ML functionality identification and/or AI/ML model identification for AI/ML based CSI compression feedback.
	Agreement
For UE-side models and UE-part of two-sided models:
· For AI/ML functionality identification
· Reuse legacy 3GPP framework of Features as a starting point for discussion.
· UE indicates supported functionalities/functionality for a given sub-use-case.
· UE capability reporting is taken as starting point.
· For AI/ML model identification
· Models are identified by model ID at the Network. UE indicates supported AI/ML models.
· In functionality-based LCM
· Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). 
· Models may not be identified at the Network, and UE may perform model-level LCM.
· Study whether and how much awareness/interaction NW should have about model-level LCM
· In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 
FFS: Relationship between functionality identification and model identification
FFS: Performance monitoring and RAN4 impact
FFS: detailed understanding on model 
Agreement
· AI/ML-enabled Feature refers to a Feature where AI/ML may be used. 
Agreement
· For functionality identification, there may be either one or more than one Functionalities defined within an AI/ML-enabled feature.
Agreement
· For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.
· FFS: Signaling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities
· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
· FFS: Other aspects that may constitute Functionality
· FFS: which aspects should be specified as conditions of a Feature/FG available for functionality will be discussed in each sub-use-case agenda.
· For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models:
· model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.
· FFS: Which aspects should be considered as additional conditions, and how to include them into model description information during model identification will be discussed in each sub-use-case agenda.
· FFS: Relationship between functionality and model, e.g., whether a model may be identified referring to functionality(s).
· FFS: relationship between functionality-based LCM and model-ID-based LCM
· Note: Applicability of functionality-based LCM and model-ID-based LCM is a separate discussion.

Conclusion
From RAN1 perspective, it is clarified that an AI/ML model identified by a model ID may be logical, and how it maps to physical AI/ML model(s) may be up to implementation.
· When distinction is necessary for discussion purposes, companies may use the term a logical AI/ML model to refer to a model that is identified and assigned a model ID, and physical AI/ML model(s) to refer to an actual implementation of such a model.

Agreement
· Study necessity, mechanisms, after functionality identification, for UE to report updates on applicable functionality(es) among [configured/identified] functionality(es), where the applicable functionalities may be a subset of all [configured/identified] functionalities.
· Study necessity, mechanisms, after model identification, for UE to report updates on applicable UE part/UE-side model(s), where the applicable models may be a subset of all identified models.


Based on above agreements, we think AI/ML-based CSI compression feedback is one of AI/ML-enabled feature. For such feature, it includes multiple models or pairing models at UE side. In our view, these models can be identified through functionality, model ID or both functionality and ID. 
For AI/ML functionality identification, the definition of AI/ML functionality should be firstly given, such that UE and gNB can achieve common understanding what is the functionality of each model. For simplicity, the AI/ML functionality for CSI compression can be defined by its application condition, supported configuration parameter or CSI payload size outputted by CSI generation part model. Based on such definition, each CSI generation part model and/or CSI reconstruction part model at UE side can be defined, and is reported to gNB through UE capability reporting. For example, there are two AI/ML functionality. According to functionality definition, AI/ML functionality 1 supports maximum payload size is 250 bits and to inference in Uma, UMi or indoor with speed less than 10 Km/h.  AI/ML functionality 2 supports fixed payload size is 100 bits and to inference in UMa with speed higher than 10 Km/h. UE will report the two AI/ML functionalities to gNB through UE capability reporting. 
For AI/ML model identification, it is directly method to define an AI/ML model. Each model has its model ID. According to discussion in RAN1, they assume model ID is unique “globally”. UE just sent the model ID to gNB. gNB will know UE support which model IDs. In order to identify what is the model, it requests to character the model with detail information. Such as, we still assume that there are models, and model ID 1 supports maximum payload size 120 bits and application into UMa, UMi and indoor with speed no more than 3 km/h. Accordingly, model ID 2 supports maximum payload size 120 bits and application into UMa with speed more than 30 km/h.
In addition to AI/ML functionality identification and AI/ML model identification, AI/ML model can be identified by both AI/ML functionality and AI/ML model identification. It can be illustrated in Fig.1. For the AI/ML- enabled CSI compression feature, the feature includes two functionality which applied to different scenarios for CSI compression feedback. For each functionality, it includes two mode. Different model ID corresponds to different maximum payload size. Although Model ID1 or Model ID3 can be adopted to infer the payload size with less than 60 bits, the inference performance of Model ID1 and Model ID3 is less than that of Model ID2 and Model ID4, respectively. Therefore, they should be divided into different AI/ML models.


Fig.1. Illustration of model identification based on AI/ML functionality identification and AI/ML model identification
Proposal 6:  UE side model or UE part model for CSI compression feedback can be identified through AI/ML functionality, AI/ML model, or both functionality and model. How to define AI/ML functionality and/or AI/ML model for CSI compression feedback should be firstly studied and discussed. 
Remained issues on specification impact for time domain CSI prediction
According to discussion on CSI prediction based on AI/ML model in RAN#100 meeting, the following proposal was provided. Due to limited TU, only data collection procedure and monitoring procedure need to further study for CSI prediction. In this section, our views on data collection and performance monitoring are respectively given.
	Proposal 1: RAN tasks RAN WGs to study a subset of the specification impacts of CSI prediction limited to the following aspects:
· data collection procedures reusing as much as possible what is defined for UE side use cases
· monitoring procedure and associated fallback mechanism to legacy CSI reporting


Data collection 
In RAN1#112 meeting [1], the assistance information for UE data collection was agreed as following:
	Agreement
· In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact of UE side data collection enhancement including at least  
· Enhancement of CSI-RS configuration to enable higher accuracy measurement.
· Assistance information for UE data collection for categorizing the data in forms of ID for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc.
· The provision of assistance information needs to consider feasibility of disclosing proprietary information to the other side.
· Signaling for triggering the data collection


For AI based CSI prediction, data collection is necessary for model training, model inference and model monitoring. Various data for various models considering factors such as UE speeds, scenarios is needed. Similar with AI based CSI compression, assistance information for UE data collection for categorizing the data in forms of ID for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc.
In general, there are 5 parameters in a AI based CSI prediction window, as Fig.2 shows, an observation window with M RS and a prediction window with N predicted CSI is concatenated. X is the interval between two adjacent RS, Y is the interval between the first predicted CSI and the last RS, Z is the interval between two adjacent predicted CSI. These information can be assumed as assistance information for data collection for categorizing the data in forms of ID.
[image: ]
Fig. 2: Scheme of AI based CSI prediction model
During the model training stage, no matter model training is performed at UE side or a neutral site, UE or neutral site can collect various data in forms of dataset ID.
During the model inference and model monitoring stage, UE collects the CSI as model input based on RS measurement, and UE reports the CSI as model output based on CSI report configuration. The characteristics of the dataset can be reflected by the RS configuration and report configuration. For example, X is the periodicity of RS and Z is the periodicity of CSI report. UE needs to report the assistance information to the gNB, in that sense the gNB can configure reasonable RS and CSI report which matches the model at UE side. Dataset ID can be replaced by model ID or functionality ID when reported by UE.
Proposal 7: For AI based CSI prediction, assistance information for UE data collection for categorizing the data in forms of ID for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc.
Proposal 8: For AI based CSI prediction, assistance information as least including the following parameters:
· the interval between two adjacent RS/input CSI
· the interval between the first predicted CSI and the last RS
· the interval between two adjacent predicted CSI
· the number of RS/input CSI
· the number of predicted CSI
Proposal 9: UE reporting the dataset ID, model ID or functionality ID which indicates the assistance information to NW is supported.
Performance monitoring
For performance monitoring of CSI prediction, it needs to discuss what is the performance monitoring metric and which side to monitor the model performance. According to discussion on simulation evaluation for CSI prediction, the input data type of model can be eigenvector of channel matrix or channel matrix. If eigenvector is input of model, the output of model can also be eigenvector. SGCS is suitable to as a metric for monitoring performance. If channel matrix is used as the input of model, it is suitable that NMSE is adopted as the performance metric. As discussed on metric for CSI compression, SGCS or NMSE is intermediate KPI as monitoring metrics. In addition intermediate KPIs, eventual KPIs, e.g., throughput, BLER,  NACK/ACK, etc, can be used as performance metrics as well. For performance monitoring, it is important to avoid providing wrong alarm. In order to improve the robust of monitoring performance, legacy non-AI prediction algorithm such as LMMSE or autoregression can be as a reference.  In addition, the future channel information can also be estimated by reference signal which will be received by UE at the predicted instance. The estimated channel information according to the reference signal is used to compare with the predicted channel information by AI/ML model for monitoring performance.
Proposal 10: The following options metrics or method can be studied for performance monitoring of CSI prediction 
· Intermediate KPIs as monitoring metrics (e.g., SGCS, NMSE)
· Eventual KPIs (e.g., Throughput, hypothetical BLER, BLER, NACK/ACK).
· Legacy non-AI prediction algorithm (e.g., LMMSE, autoregression) or estimated CSI based on received reference signal as a reference.
Similar to CSI compression feedback based on AI/ML model, model performance can also be monitored at network side or UE side. For network-side monitoring, it is difficult for network to calculate intermediate KPI since the input of model is obtained at UE side. A lot of feedback overhead will be required if the input of model is reported to network through air interface for calculating intermediate KPI. Correspondingly, it is straightforward that model performance is monitored at UE side. The reason is that the model is deployed at UE side, and input and output of model can be obtained at UE side as well. Both the intermediate KPI and eventual KPI can be calculated by UE. In addition, the method of performance monitoring, such as using legacy non-AI prediction algorithm or estimate channel information according to the received downlink reference signal, can be directly utilized by UE. However, whether to active, deactivate, update or switch model should be decided by network. The reason is that network needs to consider other factors, e.g., model management, user scheduling, to decide whether to active or deactivate AI/ML model other than the reported intermediate KPI or eventual KPI.
Proposal 11: The model performance should be monitored at UE side, and network makes decision of model activation, deactivation, updating or switching.
Reply LS on data collection
In the last meeting, RAN2 sends LS on data collection to RAN1 as follows.
	Part B: Aspects of data collection that require RAN1 feedback/inputs
To facilitate the discussion on data collection in RAN2 for further progress, RAN2 would like RAN1 to provide feedback/inputs on the following essential aspects:
· Data content
· Typical data size (value or value range) of the identified data content
· Reporting type (e.g., periodic, event triggered, other) of the identified data content
· Typical latency requirement (value or value range) to transfer the identified data content



· Data content
· For CSI compression feedback with two side model use case
CSI compression feedback based on AI/ML is implemented by using two-side model. One is CSI generation model deployed at UE side. The other one is CSI reconstruction model deployed at network side. The data content will refer to the input or output of CSI generation model and CSI reconstruction model. RAN1 has discussed and agreed precoding matrix or explicit channel matrix as the data type of model’s input or output to study specification impact. The precoding matrix and channel matrix can be in spatial-frequency domain or angular-delay domain. RAN1 has also agreed to study whether scalar quantization or vector quantization is needed to quantize the output of CSI generation model. For model training or model monitoring, ground-truth CSI needs to delivered from UE to gNB. RAN1 has agreed to study the necessary and feasibility of using scaler quantization and/or codebook-based quantization (e.g., e-type II like) as data type of ground-truth CSI.
· For Time domain CSI prediction use case
According to discussion on evaluation for CSI prediction, the input of AI model at UE side can be eigenvector or full channel information of each subband in space-frequency domain at different history instance. The output data type of AI model is same with input data type. But the output of AI model corresponds to different future instances. 
· Typical data size (value or value range) of the identified data content 
Data size depends on the data sample size or data format. Different data sample sizes correspond to different data sizes. The data size is also different even for the same data sample size if data type is different. For example, for CSI compression feedback based on AI/ML model, the data size can be 699 MB for a layer when the sample size is 210000 and data format is precoding matrix.
· Reporting type (e.g., periodic, event triggered, other) of the identified data content
· For CSI compression feedback
For model monitoring, event triggered or aperiodic report can be considered, since data collection for model monitoring does not need to always report. However, if the reported data is used for model fine-tuning, periodic report or semi-persistent report is preferred due to a lot of data requirement for fine-tuning model.
· For CSI prediction
For Rel-18 Type II Doppler codebook is calculated based on predicted future CSI at UE side. CSI report can be semi-persistent or aperiodic. For time-domain CSI predication based on AI/ML model, CSI report can be similar with that of Rel-18 Type II Doppler codebook.
· Typical latency requirement (value or value range) to transfer the identified data content
For model inference, latency requirement should be same or similar to legacy CSI (e.g., e.g., Rel-18 Type II Doppler codebook) reporting. For model monitoring, RAN1 has not provided clear definition yet. It needs more performance evaluation to determine the latency requirement. 
Proposal12: The reply on aspects of data collection from RAN2 is given in the following table.
	
	CSI compression feedback with two-side
	Time domain CSI prediction

	Data content
	· Data type: precoding matrix or channel matrix in spatial-frequency domain or angular-delay domain
· Data format: scalar quantization or codebook-based quantization (e.g., e-Type II like)
	Data type: precoding matrix or channel in space-frequency domain

	Typical data size
	Depends on the data sample size and data format
	Depends on the data sample size 

	Reporting type
	· Event triggered or aperiodic report for model monitoring.
· Periodic report or semi-persistent report for model fine-tuning.
	Similar with Rel-18 Type II Doppler codebook reporting

	Typical latency requirement
	· Latency requirement is same or similar to legacy CSI (e.g., e.g., Rel-18 Type II Doppler codebook) reporting for model inference
· Depends on performance evaluation and how many times does the data report for model monitoring
	· Rel-18 Type II Doppler codebook-based CSI processing time can be as a reference at least for model inference
· Depends on performance evaluation for model monitoring



Conclusions
In this contribution, the proposals on CSI compression feedback and time domain CSI prediction are given as follows:
Proposal 1: The pros and cons of collaboration training type 1, type 2 and type 3 are respectively provided in Table 3 and Table 2.
Table 2： The pros and cons of type 2 and type 3
		      Training types
Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential
	NW first
	 UE first

	Whether model can be kept proprietary 
	Yes
	Yes
	Yes
	Yes

	Whether require privacy-sensitive dataset sharing
	No (Note 1)
	No (Note1)
	No (Note 1)
	No (Note 1)

	Flexibility to support cell/site/scenario/configuration specific model
	Not flexible
	Not flexible
	Semi-flexible.
	Semi-flexible. With assisted information signalling

	Whether gNB/device specific optimization is allowed
	Yes
	Yes
	Yes
	Yes

	Model update flexibility after deployment (note 3)
	Not flexible
	Semi-flexible (NW first)
Not flexible (UE first)
	Semi-flexible
	Not flexible

	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	Feasible
	Feasible
	Feasible

	Whether gNB can maintain/store a single/unified model over different UE vendors [for a CSI report configuration]
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Yes
(Note 4)
	Pending evaluation in 9.2.2.1 (Note 5)

	Whether UE device can maintain/store a single/unified model over different NW vendors [for a CSI report configuration]
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Yes per camped cell. 
Generalization over multiple NW pending 9.2.2.1
(Note 5)
	Yes
(Note 4)

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	No
	Yes
	Yes
	NO

	Extendibility: To train new NW-side model compatible with UE-side model in use
	No
	Yes
	No
	Yes

	Whether training data distribution can match the inference device
	Yes
	Yes
	Conditional, with assisted information from UE
	Conditional, with assisted information from UE

	Software/hardware compatibility (Whether device capability can be considered for model development)
	Compatible 
	Compatible
	Compatible
	Compatible

	Model performance based on evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1


Note 1: Assume precoding matrix is not privacy sensitive data. FFS: other information such as channel matrix and assisted information. 
Note 2: Assume information on model structure disclosed in training collaboration does not reveal prioprotiy information 
Note 3: Flexibility after deployment is evaluated by the amount of offline cross-vendor co-engineering effort. Flexible indicates minimum additional co-engineering between vendors, semi-flexible indicates additional co-engineering effort between vendors.  
Note 4: Under the assumption that the vendor training first has engineering freedom to design its own model, the condition follows naturally. [To understand the effects of long-term evolution of the AI/ML model in the eco-system, further studies are needed].
Note 5: Additional assistance signaling may be needed. Once the first side has done training, a model defines a mapping between latent space codeword and CSI, i.e., implicitly defining a codebook. If multiple vendors are part in the first-side training, those multiple models may represent multiple codebooks. For the second side to train a unified model, it would require assistance information to ensure that a unified model compresses/decompresses according to the correct codebook.
Note 6: The need for matching the inference device in training can be limited, when mixing datasets from different device Types are used.

Table 3： The pros and cons of Type 1
	   Training types



Characteristics
	NW side type 1
	type 1 training at UE/NW neutral site with 3GPP transparent model delivery to UE and NW respectively 
	UE side type 1

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at UE followed by retraining at UE side
	
	Unknown model structure at NW
	Known model structure at NW

	Whether model can be kept proprietary 
	No
	No
	No
	Yes
	No
	No

	Whether require privacy-sensitive dataset sharing
	No
	No
	No
	No
	No
	No

	Flexibility to support cell/site/scenario/configuration specific model
	Yes
	Yes
	Yes
	Yes
	Semi-flexibility
	Semi-flexibility

	Whether gNB/device specific optimization is allowed
	No
	Yes (UE can compile the model)
	Yes
	No
	No
	Yes (gNB can compile the model)

	Model update flexibility after deployment (note 3)
	Yes
	Yes
	Semi-flexibility
	Yes
	Yes
	Yes

	Feasibility of allowing UE side and NW side to develop/update models separately
	No
	No
	Yes
	No
	No
	No

	Whether gNB can maintain/store a single/unified model over different UE vendors [for a CSI report configuration]
	Yes 
	Yes (CSI reconstruction model)
	Yes(CSI reconstruction model)
	Yes (NW neutral site)
	No
	No

	Whether UE device can maintain/store a single/unified model over different NW vendors [for a CSI report configuration]
	No
	No
	No
	Yes (CSI generation model)
	Yes
	Yes (CSI generation model)

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	No
	No
	Yes
	No
	Yes
	Yes

	Extendibility: To train new NW-side model compatible with UE-side model in use
	Yes
	Yes
	No
	No
	No
	No

	Whether training data distribution can match the inference device
	Conditional, with assisted information from UE
	Yes
	Yes
	Conditional, with assisted information from UE
	Conditional, with assisted information from UE
	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	No
	Yes 
	Yes
	No
	No
	Yes 


Note1: Type 1 training at UE/NW neutral site with 3GPP transparent model delivery to UE and NW respectively: UE side report its CSI generation model structure to the training entity (UE/NW/neutral site), NW side report its CSI reconstruction model structure to the training entity (UE/NW/neutral site). The training entity is responsible to train the end-to-end model, and delivery the respective part to the UE side and NW side using 3GPP transparent method.   
Note2: Unknown model structure at UE followed by retraining at UE side: For example, after deploying model 1 on the UE side, a new UE model can be obtained by using model 1 as the teacher model and using knowledge distillation method. Model 1 can also refer to a nominal model while the real deployed model can be developed based on the nominal model. 
Proposal 2: The potential specification impact on training dataset delivery methods, dataset format or type need to study for collaboration training type 3.
Proposal 3: The legacy priority rule can be reused to define the priority the AI/ML based CSI reporting, and a priority value  with new parameter value or introducing new parameter   is used to indicate the priority of CSI reporting.
Proposal 4: The compressed quantization information is divided into N>1 groups for CSI omission, where the values N and how to divide into N groups needs to further study.
[bookmark: _GoBack]Proposal 5: The following potential specification impact on UE-side monitoring based on output-CSI-UE should be studied:
· The procedure of output-CSI-UE transmission
· The method of output-CSI-UE transmission
· The robust of monitoring performance
Proposal 6:  UE side model or UE part model for CSI compression feedback can be identified through AI/ML functionality, AI/ML model, or both functionality and model. How to define AI/ML functionality and/or AI/ML model for CSI compression feedback should be firstly studied and discussed. 
Proposal 7: For AI based CSI prediction, assistance information for UE data collection for categorizing the data in forms of ID for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc.
Proposal 8: For AI based CSI prediction, assistance information as least including the following parameters:
· the interval between two adjacent RS/input CSI
· the interval between the first predicted CSI and the last RS
· the interval between two adjacent predicted CSI
· the number of RS/input CSI
· the number of predicted CSI
Proposal 9: UE reporting the dataset ID, model ID or functionality ID which indicates the assistance information to NW is supported.
Proposal 10: The following options metrics or method can be studied for performance monitoring of CSI prediction 
· Intermediate KPIs as monitoring metrics (e.g., SGCS, NMSE)
· Eventual KPIs (e.g., Throughput, hypothetical BLER, BLER, NACK/ACK).
· Legacy non-AI prediction algorithm (e.g., LMMSE, autoregression) or estimated CSI based on received reference signal as a reference.
Proposal 11: The model performance should be monitored at UE side, and network makes decision of model activation, deactivation, updating or switching.
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