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Introduction
In this contribution, we provide our views on enhancement use cases and potential spec impact for AI based beam management.
Discussion 
Discussion on model generalization 
The AI model’s generalization performance plays a central role from dataset collection, inference, and performance monitoring. Broadly there can be two fundamental approaches to construct AI/ML models for beam management:
· 1) With at least beam measurement at UE as input, the entity performing AI/ML inference (UE or network) estimates key parameters in the wireless channel and identifies the best Tx beam. With that, there is not much difference in principle between the estimator implicitly or explicitly embedded in the AI/ML model and an estimator developed by a systems engineer. Just by the universal approximation theorem, the AI/ML model performing the estimation does not need to exhibit how it is actually done, and perhaps even the estimation problem does not need explicitly formulation. With that, anything particular to a specific cell or terrain type may be secondary inputs or does not constitute as inputs to the AI/ML model at all. 
· 2) Looking from another angle, if the radio condition between network and a UE does not change or changes slowly, the best Tx beam at a location for one UE remains the best Tx beam at the same location for another UE (we ignore UE rotation here to simplify discussion).  In this case, there is no need to build a universal beam estimator or channel parameter estimator, rather a neural network with good memory about a particular geographical area serves the beam management purpose well. Beam measurement is used as a key to make an inquiry to the Tx beam database embodied by the neural network. With that, ideally for each cell a neural network model is customized. As the AI model embodies the terrain information implicitly and each cell can be different from terrain perspective, intuitively suitable models for cells will be different. If model generalizes at all, that may just be a coincidence. 

We have 
Observation 1: AI/ML models can be crafted as a universal channel parameter estimator with good generalization or as a beam management database and associated query mechanism customized for a specific cell which is not expected to generalize well.

Four generalization cases (Generalization Case 1/2/2A/3) were agreed at RAN1 #111:

Agreement

The following cases are considered for verifying the generalization performance of an AI/ML model over various scenarios/configurations as a starting point:
· Case 1: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a dataset from the same Scenario#A/Configuration#A
· Case 2: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B
· Case 3: The AI/ML model is trained based on training dataset constructed by mixing datasets from multiple scenarios/configurations including Scenario#A/Configuration#A and a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B, and then the AI/ML model performs inference/test on a dataset from a single Scenario/Configuration from the multiple scenarios/configurations, e.g.,  Scenario#A/Configuration#A, Scenario#B/Configuration#B, Scenario#A/Configuration#B.
· Note: Companies to report the ratio for dataset mixing
· Note: number of the multiple scenarios/configurations can be larger than two
· FFS the detailed set of scenarios/configurations
· The following case for generalization verification, can be optionally considered by companies:
· Case 2A: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model is updated based on a fine-tuning dataset different than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B. After that, the AI/ML model is tested on a different dataset than Scenario#A/Configuration#A, e.g., subject to Scenario#B/Configuration#B, Scenario#A/Configuration#B.
· Company to report the fine-tuning dataset setting (e.g., size of dataset) and the improvement of performance
· FFS: Investigate of the feasibility the fine-tuning on the UE/Network side

As for details of scenarios and configurations in the generalization study, details are also agreed at RAN1 #111:

Agreement
· For generalization performance verification, consider the following
· Scenarios
· Various deployment scenarios,
· e.g., UMa, UMi and others,
· e.g., 200m ISD or 500m ISD and others
· e.g., same deployment, different cells with different configuration/assumption
· e.g., gNB height and UE height
· FFS: e.g., Carrier frequencies
· Various outdoor/indoor UE distributions, e.g., 100%/0%, 20%/80%, and others
· Various UE mobility, 
· e.g., 3km/h, 30km/h, 60km/h and others
· Configurations (parameters and settings)
· Various UE parameters, e.g., number of UE Rx beams (including number of panels and UE antenna array dimensions)
· Various gNB settings, e.g., DL Tx beam codebook (including various Set A of beam(pairs) and gNB antenna array dimensions)
· Various Set B of beam (pairs)
· T1 for measurement /T2 for prediction for BM-Case2
· Other scenarios/configurations (parameters and settings) are not precluded and can be reported by companies.

Regarding the evaluation of Set B in generalization study, also at RAN1 #111, we have 

Agreement
For BM Case-1 and BM Case 2, to verify the generalization performance of an AI/ML model over various scenarios/configurations, additionally considering
· Various Set B of beam(pairs)


Based on evaluation provided in our companion paper,  it noted for Case 1 (matched training/test datasets), the AI based method’s performance tends to be much better than the conventional method’s given the same number of beams for measurement, which can motivates further work on AI enabled beam management at least for Case 1. For Case 2 (mismatched training/test datasets), the AI based method’s performance tends to be much worse than that for Case 1 matching test dataset or matching the training dataset. Case 3 provides a remedy wherein mixture of datasets is used to train an AI model.

Discussion on assistance information


From the conclusions reached at RAN1 #112:
 


Conclusion
Regarding the explicit assistance information from UE to network for NW-side AI/ML model, RAN1 has no consensus to support the following information
· UE location
· UE moving direction
· UE Rx beam shape/direction

Conclusion
Regarding the explicit assistance information from network to UE for UE-side AI/ML model, RAN1 has no consensus to support the following information
· NW-side beam shape information
· E.g., 3dB beamwidth, beam boresight directions, beam shape, Tx beam angle, etc.
· Note: Other information (e.g., relative information) of Tx beam(s) preserving sensitive proprietary information is a separate discussion 
· e.g., some information following the same principle of Rel-17 positioning agreement



Then for RAN1 discussion, it should be assumed that assistance information for the NW-side AI/ML model such as UE location, UE moving direction or UE Rx beam shape/direction is not available, and for UE-side AI/ML model, NW-side beam shaping information is not available. 

If NW-side beam information is available at the UE-side, it may be possible for the UE-side model trainer to build a generic Tx beam predictor by taking the beam angle information for set A beams and set B beams implicitly or explicitly in the AI/ML model. From the RAN1 #112 conclusion, such a possibility is excluded. 
Then related to Alt. 2 (UE side training/UE side inference), to come up with an UE side AI/ML model with good generalization performance to unknown scenarios is difficult. Deploying multiple AI/ML models on the UE side and requesting the network side to validate the model may be difficult. Consequently the feasibility of Alt. 2 should be carefully examined.


For the NW-side model, since assistance information concerning UE Rx beam shape/direction is not available, it is not feasible for the network side to perform Rx beam prediction for the UE. As for the UE-side model, We note conventionally the Rx beam operation is purely up to UE implementation. In the P3 operation, with repetition on for CSI-RS, UE can test different RX beams but there is no CSI reporting on RSRP out of that operation. In our view, departing from the conventional practice for RX beam management is not desirable or warranted. Thus we don’t support the study of beam pair prediction in Rel-18 AI/ML. Also in the current NR design, P2 and P3 procedures are clearly defined, performing beam pair prediction rather than separate prediction for Tx beam and Rx beam complicate the design without benefit. 
We have 

Proposal 1:   Deprioritize beam pair prediction in the study.

At RAN1 #113, the following agreement was reached:


Agreement
Regarding data collection for BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the benefits, necessity and potential specification impact of the following aspect on top of those we have agreed in previous meeting:
· Assistance information from NW to UE for UE data collection for categorizing the data for the purpose of differentiating characteristics of data
· The assistance information should preserve privacy/proprietary information.

The key point of the agreement is instead of providing explicit beam information from NW, now analog beam information, deployment scenario, set A/set B information, etc. can be aggregated under a higher layer ID, e.g., dataset ID or zone ID, and training data with same ID are assumed to be with similar configurations/scenarios,  so the UE side model training can be conducted over the data collections associated with same higher layer ID. The higher ID may include information such as vendor identity, antenna module identity and operational setup set (e.g., downtilt angle) explicitly or implicitly. As can be seen from our evaluation on antenna element spacing in the base station antenna array, set A design, set B design, and generalization cases 1-3, in general training with mixed datasets (Generalization Case 3) leads to better performance than training with mismatched datasets (Generalization Case 2). However, if dissimilar configurations/scenarios are lumped under the same higher ID, the UE side may not know whether sufficiently diverse data has been collected, e.g., in a first example, the UE side collects10 datasets with the same higher ID which are for similar configurations/scenarios, in a second example, the UE side collects 10 datasets with the same higher ID  which are for diverse configurations/scenarios. One can expect the trained model with the second example would perform better, however there is no way on the UE side to tell whether its collected data is diverse enough or not. Even for diverse configurations/scenarios, the exact ratio among them is also relevant to model training/performance; again it is difficult for the UE side to know whether the ratio among them is aligned with the overall deployment. Finally it is key to build an understanding on how many AI/ML models are needed on the UE side, e.g., {V vendors (network vendors and antenna module vendors)} x { M antenna modules  per vendor} x { N configurations}.  We have

Observation 2a: It is likely different AI/ML BM models need to be trained for different higher layer (dataset) IDs. 

Observation 2b: If dissimilar configurations/scenarios can be assigned to the same higher ID, the UE side lacks a means to determine the composition of its data collection matches the overall deployment. 

Observation 2c: more studies are needed to establish the feasibility for UE side training/inference.
Discussion on model training and model inference
From the agreements reached at RAN1 #109-e and RAN1 #110:
Agreement 
For the sub use case BM-Case1, consider both Alt.1 and Alt.2 for further study:
· Alt.1: AI/ML inference at NW side
· Alt.2: AI/ML inference at UE side
Agreement 
For the sub use case BM-Case2, consider both Alt.1 and Alt.2 for further study:
· Alt.1: AI/ML inference at NW side
· Alt.2: AI/ML inference at UE side
Agreement 
At least for the sub use case BM-Case1 and BM-Case2, support both Alt.1 and Alt.2 for the study of AI/ML model training:
· Alt.1: AI/ML model training at NW side;
· Alt.2: AI/ML model training at UE side.
Note: Whether it is online or offline training is a separate discussion.

At RAN1 #111, the following was agreed:

Agreement
For the sub use case BM-Case1 and BM-Case2, at least support Alt.1 and Alt.2 for AI/ML model training and inference for further study:
· Alt.1. AI/ML model training and inference at NW side
· Alt.2. AI/ML model training and inference at UE side
· The discussion on Alt.3 for BM-Case1 and BM-Case2 is dependent on the conclusion/agreement of Agenda item 9.2.1 of RAN1 and/or RAN2 on whether to support model transfer for UE-side AI/ML model or not
Alt.3. AI/ML model training at NW side, AI/ML model inference at UE side

Regarding these alternatives, we observe 
1. Alt. 1. Model training at the NW side & inference at the NW side
a. Data collection:
i. As network is aware of the RRC configuration of CSI-RS and CSI/BM reporting configuration, even though CSI-RS and CSI/BM reporting are configured on a UE-specific way, that does not prevent network from aggregating data from CSI/BM reporting and utilize them for model training.
b. Model generalization problem can be circumvented as whether a single AI model or multiple AI models are needed for inference is transparent to the UE.
c. Specifical impact for this combination can include enhanced beam reporting, e.g., more efficient beam reporting. It can be expected the feedback overhead to support this combination will be more than those for other combinations, and it is likely it will be more than that for the conventional beam management related feedback overhead. As shown in Figure 1, the current NR beam reporting targets a small number of beams, inheriting the same design for beam reporting for AI/ML may not be resource efficient. There are at least 3 alternatives for set B design:
· Set-B-alt-1: Set B is fixed in both number of beams and the beam constellations (analog beam design)
· Set-B-alt-2: The number of beams in Set B is fixed, but the beam constellations can be changed with time.
· Set-B-alt-3: Both the number of beams and beam constellations in Set B can change.
For both alternatives Set-B-alt-2 and Set-B-alt-3, whether set B indication or beam indication should be used is not so clear yet. In general beam indication provides a finer granularity and full flexibility, yet that also comes with the accompanied feedback overhead. When RSRPs and/or CIRs (Channel Impulse Responses) are fed back to network, a careful re-examination on the Rel-15 design is needed. 
For Alt. 1, if the number of measurements is large, e.g., 16 set B beams, using the same CRI/SSBRI indication design in the legacy design is inefficient and un-necessary. Since the maximum number of beams reported by the UE is limited by the set B size, and no selection among set B beam is needed. However, some set B beams can be rather weak, it does not bring benefit to report them back to the network. In that case, efficient signalling scheme can be considered to reduce feedback overhead.
2. Alt. 3. Model training at the NW side & inference at the UE side 
a. Specific impact for this combination can include model transfer or model delivery if superior beam management performance with cell-specific AI models is the target as discussed in the generalization section. 
b. Even with non-cell specific AI models, whether a single AI model or multiple AI models are needed should be discussed. In our companion paper[3], we have investigated model mismatch with training data set and test data set as follows:
· Set A design (Column first vs Row first)
· Set B design (Column shift = 0 and 1 for Set A at 16 beams, and Column shift = 0, 1, 2 and 3 for Set A at 4/8 beams)
· Antenna element spacing (() vs ()
And AI model performance degrades compared with the case without model mismatch.
c. Model generalization performance is key for this combination: if model generalizes well across different scenarios/configurations, it can be expected model delivery takes place infrequently. On the other hand, if model generalization performance for beam management is not so good, then frequent model delivery may be needed, e.g., model 1 is used by network in Cell 1 while model 2 is used by network in Cell 2. Further depending on the amount of memory and the number of neural network engines available at the UE which moves from one cell to another cell, the time when a new AI/ML model is activated may vary. 
3. Alt. 2 Model training at the UE side, and inference at the UE side 
a. For this combination, inference and performance monitoring are left to UE implementation. However, data collection still needs discussion, e.g., whether cell-specific signals are supported so the data for model training can be readily collected; otherwise each UE has a siloed view on the Tx beams from the network as CSI-RS is currently configured in a UE-specific way, data collection then will take a prolonged time. in an idealized setup, UE or UE side server has all the freedom to optimize its model(s), it offers opportunities for UE performance differentiation. However, if network does not provide any help to the UE, realistically it is not clear how many AI models the UE needs to store, and by what criteria model switching/selection can be done by the UE itself, especially for cell-specific or site specific models. In the “performance monitoring” section, we explore whether it is possible to use test data to facilitate selection/switching of an AI/ML model.


In summary, we have

Proposal 1a:
· For Model training at the NW side & inference at the NW side (Alt. 1), study efficient signalling of set B selection or beam selection and RSRP representation. 
· For Model training at the UE side & inference at the UE side (Alt. 2), study model generalization performance.  


Observation 3:
· Alt. 1 (NW side training/NW side inference) does not require disclosure of network implementation information.

Discussion on quantization error and measurement error
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Figure 1 Feedback overhead for beam reporting in NR design

First the discussion for RSRP quantization should be only for the NW side model. In legacy NR design, the quantization step for a reference beam is 1 dB, and the quantization step for the differential RSRP is 2 dB, and the lowest representable differential RSRP is -30 dB. The feedback overhead to support the NW side model is 
	
{overhead for the reference beam} + {overhead for the differential RSRPs}.

From the discussion on Set C and Set B at RAN1 #112, it may happen not all the measured beams need to be reported, e.g., a weak beam’s RSRP does not need reporting. The study on quantization error can establish the tradeoff between performance and the feedback overhead for AI enabled beam management, hence it is properly in the domain of RAN1. On the other hand, as the RSRP measurement accuracy requirements are specified by RAN4, RAN4 understands the error mechanism and the context of those requirements, it is more suitable for RAN4 to perform study if it is indeed necessary. We have 

Proposal 2: RAN1 should prioritize the study on quantization error’s impact to AI/ML model inference performance over measurement error.

Discussion on data collection, user privacy and user consent

The term “data collection” has been used for measurements by UE which are reported for model training, inference, and performance monitoring. It is clear that for inference, UE’s reporting on its measurements is beneficial to both end user’s experience and network’s operation. For performance monitoring, under certain conditions, e.g., the performance monitoring leads to actions on the network side (if NW performance monitoring is used) to ensure UE radio performance, it can be also beneficial to the end user’s experience. 

However, for data collection for model training, as offline training is agreed as the mode where an AI/ML model is trained, there is no direct benefit to the UE’s radio performance and consequently no immediate benefit to end user experience. It may also happen a UE which provides data collection intended by network for model training may not benefit from the effort at all: e.g., the UE has UE-side inference model while the data collection is for model training for NW-side inference model. Hence in this case, data collection by UE as instructed by the network does not bring any tangible benefits to the UE’s radio operation, it may not be a fair use of the UE, e.g., draining battery with no apparent reason to the UE. 

Also another point deserves consideration is training data is key to the success of AI/ML.  As such, training data is valuable, and which should be properly accounted for. In a hypothetical system design, if an instruction sent by network for UE reporting, which can be masqueraded as for inference, and is actually intended for model training, that can be considered a misuse of UE reporting’s functionality. Such a misuse should be avoided; hence the purpose of data collection should be clearly stated in network operation. lumping UE reporting for all purposes under “data collection” may blur such important differences among them. We have

Proposal 3: for discussion on AI/ML BM, the purpose for “data collection” should always be clear, e.g., data collection for training data, UE reporting for inference, UE reporting for performance monitoring.

Also, for data collection for training data, there is no urgency in processing the measurements and also providing too much data to network raises user privacy concern. In contrast to data collection for inference, data collection for training data may contain much more information, e.g., many RSRPs at high resolution, which may facilitate tracking UE’s location by its correlation to RF signal measurements. From both radio technology development and user privacy consideration, there should always be a clear indication from the network, whether the data collection is for training data, or for inference, etc.




Discussion on beam reporting

Agreement
For the sub use case BM-Case2, further study the following alternatives:
·       Alt.1: Set A and Set B are different (Set B is NOT a subset of Set A)
·       Alt.2: Set B is a subset of Set A (Set A and Set B are not the same)
·       Alt.3: Set A and Set B are the same
·       Note1: The beam pattern of Set A and Set B can be clarified by the companies.







With the above agreement, for BM Case-2, when Set B equals Set A,  by using a simple AI/ML model (e.g., a LSTM model), the time domain prediction at each Tx beam over time can be conducted. In this case, the correlation among different Tx beams is not considered critical information for AI/ML inference, and inference at the UE side is feasible. 

When Set B does not equal Set A, network’s analog beam information is needed for the UE-side inference to make that deduction from observed beams in Set B to beams in Set A. Inference at UE side may encounter more challenges.  One straightforward solution is to support inference at NW side instead. However, the feedback overhead will be substantial. 

For both BM case-1 and BM case-2 (time domain beam prediction), when NW-side inference is used, the UE feedback is key to the AI/ML inference performance on network side. It is intuitive that when RSRP measurements are reported with high resolution and feedback overhead is not a limiting factor, the AI/ML model on the NW-side will not see much performance degradation due to quantization error. And that intuitive understanding is supported by the conclusion drawn at RAN1 #112bis-e:

Observation (RAN1 #112bis-e):
· At least for BM-Case1 for inference of DL Tx beam with L1-RSRPs of all beams in Set B, existing quantization granularity of L1-RSRP (i.e., 1dB for the best beam, 2dB for the difference to the best beam) causes [a minor loss x%~y%, if applicable] in beam prediction accuracy compared to unquantized L1-RSRPs of beams in Set B.

However, feedback overhead is always a key design consideration. The discussion on beam reporting for NW-side inference is intimately linked to quantization scheme design for RSRPs. From Rel-15 NR, quantization of the RSRP for the reference beam (the strongest beam) is with 1 dB from -144 dBm to -44 dBm, and the weaker beams are quantized with 2 dB with 30 dB range with respect to the reference beam’s RSRP.  By the using of CRIs, up to 4 beams are selected among the configured/measured beams. 

It can be seen that for beams weaker than the reference beam by more than 30 dB, purely considering the quantization error aspect, a RSRP report on those beams is un-necessary, as setting its RSRP value to -30 dB with respect to the reference beam does not degrade AI/ML performance much. For BM Case-2, assuming there are M RSRP reports for N occasions, as there can be correlation among different occasions, e.g., a weak beam in Occasion 1 tends to remain weak in Occasion 2, exploiting the correlation can be reduced the number of reported RSRPs from  to a smaller number.

We have
Proposal 4: the correlation among RSRPs for the same Tx beams at Occasions for BM Case-2, and achieve reduced feedback overhead by exploiting the temporal correlation in their RSRPs.


In the table below, for BM Case-1, 4 beam reporting methods are considered for NW side inference and model performance monitoring. In the first method, the strongest beam is identified and its RSRP is quantized with 7 bits. RSRPs for other beams in set B are differentially quantized with 4 bits. The second method is a simple extension of the NR legacy design to 16 beams. The third method uses a bitmap for indicating the selected strong beams. The fourth method uses a combinatorial indexing to indicate the selected strong beams.

	BM Case-1

	S = # of set A beams, M = # of set B beams, N = # of selected B beams for beam reporting
	Example (S=32, M=16, N=10)

	
	Beam selection  
	RSRP
	Total signaling bits
	

	Reporting all set B beams’ RSRPs
	 for the strongest beam
	
	
	
71

	Reporting selected set B beams’ RSRPs with CRI signaling
	
	
	
	83

	Reporting selected set B beams’ RSRPs with bitmap
	
	
	
	63

	Reporting selected set B beams’ RSRPs with combinatorial index
	
	
	
	60


 
In the table below, for BM Case-2, 4 beam reporting methods are considered for NW side inference and model performance monitoring. In the first method,  , the strongest beam among all observation intervals is identified and its RSRP is quantized with 7 bits. RSRPs for other beams in set B are differentially quantized with 4 bits. The second method is a simple extension of the NR legacy design to 16 beams per each observation internal. The third method uses a bitmap for indicating the selected strong beams. The fourth method uses a combinatorial indexing per observation interval to indicate the selected strong beams.


	BM Case-2
	

	S = # of set A beams, M = # of set B beams, N = # of selected B beams for beam reporting, W = # of observation intervals
	Example (S=32, M=16, N=10, W=4)

	
	Beam selection  
	RSRP
	Total signaling bits
	

	Reporting all set B beams’ RSRPs
	 for the strongest beam over W intervals 
	
	
	265

	Reporting selected set B beams’ RSRPs
	 (strongest beam indication per interval)
	 per interval
	
	

332

	Reporting selected set B beams’ RSRPs with bitmaps
	 per interval
	 per interval
	
	252

	Reporting selected set B beams’ RSRPs with combinatorial index
	 per interval
	 per interval
	
	240



We have 
Proposal 5: capture 4 beam reporting methods for BM Case-1 and BM Case-2:


	BM Case-1

	S = # of set A beams, M = # of set B beams, N = # of selected B beams for beam reporting
	Example (S=32, M=16, N=10)

	
	Beam selection  
	RSRP
	Total signaling bits
	

	Reporting all set B beams’ RSRPs
	 for the strongest beam
	
	
	
71

	Reporting selected set B beams’ RSRPs with CRI signaling
	
	
	
	83

	Reporting selected set B beams’ RSRPs with bitmap
	
	
	
	63

	Reporting selected set B beams’ RSRPs with combinatorial index
	
	
	
	60





	BM Case-2
	

	S = # of set A beams, M = # of set B beams, N = # of selected B beams for beam reporting, W = # of observation intervals
	Example (S=32, M=16, N=10, W=4)

	
	Beam selection  
	RSRP
	Total signaling bits
	

	Reporting all set B beams’ RSRPs
	 for the strongest beam over W intervals 
	
	
	265

	Reporting selected set B beams’ RSRPs
	 (strongest beam indication per interval)
	 per interval
	
	

332

	Reporting selected set B beams’ RSRPs with bitmaps
	 per interval
	 per interval
	
	252

	Reporting selected set B beams’ RSRPs with combinatorial index
	 per interval
	 per interval
	
	240




On the question from RAN2 below:

To facilitate the discussion on data collection in RAN2 for further progress, RAN2 would like RAN1 to provide feedback/inputs on the following essential aspects:
· Data content
· Typical data size (value or value range) of the identified data content
· Reporting type (e.g., periodic, event triggered, other) of the identified data content
· Typical latency requirement (value or value range) to transfer the identified data content









Then we can provide answer based on the above analysis. We have 
Proposal 6: consider the following table for LS reply to RAN2:

	
	Data content
	Typical data size
	Reporting type
	Latency requirement

	Offline training
	“Set A” and “set B” measurements 
	Large, and depending on the targeted generalization performance
	Signaling by RRC  configuration for NW side training. None for UE side training. For NW side training, the collected data is carried with 
user plane or control plane via PUSCH 
	Large (hours or days)

	Inference
	Beam reporting
	70 ~ 280 bits for NW side inference

Several bits to tens of bits for UE side inference
	Periodic, semi-persistent,  aperiodic, event-triggered reporting
 
	Short (~ ms)

	






Performance monitoring 
	Beam reporting on set A/set B for NW side inference
	140 bits for BM Case-1 with 32 set A beams, 560 bits for BM Case-2 with 32 set A beams and for 4 occasions  for one sample, multiple samples may be needed.
	Periodic, semi-persistent, aperiodic reporting

 
	






Medium (configurable by NW, ~100ms)

	
	performance metric/event for UE side inference.
	A few bits or more depending on the exact performance metric.
	Periodic, semi-persistent, aperiodic or event-triggered reporting

 
	





Conclusion 
In this contribution, we provided some discussion on enhancement for AI based beam management. Based on the discussion, we have:
[bookmark: _Toc54284462]Observation 1: AI/ML models can be crafted as a universal channel parameter estimator with good generalization or as a beam management database and associated query mechanism customized for a specific cell which is not expected to generalize well.

Observation 2a: It is likely different AI/ML BM models need to be trained for different higher layer (dataset) IDs. 

Observation 2b: If dissimilar configurations/scenarios can be assigned to the same higher ID, the UE side lacks a means to determine the composition of its data collection matches the overall deployment. 

Observation 2c: more studies are needed to establish the feasibility for UE side training/inference.

Observation 3:
· Alt. 1 (NW side training/NW side inference) does not require disclosure of network implementation information.

Proposal 1:   Deprioritize beam pair prediction in the study.


Proposal 1a:
· For Model training at the NW side & inference at the NW side (Alt. 1), study efficient signalling of set B selection or beam selection and RSRP representation. 
· For Model training at the UE side & inference at the UE side (Alt. 2), study model generalization performance.  


Proposal 2: RAN1 should prioritize the study on quantization error’s impact to AI/ML model inference performance over measurement error.

Proposal 3: for discussion on AI/ML BM, the purpose for “data collection” should always be clear, e.g., data collection for training data, UE reporting for inference, UE reporting for performance monitoring.

Proposal 4: the correlation among RSRPs for the same Tx beams at Occasions for BM Case-2, and achieve reduced feedback overhead by exploiting the temporal correlation in their RSRPs.

Proposal 5: capture 4 beam reporting methods for BM Case-1 and BM Case-2:


	BM Case-1

	S = # of set A beams, M = # of set B beams, N = # of selected B beams for beam reporting
	Example (S=32, M=16, N=10)

	
	Beam selection  
	RSRP
	Total signaling bits
	

	Reporting all set B beams’ RSRPs
	 for the strongest beam
	
	
	
71

	Reporting selected set B beams’ RSRPs with CRI signaling
	
	
	
	83

	Reporting selected set B beams’ RSRPs with bitmap
	
	
	
	63

	Reporting selected set B beams’ RSRPs with combinatorial index
	
	
	
	60





	BM Case-2
	

	S = # of set A beams, M = # of set B beams, N = # of selected B beams for beam reporting, W = # of observation intervals
	Example (S=32, M=16, N=10, W=4)

	
	Beam selection  
	RSRP
	Total signaling bits
	

	Reporting all set B beams’ RSRPs
	 for the strongest beam over W intervals 
	
	
	265

	Reporting selected set B beams’ RSRPs
	 (strongest beam indication per interval)
	 per interval
	
	

332

	Reporting selected set B beams’ RSRPs with bitmaps
	 per interval
	 per interval
	
	252

	Reporting selected set B beams’ RSRPs with combinatorial index
	 per interval
	 per interval
	
	240




Proposal 6: consider the following table for LS reply to RAN2:

	
	Data content
	Typical data size
	Reporting type
	Latency requirement

	Offline training
	“Set A” and “set B” measurements 
	Large, and depending on the targeted generalization performance
	Signaling by RRC  configuration for NW side training. None for UE side training. For NW side training, the collected data is carried with 
user plane or control plane via PUSCH 
	Large (hours or days)

	Inference
	Beam reporting
	70 ~ 280 bits for NW side inference

Several bits to tens of bits for UE side inference
	Periodic, semi-persistent,  aperiodic, event-triggered reporting
 
	Short (~ ms)

	






Performance monitoring 
	Beam reporting on set A/set B for NW side inference
	140 bits for BM Case-1 with 32 set A beams, 560 bits for BM Case-2 with 32 set A beams and for 4 occasions  for one sample, multiple samples may be needed.
	Periodic, semi-persistent, aperiodic reporting

 
	






Medium (configurable by NW, ~100ms)

	
	performance metric/event for UE side inference.
	A few bits or more depending on the exact performance metric.
	Periodic, semi-persistent, aperiodic or event-triggered reporting
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The bitwidth for CRI, SSBRI, RSRP, and differential RSRP are provided in Table 6.3.1.1.2-6.

Table 6.3.1.1.2-6: CRI, SSBRI, and RSRP

Field Bitwidth
CRI [log, (k)]
SSBRI [log, (k)]
RSRP 7
Differential RSRP 4
where KSCSI_RS is the number of CSI-RS resources in the corresponding resource set, and KSSSB is the configured

number of SS/PBCH blocks in the corresponding resource set for reporting 'ssb-Index-RSRP'.

Table 6.3.1.1.2-8: Mapping order of CSl fields of one report for CRI/RSRP or SSBRI/RSRP reporting

CSl report

CSi fields
number

CRI or SSBRI #1 as in Table 6.3.1.1.2-6, if reported
CRI or SSBRI #2 as in Table 6.3.1.1.2-6, if reported
CRI or SSBRI #3 as in Table 6.3.1.1.2-6, if reported
CRI or SSBRI #4 as in Table 6.3.1.1.2-6, if reported
RSRP #1 as in Table 6.3.1.1.2-6, if reported

CSl report #n

Differential RSRP #2 as in Table 6.3.1.1.2-6, if reported

Differential RSRP #3 as in Table 6.3.1.1.2-6, if reported
Differential RSRP #4 as in Table 6.3.1.1.2-6, if reported





