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Introduction
This contribution will discuss the potential specification impact for CSI feedback enhancement, including CSI compression and CSI prediction.
[bookmark: _Ref129681832]Potential specification impact for CSI compression
[bookmark: OLE_LINK40]Training collaboration types
In previous meetings, the pros and cons analysis over training collaborations were discussed but did not achieve consensus. In this section, the pros and cons of each training collaboration type are analyzed separately and summarized at the end.
[bookmark: OLE_LINK41]Training collaboration Type 1
For Type 1, the two-sided AI/ML model is trained at one side, which could be the Network side or the UE side. After model training is completed, Network delivers the trained CSI generation part to the UE, as shown in Figure 1(a), or UE delivers the trained CSI reconstruction part to Network, as shown in Figure 1(b).
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	(a) Joint training of the two-sided model at Network side
	(b) Joint training of the two-sided model at UE side


[bookmark: _Ref110631031]Figure 1 Joint training of the two-sided model at a single side/entity 
[bookmark: _Hlk134800398]Joint training at Network side with device agnostic design
Joint training at the Network side with device agnostic design means Network side only trains a common CSI generation part without considering UE-specific requirements/restrictions. It has the following advantages: 
· Flexibility on scenario-specific model/Model update flexibility after deployment: Network can support cell/site/scenario/configuration specific model flexibility. Network can also dynamically update UE’s model after deployment when the wireless scenario changes, e.g., due to the UE handover. 
· Extendibility: UE side can use the CSI generation part received from Network side as a reference model to train a new CSI generation part compatible with the Network side model in use. Therefore, UE side extendibility is supported. Since device agnostic design is adopted at Network side, Network side extendibility is not supported.
· Burden on model maintenance/storage at the UE side: Since the UE device only needs to store one CSI generation part corresponding to the camped cell, the model maintenance/storage burden at UE side is not critical.
· Burden on model maintenance/storage at Network side: If the fully agnostic model can be supported by UE device, Network side only needs to maintain/store a common model. Otherwise, if UE device is not fully agnostic and can only support some certain model structure designs, e.g., backbone, layer number, layer structure, etc., then there is still restriction at the Network side, since different UE vendors may have different flavours on the preferred model structure. Therefore, this item is considered as “restricted”, depending on whether the model is fully unknown.
· Training data distribution: Since the Network may use the dataset mixed from multiple UEs served by the Network, the data distribution of a specific UE can be represented by the distribution of the mixed training dataset which will be used to train a generalized model. Therefore, “Whether training data distribution can match the inference device” is considered as “restricted”, depending on how much generalization can be achieved.
· Engineering isolation (Feasibility of allowing UE side and NW side to develop/update models separately): If the fully agnostic model can be supported by UE device, Network side can develop/update models independently since Network side can train a common CSI generation part without considering UE-specific requirements/restrictions. Otherwise, if UE device is not fully agnostic, there is still offline interoperation efforts to somehow align the supported model structures by UE device. Therefore, the “Feasibility of allowing UE side and NW side to develop/update models separately” is considered as “restricted”.
· Performance: If the fully agnostic model can be supported by UE device, it may achieve the optimal network performance since CSI generation part and CSI reconstruction part are designed and trained jointly at Network with ideal model pairing. Otherwise, if UE device is not fully agnostic, there would be restriction by Network side to design the CSI generation part model structure, such theoretical performance may hardly be achieved. Thus, this item is considered as “restricted”.
Joint training at the Network side with device agnostic design also faces some challenges/downsides: 
· Software/hardware compatibility: The algorithm design of AI/ML model is coupled with the hardware (e.g., chipset) and the software platforms (e.g., runtime environment), so that an unseen delivered AI/ML model arbitrarily developed by the Network vendor may not run successfully at the UE side. In particular, the CSI generation part model structure developed without involving the corresponding UE vendor may suffer low operating efficiency, long operating latency, high power consumption, or even failure of running at the UE modem. To summarize, the UE may face the compatibility issue for the model structure developed by the Network without interoperation with the UE vendor. In other words, the fully device agnostic manner can hardly be achieved.
· gNB/device specific optimization (Whether gNB/device specific optimization is allowed): For fully agnostic model, it does not support device specific optimization; otherwise, for non-fully agnostic model, it is still possible to perform device specific optimization to some extent. Thus, this item is considered as “restricted”.
· Model proprietary: As the model is trained at the Network side, it is transferred/delivered to the UE device with open format. The transferred/delivered model may disclose the model proprietary of the Network side.
Observation 1: For training Type 1, if the model is fully unknown (i.e., fully device agnostic), it may suffer the challenge of software/hardware compatibility, which impacts the feasibility.
Joint training at Network side with device specific design
Joint training at the Network side with device specific design means Network side will train a specific CSI generation part for each UE vendor/type. It shares some common pros/cons of joint training at the Network side with the device agnostic design, e.g., flexibility on the scenario-specific model training/updating, extendibility and model maintenance/storage at the UE side, training data distribution, and proprietary. In addition, the training data distribution can match the inference device for joint training at the Network side with device specific design. As an advantage over device agnostic design, it supports device specific optimization for per UE vendor/type.
· gNB/device specific optimization: Joint training at the Network side with device specific design can support device specific optimization.
· Extendibility: UE side can use the CSI generation part received from Network side as a reference model to train a new CSI generation part compatible with the Network side model in use. Alternatively, when a new UE with specific requirement join in a Network, the Network can train a new UE part model for the new UE by freezing the Network part model in use. Therefore, both Network side and UE side extendibility is supported. 
Joint training at the Network side with device specific design also faces some challenges/downsides: 
· Software/hardware compatibility: To alleviate the software/hardware compatibility issue, device specific design allows UE side to be involved for model design jointly with Network side. However, this would further incur the following restrictions/issues.
· Engineering isolation (Feasibility of allowing UE side and NW side to develop/update models separately): The supported model structure(s) of the CSI generation part need to be aligned between the Network vendor and the UE vendor, e.g., in an offline manner. This would lead to a non-trivial offline co-engineering, i.e., the engineering isolation is crippled to a large extent. E.g., the model structure, method of parameter quantization, etc., may need to be aligned in an offline manner – this literally needs the joint development of the CSI compression feature between NW vendors and UE vendors which is unprecedented for previous standardized features.
· Burden on model maintenance/storage at the Network side: Network, in particular gNB, can train and maintain a unified CSI reconstruction part over multiple UEs. However, as different UE vendors would probably support different structures of the CSI generation part, the Network vendor may need to maintain/store numerous CSI generation parts from different UE vendors and different UE versions of per UE vendor (though only a single CSI reconstruction part is maintained/stored at the gNB). Considering there are UEs from multiple UE vendors/UE versions in the same cell, this maintenance/storage burden is imposed on the gNB.
· Performance: Due to the co-engineering restriction, the Network vendor may not freely develop the CSI generation part to achieve best match with the CSI reconstruction part at gNB (i.e., restricted model pairing). Therefore, the performance may become suboptimal. Moreover, as the CSI reconstruction part may need to be jointly trained with multiple CSI generation parts from different UE vendors, the performance would be further impacted, which is similar to the Type 2 training between 1 Network part model to M UE part models as evaluated in our companion contribution [1].
Observation 2: For training Type 1, if the model is not fully unknown (i.e., device specific) to relieve the compatibility issue, the following restrictions/issues need to be further considered (take joint training at Network side for instance):
· Non-trivial offline interoperation is needed with various UE vendors/UE versions to dedicatedly train the CSI generation part for UE, which harms the engineering isolation.
· Network vendor may not freely develop the CSI generation part for UE, which may restrict the pairing with the CSI reconstruction part and thereby result in a sub-optimal performance.
· Network, in particular gNB, may have to maintain/store multiple CSI generation parts trained for different UE vendors/UE versions.
Joint training at UE side
The merits of joint training at UE side are listed as below: 
· Burden on model maintenance/storage at UE side: UE side can maintain a unified CSI generation part over multiple Network vendors which reduces the storage burden of UE side. 
· Training data distribution: The UE side can train UE vendor/type/version specific models to match different data distributions due to different UE implementations. However, it may fail to match to other UE vendors/types/versions. As a result, gNB has to incorporate various models from different UE vendors/types/versions, which imposes burden of model maintenance/storage as analysed in below.
The cons of joint training at UE side include follows:
First, joint training at UE side faces the similar challenges/issues as the joint training at Network side with device agnostic design, including: software/hardware compatibility issue (which further incurs engineering isolation issue, gNB/device specific optimization issue, suboptimal performance, etc.), extendibility, and model proprietary issue. For the same reason, joint training at UE side also may hardly achieve engineering isolation, device specific optimization may also be restricted, and the performance may hardly be optimal.
Second, in contrast with joint training at Network side, there are a couple of specific downsides for joint training at UE side: 
· Flexibility on scenario-specific model: For the joint training at Network side, Network vendor can flexibly perform cell/scenario specific model training based on specific network planning and site types, thus it is more realistic for Network to train AI/ML models that best match the cell environment. As a comparison, for the joint training at UE side, dataset collected by UE vendors may not match the specific cell environment of the Network vendor/MNO, so that the model would be suboptimal.
· Model updating flexibility: The model update for the joint training at the Network side (which can train the model at the gNB on an on-demand basis) is much easier than model update at the UE side which cannot train the model at the UE device due to the limitation of the UE capability.
· Burden on model inference/storage/running at Network side: gNB needs to conduct inference/store/run multiple CSI reconstruction parts delivered from different UE vendors/UE versions at the same time which increases the burden of computing and storage on the Network side. As CSI reconstruction part has generally a larger size than the CSI generations part, the burden of storage at the gNB is heavier than joint training at the Network side. In addition, as the gNB has to run different AI/ML decoders corresponding to different UEs, the complexity of joint training at the UE side is higher than the joint training at the Network side where only one decoder performs inference over all UEs.
Observation 3: For training Type 1 of CSI compression, compared with joint training at Network side, performing joint training at UE side and delivering the model to the Network incur extra challenges for Network due to the following reasons:
· Inconvenience of training cell/scenario specific models.
· Inflexible model update.
· Burden of inference/storing/running multiple Network part models at gNB delivered from different UE vendors/UE versions.
To summarize, device specific training Type 1 jeopardizes the engineering isolation and results in non-trivial offline effort of model development between the NW vendors and the UE vendors; when considering there are multiple NW vendors and multiple UE vendors, the customized offline co-engineering is proportionally increased with the number of vendors of the opposite side. On the other hand, as analyzed above, training Type 1 with fully device agnostic manner can hardly be achieved from technical point of view. 
[bookmark: OLE_LINK42]Training collaboration Type 2 
Type 2 can be defined as: a process to train the CSI generation part at UE side and CSI reconstruction at Network side in one forward propagation (FP) and backward propagation (BP) loop across the Network and the UE. 
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[bookmark: _Ref110631065][bookmark: _Ref110631004]Figure 2 Joint training of the two-sided model at Network side and UE side, respectively
In particular, the model structure of CSI generation part and CSI reconstruction is designed separately by UE vendor and Network vendor, respectively, as shown in Figure 2, and the model of one vendor is unknown to the vendor at the opposite side. By defining the BP and the FP interaction procedure and under a common dataset, the parameters of CSI generation part and CSI reconstruction can be trained jointly through iterative FP/BP loops. 
The pros of training Type 2 are listed in below: 
· Software/hardware compatibility: Since the UE part model the Network part model are designed and trained by UE vendor and Network vendor, respectively, there is no compatibility issue; consequently, gNB/device specific optimization is also allowed.
· Model proprietary: Model proprietary can be kept.
· Burden on model maintenance/storage at UE: Since the UE device only needs to store one CSI generation part corresponding to the specific cell being camped, the burden on model maintenance/storage at UE side is not critical.
· Burden on model maintenance/storage at Network side: Network can maintain a unified model over multiple UEs but with performance sacrifice, as described and evaluated in our companion contribution [1]. In particular, for sequential training, as the NW part model is frozen as long as it finishes the training with one UE part model, it may need to maintain multiple models to jointly train with different UE vendors/versions (assuming a new UE vendor has also frozen its trained model); therefore, this item is marked as “restricted” for sequential training.
· Training data distribution: For training Type 2, the training dataset should be aligned between Network and UE. More likely, each UE side may use their own dataset and thus the Network have to train its Network part model by the mixed dataset from all UE sides. Therefore, “Whether training data distribution can match the inference device” is considered as “restricted”, depending on how much generalization can be achieved.
However, training Type 2 relies on complex design to support real-time interaction of FP/BP iterations between Network and UE which introduces huge challenges. For example, it is challenging to align the joint training timeline over multi-Network vendors and multi-UE vendors as different vendors would have separate time plans of model/product development. Therefore, the cons of training Type 2 include the following:
· Engineering isolation (Feasibility of allowing UE side and NW side to develop/update models separately): Due to the real-time interaction of FP/BP iterations between Network and UE, engineering isolation is seriously breached. 
· In particular, at least the following information needs to be aligned between the two sides:
· Training/validation dataset (refer to Section 2.2)
· Format of the BP/FP parameters
· Protocol/procedure of the BP/FP interaction
· Number of batches/training loops
· Conditions for convergence
· Moreover, UE vendor and Network vendor cannot accomplish model training independently. That means the Network vendor may need to consider the potential cooperation with the UE vendor or even multiple UE vendors in the timeline of the Network product development (and vice versa), which is unprecedented for previous standardized features. E.g., if the joint training cannot achieve converged results due to unmatched models/training methods, resulting the delayed/failed release of the product. Note that such interoperation needs deep involvement on the model development/training, which is much different from the traditional IoDT test.
· Flexibility on scenario-specific model: Due to the offline joint development, cell/site/scenario/ configuration specific model is also not flexible to support. 
· Model updating flexibility: Since offline cooperation between UE vendor and Network vendor is needed, model update may not be flexible after deployment.
· Performance: As analysed in “Burden on model maintenance/storage at Network side”, to achieve a unified NW side model pairing with multiple UE vendors/versions, there is sacrifice on performance regardless it is simultaneous training or joint training.
In the previous meetings, the extendibility of Type 2 has been discussed. It is therefore separately analyzed below.
· Extendibility: For the simultaneous training mode, extendibility is hardly achieved. For the sequential training mode, for the case of 1 Network to M>=1 UEs, when a new UE joins, the UE can jointly train its UE part model with Network while the Network can freeze its Network part model in use. Similarly, for the case of 1 UE to N>=1 Networks, when a new Network joins, the UE can also freeze its UE part model in use to jointly train the Network part model.
· It should be noted that, for the case of N>1 Network to M>1 UEs, it is hard to ensure the new UE can train a single UE part model compatible to the N Networks since all of the N Networks have frozen their Network part models. Therefore, the new UE has to train separate UE part models to pair with different Networks.
· In addition, the performance of both ways may further be harmed since only one part of the two-sided models can be updated.
Observation 4: For training Type 2 of CSI compression and model update, it highly relies on complex design to support real-time interaction of FP/BP iterations between Network side and UE side in offline manner, which causes major challenges to engineering isolation especially for the case of multi-Network vendors to multi-UE vendors.
[bookmark: OLE_LINK43]Training collaboration Type 3
NW first training
The procedure of Type 3 for NW first training is illustrated in Figure 3.
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[bookmark: _Ref142385385]Figure 3 Procedure of separate training for CSI compression
The advantages of separating training with dataset sharing are as follows:
· Software/hardware compatibility: Model training at Network and UE are performed separately. Therefore, the hardware/software compatibility issue can be avoided.
· Engineering isolation (Feasibility of allowing UE side and NW side to develop/update models separately): From the perspective of the model development and model training, the Network part model and the UE part model are individually developed and trained. On the other hand, from the perspective of the dataset sharing, whether engineering isolation can be achieved depends on how dataset sharing is achieved: if dataset sharing via air-interface is specified, engineering isolation can be achieved; otherwise, Network vendor needs to offline interoperate with UE vendors on the dataset delivery (e.g., data format, quantization method, CSI report related information, etc.), which will be elaborated at Section 2.2. Therefore, this item is considered as “restricted”, depending on whether the dataset delivery is online or offline.
· Device specific optimization: The development of the CSI generation part and the CSI reconstruction part is performed by the UE vendor and the Network vendor, respectively, thus the gNB/device-specific optimization is allowed.
· Burden on model maintenance/storage at Network side: The burden on model maintenance/storage at the gNB is relieved, as the Network can maintain a unified CSI reconstruction part over multiple UEs. 
· Burden on model maintenance/storage at UE: If the generalized model pairing to multiple Network vendors can be achieved (e.g., by dataset mixing), the UE side can also maintain a unified CSI generation part. On the other hand, if the generalized model cannot be achieved, or the number of models/versions increases with time and exceeds the generalization capability, the UE side may have to maintain multiple models. In addition, it should be noted that it would not cause burden on the UE device (but a UE side server), since the UE device only needs to store one CSI generation part corresponding to the specific cell being camped. 
· Model proprietary: Model proprietary can be guaranteed as model disclosure or joint development between Network vendor and UE vendor on model structure may not be needed. 
· Flexibility on scenario-specific model: Compared to Type 2, Network can flexibly generate the cell/site/scenario/configuration specific model and deliver cell/site/scenario/configuration specific dataset to UE for training. Compared to Type 1, the flexibility may be worse, as the model is still trained offline rather than plug-and-play. Therefore, it is marked as “semi-flexible”.
· Model updating flexibility: For the model updating, if the dataset sharing is performed offline, it is not flexible to update model after deployment. However, if the dataset sharing is performed over the air-interface, the flexibility of model updating can be improved to a large extent, since the dataset delivery involves only gNB vendor and UE vendor. Compared with Type 1 joint training at Network side though, it may be less flexible for model updating, since for Type 1, the delivered model can be directly used, or implemented after compiling; while for Type 3, UE side still needs to perform training in prior. But compared with Type 2 or Type 3 with offline dataset delivery, it is more flexible due to less offline co-engineering. Therefore, it is marked as “semi-flexible”.
· Extendibility: When a new UE join in a Network, it can use the mixed dataset delivered by N Networks to train its single UE part model which is compatible with the N Network part models in use. Even if the data distribution of the new UE is different from the original dataset, the Network can also use the new dataset to train a new virtual UE part model by freezing the Network part model in use. The Network then generates a new dataset corresponding to the input/output of the new virtual UE part model and then send it to the new UE. 
· Training data distribution: Since the Network may use the dataset mixed from multiple UEs served by the Network, the data distribution of a specific UE can be represented by the distribution of the mixed training dataset which will conduct a generalized model. This item is considered as “restricted”, depending on how much generalization can be achieved.
The cons faced by NW first separate training are listed and analyzed as below:
· Performance: Type 3 training may face the issue of suboptimal performance compared with joint training with ideal model pairing. With appropriate design of the model, on the other hand, performance loss can be largely reduced. 
· Privacy-sensitive dataset sharing: The shared dataset is the CSI-related data which is irrelevant to the user privacy (e.g., user position, etc.) at least based on the evaluated solutions so far. 
UE first training
UE first training has similar pros with the NW first training in terms of compatibility, model proprietary, and gNB/device specific optimization, extendibility, and the aspects of performance, and privacy-sensitive dataset sharing are similar as NW first training. 
In addition to above, UE first training faces the following specific issues:
· Flexibility on scenario-specific model: The dataset collected by UE side may not match the channel characteristics at the Network as the Network vendor may want to perform cell/scenario specific model trainings while the dataset provided by UE vendors may not involve such categorization. Thus, UE first training is not flexible enough to support cell/site/scenario/configuration specific model.
· Model updating flexibility: Model update may not be flexible after deployment for the UE first training since the training entity of the UE side would be a non-3GPP entity rather than the UE device due to the limitation of the UE capability; as a comparison, for NW first training, the gNB can flexibly update of the Network part model if the model training is performed on gNB.
· Burden on model inference/storage at Network side: For the NW first training, if the generalized model pairing to multiple Network vendors is not achieved, it would not bring burden to UE device as it only stores one AI/ML model corresponding to the camped cell. However, for the UE first training, the gNB may need to perform inference/store multiple Network part models to separately pair with UE part models subject to different UE vendors/UE versions; when the number of models/versions increase with time, this issue will become more severe. 
Observation 5: For training Type 3 of CSI compression, compared with NW first training, performing UE first training incurs extra challenges for the Network due to the following reasons:
· Inconvenience of training cell/scenario specific models.
· Inflexible model update.
· [bookmark: _Hlk127563300]Burden of maintaining/storing multiple Network part models at gNB to pair with multiple UE vendors/UE versions.
To summarize, the effort of aligning the delivered dataset is needed between the Network side and the UE side; if such alignment is not specified, the engineering isolation would be negatively impacted. In addition, the burden of maintaining/storing multiple models at Network side/UE side may hardly be avoided especially when considering the accumulated number of models/versions.
[bookmark: OLE_LINK44]Comparison of the training collaboration types
Based on the above analysis, the pros and cons of aforementioned 3 training types (only offline based Type 2 is considered) are summarized in Table 1 for Type 1 and Table 2 for Type 2/3.
[bookmark: _Ref110639468]Table 1 Brief comparison of the training Type 1
	
	NW-sided Type 1
	UE-sided Type 1

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW

	Whether model can be kept proprietary
	No
	No
	No
	No

	Whether require privacy-sensitive dataset sharing
	No
	No
	No
	No

	Flexibility to support cell/site/scenario/configuration specific model
	Yes
	Yes
	No
	No

	Whether gNB/device specific optimization is allowed
	Restricted (Note 1)
	Yes
	Restricted (Note 1)
	Yes

	Model update flexibility after deployment
	Flexible
	Flexible
	Not flexible
	Not flexible

	Feasibility of allowing UE side and NW side to develop/update models separately
	Restricted (Note 2)
	Infeasible
	Restricted (Note 2)
	Infeasible

	Whether gNB can maintain/store a single/unified model over different UE vendors [for a CSI report configuration]
	Restricted (Note 3)
	No
	No
	No

	Whether UE device can maintain/store a single/unified model over different NW vendors [for a CSI report configuration]
	Yes
	Yes
	Yes
	Yes

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Support
	Support
	Not Support
	Support 

	Extendibility: To train new NW-side model compatible with UE-side model in use
	Not Support 
	Support 
	Support
	Support 

	Whether training data distribution can match the inference device
	Restricted
	Restricted
	Yes
	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	No
	Yes
	No
	No

	Model performance
	Restricted
	Suboptimal
	Restricted
	Suboptimal

	Note
	Note 1: “No” for fully unknown model. “To some extent” for partially unknown model.
Note 2: “Feasible” for fully unknown model. “Infeasible” for partially unknown model.
Note 3: “Yes” for fully unknown model. “No” for partially unknown model.



[bookmark: _Ref141687720]Table 2 Brief comparison of the training Type 2/3
	
	Type 2
	Type 3

	
	Simultaneous
	Sequential
	NW first
	 UE first

	Whether model can be kept proprietary 
	Yes
	Yes
	Yes
	Yes

	Whether require privacy-sensitive dataset sharing
	No
	No
	No
	No

	Flexibility to support cell/site/scenario/configuration specific model
	Not flexible
	Not flexible
	Semi-flexible 
	Not flexible

	Whether gNB/device specific optimization is allowed
	Yes
	Yes
	Yes
	Yes

	Model update flexibility after deployment
	Not flexible
	Not flexible
	Semi-flexible (Note 1)
	Not flexible

	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	Infeasible
	Restricted (Note 2)
	Restricted (Note 2)

	Whether gNB can maintain/store a single/unified model over different UE vendors [for a CSI report configuration]
	Yes
	Restricted (Note 3)
	Yes
	No

	Whether UE device can maintain/store a single/unified model over different NW vendors [for a CSI report configuration]
	Yes
	Yes
	Yes
	Yes

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	No
	Support 
	Support 
	Support

	Extendibility: To train new NW-side model compatible with UE-side model in use
	No
	Support 
	Support 
	Support

	Whether training data distribution can match the inference device
	Restricted
	Restricted
	Restricted
	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	Compatible
	Compatible
	Compatible
	Compatible

	Model performance based on evaluation in 9.2.2.1
	Suboptimal
	Suboptimal
	Suboptimal
	Suboptimal

	Note
	Note 1: “Semi-flexible” if the dataset sharing is via air-interface (no offline interoperation); “Not flexible” if the dataset sharing is via offline (offline interoperation needed).
Note 2: “Feasible” if the dataset sharing is via air-interface (no offline interoperation); “Infeasible” if the dataset sharing is via offline (offline interoperation needed).
Note 3: After NW part model frozen, NW may still need to train a new model if a new UE vendor to be jointly trained has also frozen its model.


Dataset delivery
General aspects
In RAN1#113 meeting [2], the following proposal on dataset delivery for training Type 3 was discussed, but no consensus was achieved.
	Proposal 2-2-3(v1) 
In CSI compression using two-sided model use case with training collaboration type 3, for sequential training, further study necessity, feasibility, and potential specification impact on:
· CSI reconstruction model training dataset and/or other information delivery from UE side to NW side 
· CSI generation model training dataset and/or other information delivery from NW side to UE side 
· Dataset delivery methods  
· Data sample format/type 
· Quantization/de-quantization related information
· Other aspects are not precluded.
· Note: other information includes assisted information. 
· Note: Delivery of dataset through 3GPP transparent way or over the air interface through 3GPP signaling can be separated discussed.  


The motivation of specifying the dataset delivery is to mitigate the vendor-specific offline interoperation and customization during the development of the AI/ML feature/models as much as possible, as analyzed in Section 2.1.3. Otherwise, each Network/UE vendor has to customize the offline interface with all other vendors of the opposite side to enable the dataset delivery, including the type/format/size/assistance information/quantization/dequantization related information as mentioned in the FL proposal. Different vendors may have different flavors on the type/format, etc., of the offline dataset delivery, due to which prohibitive customization effort would be required during the development phase. On the other hand, specifying the dataset delivery between UE and gNB would largely relieve the customization issue. Although it would introduce additional air-interface overhead, the average overhead for per UE is negligible since the training dataset delivery is infrequent. In addition, as AI/ML enabled UE anyway needs to upload the collected data to the UE side training entity, the data for Type 3 training can be only a part of the overall AI/ML related data to be uploaded.
Observation 6: Specifying the dataset delivery for training Type 3 over air-interface can alleviate the per vendor basis offline interoperation and customization of the dataset delivery type/format during the development of the AI/ML feature/models.
Overhead analysis
As per the discussions in previous meetings, one concern of dataset delivery over the air-interface is the enormous size of the training dataset that may lead to an excessive UE power consumption and air-interface overhead.
However, it should be clarified that the overall dataset is not necessarily sent from a single gNB to a single UE. On the other hand, the original dataset can be split into subsets each with a limited number of data samples. Considering that the model training at UE side is usually performed at a non-3GPP entity belonging to the UE vendor, each UE may only need to receive one subset of the original dataset and the non-3GPP entity can recombine all subsets received and uploaded by many UEs to recover the original dataset, which is then used for model training. All subsets of the original dataset are associated with a common dataset ID to facilitate the dataset recombination.
On the frequency of such dataset delivery, as the data distribution would not vary drastically, Network does not need to frequently update the model, but rather in a per week/month frequency. If a generalized model is trained based on this overall dataset, the period of updating the model is even longer. Therefore, the average air-interface overhead of dataset delivery in a per gNB or per UE basis is negligible.
Moreover, some quantization or compression methods can be adopted to largely reduce the overhead of the ground-truth CSI, as has been widely evaluated in 9.2.2.1. An example of the overhead analysis is provided in Table 3, where the following two quantization methods are examined: 
1) Scalar quantization, e.g., Float32, Float16, 8bit scalar quantization; and 
2) an enhanced Rel-16 Type II CB with new parameters to achieve a higher resolution. 
The total overheads of datasets for training an AI/ML model from scratch with Transformer backbone as adopted in [1] are provided for both quantization methods. It is shown that by using enhanced Rel-16 Type II CB with new parameters, the overhead of dataset delivery can be reduced to 40MB (which is 96% overhead reduction).
[bookmark: _Ref115451329]Table 3 Overhead analysis for ground-truth CSI
	Compression method
	Overhead per sample
	Total overhead, 300k samples
	Average overhead per hour

	
	
	
	dataset delivery frequency = 1 month
	dataset delivery frequency = 1 week
	dataset delivery frequency = 1 day

	Float32
	3.3 KB
	992 MB
	1.4 MB
	5.9 MB
	41 MB

	Float16
	1.67 KB
	499 MB
	0.69 MB
	2.97 MB
	21 MB

	8bit scalar quantization
	832 B
	250 MB
	0.35 MB
	1.49 MB
	10.4 MB

	Rel-16 Type II CB with new parameters: L=10, p=0.9, beta=0.31, amplitude: 4 bits, phase: 6 bits
	127 B
	40 MB
	56 KB
	238 KB
	1.7 MB


As shown in Figure 4, for NW first training, the Network side can split the overall dataset into K*N subsets, each of which is delivered from a gNB to a UE, that is, the overall dataset can be delivered by K gNBs each of which sending N subsets to N UEs. Thus, the delivered dataset size per UE can be reduced K*N times. Assuming K*N=10000 UEs are used to share this dataset delivery, and the size of the overall dataset is 40 MB by using Rel-16 Type II-like quantization method as given in Table 3, the per UE overhead is only 4KB which is comparable to RRC signaling and is, therefore, constitute a negligible overall overhead for per month/per week/per day level dataset delivery.
[image: ]
[bookmark: _Ref131530554]Figure 4 Dataset delivery over massive UEs
Observation 7: For the dataset delivery of CSI compression over air-interface, the following approaches can be considered to substantially reduce per UE overhead/power consumption:
· Quantization of the ground-truth CSI with high resolution quantization format, e.g., R16 Type II-like method with new parameters.
· Network splits the overall dataset into many subsets each with a limited number of data samples (e.g., with an overhead comparable to the RRC signaling). The subsets can be separately sent to different UEs, and all subsets are associated with a common dataset ID for the UE side recombination.
Network and UE alignment for dataset delivery
As discussed in Section 2.1, some training types such as Type 2/3 need the Network side and the UE side to train the CSI reconstruction part and the CSI generation part, respectively, based on aligned dataset. Therefore, the signaling and the procedure for dataset delivery need to be studied as parts of the training types. In order to align the understanding of the delivered dataset between the Network side and the UE side, the following aspects should be considered for the dataset delivery:
· Dataset ID, which is used to differentiate the models to be trained at the opposite side.
· Dataset size, e.g., the number of data samples contained in the delivered dataset.
· Data samples format, e.g., the high resolution quantization method (codebook based or scalar based), the data samples dimensions, etc.
· In particular, data sample dimensions include input dimension (Tx port number, bandwidth/subband number, etc.) and output dimension (e.g., size of latent space).
· Data sample type(s) such as the type of the target CSI (e.g., channel matrix or eigenvectors), and the type of the CSI report (e.g., before or after quantization).
· Rank>1 model type and related information. E.g., rank level model or layer level model.
· In particular, for rank level model, rank value is included.
· In particular, for layer level model, layer index and per layer segmentation information is included.
· CSI report related information. 
· Quantization/de-quantization related information. E.g., Quantization method (SQ or VQ), quantization granularity (for SQ), quantization codebook (for VQ), CSI report segmentation (for VQ).
· Scalability information. E.g., the set of scalable parameters for per model. This is to facilitate the dataset reception side to align the scalability capability with the dataset sharing side. 
It should be noted that the above information needs to be aligned between the Network side and the UE side regardless whether they are specified or not. If they are aligned with offline manner, the customized dataset delivery to multiple vendors of the other side may cause additional challenge to engineering isolation.
Proposal 1: In CSI compression using two-sided model with training collaboration Type 3, the following aspects of dataset delivery need to be considered:
· CSI reconstruction model training dataset and/or other information delivery from UE side to NW side 
· CSI generation model training dataset and/or other information delivery from NW side to UE side 
· Dataset delivery methods
· Data sample format/type
· Rank>1 model type and related information. E.g., rank basis model or layer basis model, rank value, layer index/layer basis segmentation.
· CSI report related information. E.g., Quantization/de-quantization related information, scalability information, etc.
· Other aspects are not precluded.
Data collection
In the RAN1#112 meeting, the following agreement on data collection was achieved. The “necessity, feasibility” is part of the study since it is controversial on whether to support the assistance information for data categorization of the other side.
	Agreement
· In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact of UE side data collection enhancement including at least  
· Enhancement of CSI-RS configuration to enable higher accuracy measurement.
· Assistance information for UE data collection for categorizing the data in forms of ID for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc.
· The provision of assistance information needs to consider feasibility of disclosing proprietary information to the other side.
· Signaling for triggering the data collection
· In CSI compression using two-sided model use case, further discuss the necessity, feasibility, and potential specification impact for NW side data collection including at least:   
· Enhancement of SRS and/or CSI-RS measurement and/or CSI reporting to enable higher accuracy measurement. 
· Contents of the ground-truth CSI including:  
· Data sample type, e.g., precoding matrix, channel matrix etc.
· Data sample format: scaler quantization and/or codebook-based quantization (e.g., e-type II like). 
· Assistance information (e.g., time stamps, and/or cell ID, Assistance information for Network data collection for categorizing the data in forms of ID for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc., and data quality indicator)
· Latency requirement for data collection
· Signaling for triggering the data collection


For the data categorization ID for the UE side data collection, in our understanding, the applicable cases may need to be further clarified. 
· If the data categorization ID is a kind of antenna layout/TxRU mapping information, it is our understanding that UE can train a generalized model to adapt to various TxRU mapping patterns for which the evaluation results have been provided with good performance in our companion contribution [1].
· If the data categorization ID is intended for identifying scenario/area/zone information, it may not be necessary either since the UE can autonomously sense such information without being notified by the gNB. For instance, it can obtain its geographic position with its own positioning functionality to identify UMa/UMi, or obtain its speed based on a Doppler shift calculation. 
· In addition, as the UE vendor may have a different data categorization principle from the Network vendor, it needs to be clarified how to harmonize the understanding of the indicated data categorization ID between the Network vendor and the UE vendor. For instance, how can a Network vendor make the categorization of the scenarios/antenna layouts, without knowing the generalization capability of the UE model? To achieve aligned understanding of the data categorization ID, the offline interpretation to the physical meaning of the scenarios/antenna layouts may be inevitable; that is to say, proprietary preservation is not likely to be achieved even though such assistance information is in forms of implicit ID.
Proposal 2: The motivation of introducing the assistance information for assisting UE/NW side data categorization is not clear considering the following points:
· UE/Network can train a generalized model that is applicable to multiple scenarios/antenna layouts.
· UE/Network can autonomously sense the scenario without the need for gNB/UE notification.
· The categorization rule and granularity of the scenarios identified by Network/UE may not match the categorization rule of the UE/Network side.
· To achieve aligned categorization rule, offline interoperation on the physical meaning (scenarios/antenna layouts) of the categorization ID between Network side and UE side may be inevitable, which harms the engineering isolation and discloses the proprietary.
Model management
Model monitoring
Monitoring metrics
For input or output data based monitoring, since it does not reflect the end-to-end KPIs of AI/ML model but only monitors the distribution of the input/output data, it could not be used to directly identify whether the AI/ML model works well or not. E.g., the AI/ML model may fail due to unmatched Network part model and UE part model even when the distribution of the input/output data is not changed. In addition, as per our knowledge, there is little evaluation on the effect of input/output data in 9.2.2.1. Having that in mind, how the AI/ML performance is reflected by the input/output data distribution, what metrics can be adopted for evaluating the feature of monitored data (e.g., how to quantize the bias between training set and monitor set), and how to generate the distribution of data (e.g., the distribution of SGCS/NMSE for monitored samples?) should be evaluated at 9.2.2.1 before further discussing their spec impacts at 9.2.2.2. As this is the last meeting of the SI and the evaluations on input/output distribution are quite limited to justify this metric, it is then suggested that the spec impact discussion on input/output data distribution is deprioritized.
Proposal 3: In CSI compression using two-sided model use case, potential specification impact for input distribution-based or output distribution-based monitoring is deprioritized.
Proxy model
During the previous meetings, some company raised the point that the gNB can perform the Network side monitoring by relying on the monitoring and report of the intermediate KPI from UE based on a proxy model at UE. However, it should be noted that the proxy model has the following drawbacks:
· Generalization performance of the proxy model. As per our understanding, since the proxy CSI reconstruction model is different from the actual Network part CSI reconstruction model, e.g., with smaller size/simpler architecture and weaker learning capability, the generalization performance of the proxy model will be different from (e.g., worse than) the actual NW part CSI reconstruction model. For example, when the test scenario changes, the actual CSI reconstruction model may still work well (even though it has not been trained with the unseen data subject to the test scenario) but the proxy model will degrade significantly and therefore fail to mimic the actual model. As shown in our companion contribution [1], the proxy model has an imbalanced generalization performance from the Network side CSI reconstruction part model and its monitoring accuracy would degrade when the scenario changes from UMa to InH. That is to say, the reliability of the proxy model cannot be guaranteed.
· Additional LCM of the UE side proxy model. Considering the proxy model is used to monitor the performance of actual model, then a coming up issue is how to monitor and manage the proxy model. Since the proxy model is one-sided model at UE side, one potential way is that it is up to UE implementation and transparent to the Network side; otherwise, for a CSI compression feature, it will bring a huge burden at the Network side to additionally identify/monitor/manage the proxy model besides the actual two-sided models being monitored. Due to this, even if the proxy model is adopted, it is very likely that it will operate under level x collaboration manner, i.e., the UE side proxy model is transparent to Network side.
· In particular, different from other use cases with one-sided model (such as BM and PoS) where the UE can monitor the UE side model by using the measured label and model input, for CSI compression, the UE cannot obtain the end-to-end SGCS without receiving the recovery CSI from the gNB; it means the UE cannot monitor the proxy model either, due to lack of labels.
Observation 8: The imbalanced generalization performances between the proxy model at UE and the actual CSI reconstruction part at gNB will lead to a degraded monitoring accuracy at the UE side when the channel environment changes.
Observation 9: UE side proxy model is likely to operate under collaboration level x, since its additional LCM will impose huge burden on gNB, including model/functionality identification, monitoring, activation/deactivation/switching/fallback, etc., of the UE side proxy model. Without such additional LCM, the performance and robustness of the proxy model are not trustable at gNB.
· In particular, how to monitor the performance of the UE side proxy model is not clear.
In summary, from monitoring perspective, the proxy model (either to mimic the CSI reconstruction part at NW or to directly output the intermediate KPI) can be operated under level x manner, and there is no need to consider specification impact on the proxy model. Similarly, there is no clear motivation for the spec impact on supporting the proxy model for RI/CQI determination purpose.
Proposal 4: There is no strong motivation for specifying the UE side proxy model for monitoring, RI determination, and CQI determination.
Model/functionality identification
In 9.2.1, the applicable sub use cases of the functionality identification and model identification have been discussed. 
To our understanding, functionality identification and the corresponding procedure is at least applicable to one-sided model, since how the UE operates with its inside models is mostly transparent to the Network. Introducing model ID and meta information may increase the Network burden to manage and maintain the per model information, while the benefits may need further justifications.
On the other hand, model identification is at least applicable to two-sided models, i.e. CSI compression, since a globally unique model ID/dataset ID may be needed to achieve the pairing between the NW part model and the UE part model, which are trained/identified previously in a separate procedure (as analyzed in the next section). Whether the functionality based LCM can support the model pairing may need further justifications.
Observation 10: Model based LCM is at least applicable to the CSI compression sub use case.
· Whether functionality based LCM is applicable to CSI compression can be further clarified.
Model pairing
In RAN1#113 meeting [2], the following proposal on the pairing of the Network part model and the UE part model was discussed. In this section, a couple of issues are discussed related with the model pairing procedure.
	Proposal 2-3-6 
In CSI compression using two-sided model use case, further study the following options to define the information that enables the UE to choose a CSI generation model compatible with the CSI reconstruction model used by the gNB in CSI configuration and reporting: 
· Option 1: The information is indicated through the CSI reconstruction model ID that NW will use. 
· Option 2: The information is indicated through the CSI generation model ID that the UE will use. 
· Option 3: The information is indicated through the paired CSI generation model and CSI reconstruction model. 
· Option 4: The information is indicated though by the dataset ID during training type 3 offline training. 
· Option 5: The information is indicated though a reference to a prior training session (e.g. using an API) between NW and UE. 
· Other options are not excluded.


Firstly, the above options are coupled with the specific training collaboration level. 
· For Option 1, it is mainly applicable to training collaboration Type 1 with joint training at UE side. In this case, the model ID is in forms of NW part model ID sent from UE side. 
· For Option 2, it is mainly applicable to training collaboration Type 1 with joint training at NW side. In this case, the model ID is in forms of UE part model ID sent from NW side.
· For Option 3, it is mainly applicable to training collaboration Type 1 with joint training at NW/UE side. In this case, the model ID is in forms of pairing ID which is common to NW side and UE side.
· For Option 4, it is mainly applicable to training collaboration Type 3.
· For Option 5, it is mainly applicable to training collaboration Type 2.
The reason to separately discuss the options based on per training collaboration type is potentially different relationships between the model identification procedure and the model pairing procedure.
For training collaboration Type 1 (Option 1, 2, 3), a unified procedure can be applied for model identification and model pairing: model ID and meta information are delivered in together with the transferred model; thus, both model identification and model pairing can be achieved after the model transfer; Network can subsequently activate the model with the designated model ID. 
For training collaboration Type 2 (Option 4)/ Type 3(Option 5), model identification and model pairing may be separate procedures: take Type 3 for example, model identification occurs in together with dataset delivery (where dataset ID and meta information are delivered in together), after which the model is trained in offline/non-real time manner; in the inference phase, a separate model pairing procedure is needed, where UE reports the dataset ID to achieve the pairing to the NW part model.
Proposal 5: For CSI compression, the information for pairing of the Network part model and the UE part model can be discussed based on per training collaboration type.
· For training collaboration Type 1, a unified procedure may be sufficient for model identification and model pairing.
· For training collaboration Type 2/3, separate procedures may be needed for model identification and model pairing.
Secondly, the disclosure of the vendor information should be avoided in the design of air-interface signaling for model pairing. This is to guarantee the fairness and avoid discrimination over different vendors. This principle needs to be considered for the model ID design and the model pairing procedure; e.g., vendor ID should not be included as part of model ID or meta information assisting the model pairing. In addition, the study of the model identification procedure should also take this principle into account; e.g., during the assignment of the model ID and interaction of meta information, it should not explicitly or implicitly disclose the vendor information.
Proposal 6: How to avoid the disclosure of the vendor information during the model pairing procedure and model identification procedure should be studied.
Thirdly, to the Network side, it needs to store and maintain the model information (model ID, data type, rank>1 type, related quantization/scalability capability, related RS/CSI configuration, etc.) for pairing with multiple UE vendors, UE types, and UE versions, which may bring explosive model information. Moreover, it should be noted that such information is accumulative along with the time, since the Network needs to be backward compatible with legacy UEs. Therefore, such explosive and accumulative model pairing information causes burden to the Network side. How to avoid this may need to be further studied.
Observation 11: For CSI compression, the storage and maintenance of the explosive and accumulative model information for model pairing may cause considerable burden to the Network side.
Potential specification impact for CSI prediction
In RAN#100 meeting [3], it had been agreed RAN1 should study a subset of the specification impacts of CSI prediction, including data collection and monitoring. This section will discuss the specification impacts of CSI prediction.
	· Proposal 1: RAN tasks RAN WGs to study a subset of the specification impacts of CSI prediction limited to the following aspects:
· data collection procedures reusing as much as possible what is defined for UE side use cases
· monitoring procedure and associated fallback mechanism to legacy CSI reporting
· The RAN WGs spec impact work on this use case shall not affect progress on the on-going work for other use cases.


Data collection for model inference
For CSI prediction sub use case, the model input is channel information measured by UE side, i.e., channel matrix or precoding matrix, which is similar as that of CSI compression sub use case. However, since CSI prediction is subject to UE side model, UE can measure the DL channel and perform model inference autonomously based on the configured CSI-RS resource.
To facilitate the model inference at UE side, the CSI-RS configuration should match with the model input, e.g., observation window, CSI-RS period, etc. This can be achieved by functionality identification with a list of required RRC parameters. If UE finds the CSI-RS configuration cannot be used for CSI prediction model inference, UE can fall back to non-prediction mode autonomously, or request gNB to reconfigure the parameters for RS and CSI report.
Data collection for model training
For model training, UE can measure the DL channel autonomously based on the configured CSI-RS resource and generate training data with continuous channel measurements. The length of observation window and prediction window of the training data can be determined by UE side itself. Therefore, there is no additional specification impact of data collection for model training on top of data collection for model inference.
Proposal 7: Further study the potential specification impact of training/inference data collection for CSI prediction on RS configuration, CSI report, etc.
Conclusions
In this contribution, we discussed the potential specification impact and the considerations for CSI enhancements. Based on the discussions, we have the following observations and proposals.
Observation 1: For training Type 1, if the model is fully unknown (i.e., fully device agnostic), it may suffer the challenge of software/hardware compatibility, which impacts the feasibility.
Observation 2: For training Type 1, if the model is not fully unknown (i.e., device specific) to relieve the compatibility issue, the following restrictions/issues need to be further considered (take joint training at Network side for instance):
· Non-trivial offline interoperation is needed with various UE vendors/UE versions to dedicatedly train the CSI generation part for UE, which harms the engineering isolation.
· Network vendor may not freely develop the CSI generation part for UE, which may restrict the pairing with the CSI reconstruction part and thereby result in a sub-optimal performance.
· Network, in particular gNB, may have to maintain/store multiple CSI generation parts trained for different UE vendors/UE versions.
Observation 3: For training Type 1 of CSI compression, compared with joint training at Network side, performing joint training at UE side and delivering the model to the Network incur extra challenges for Network due to the following reasons:
· Inconvenience of training cell/scenario specific models.
· Inflexible model update.
· Burden of inference/storing/running multiple Network part models at gNB delivered from different UE vendors/UE versions.
Observation 4: For training Type 2 of CSI compression and model update, it highly relies on complex design to support real-time interaction of FP/BP iterations between Network side and UE side in offline manner, which causes major challenges to engineering isolation especially for the case of multi-Network vendors to multi-UE vendors.
Observation 5: For training Type 3 of CSI compression, compared with NW first training, performing UE first training incurs extra challenges for the Network due to the following reasons:
· Inconvenience of training cell/scenario specific models.
· Inflexible model update.
· Burden of maintaining/storing multiple Network part models at gNB to pair with multiple UE vendors/UE versions.
Observation 6: Specifying the dataset delivery for training Type 3 over air-interface can alleviate the per vendor basis offline interoperation and customization of the dataset delivery type/format during the development of the AI/ML feature/models.
Observation 7: For the dataset delivery of CSI compression over air-interface, the following approaches can be considered to substantially reduce per UE overhead/power consumption:
· Quantization of the ground-truth CSI with high resolution quantization format, e.g., R16 Type II-like method with new parameters.
· Network splits the overall dataset into many subsets each with a limited number of data samples (e.g., with an overhead comparable to the RRC signaling). The subsets can be separately sent to different UEs, and all subsets are associated with a common dataset ID for the UE side recombination.
Observation 8: The imbalanced generalization performances between the proxy model at UE and the actual CSI reconstruction part at gNB will lead to a degraded monitoring accuracy at the UE side when the channel environment changes.
Observation 9: UE side proxy model is likely to operate under collaboration level x, since its additional LCM will impose huge burden on gNB, including model/functionality identification, monitoring, activation/deactivation/switching/fallback, etc., of the UE side proxy model. Without such additional LCM, the performance and robustness of the proxy model are not trustable at gNB.
· In particular, how to monitor the performance of the UE side proxy model is not clear.
Observation 10: Model based LCM is at least applicable to the CSI compression sub use case.
· Whether functionality based LCM is applicable to CSI compression can be further clarified.
Observation 11: For CSI compression, the storage and maintenance of the explosive and accumulative model information for model pairing may cause considerable burden to the Network side.

Proposal 1: In CSI compression using two-sided model with training collaboration Type 3, the following aspects of dataset delivery need to be considered:
· CSI reconstruction model training dataset and/or other information delivery from UE side to NW side 
· CSI generation model training dataset and/or other information delivery from NW side to UE side 
· Dataset delivery methods
· Data sample format/type
· Rank>1 model type and related information. E.g., rank basis model or layer basis model, rank value, layer index/layer basis segmentation.
· CSI report related information. E.g., Quantization/de-quantization related information, scalability information, etc.
· Other aspects are not precluded.
Proposal 2: The motivation of introducing the assistance information for assisting UE/NW side data categorization is not clear considering the following points:
· UE/Network can train a generalized model that is applicable to multiple scenarios/antenna layouts.
· UE/Network can autonomously sense the scenario without the need for gNB/UE notification.
· The categorization rule and granularity of the scenarios identified by Network/UE may not match the categorization rule of the UE/Network side.
· To achieve aligned categorization rule, offline interoperation on the physical meaning (scenarios/antenna layouts) of the categorization ID between Network side and UE side may be inevitable, which harms the engineering isolation and discloses the proprietary.
Proposal 3: In CSI compression using two-sided model use case, potential specification impact for input distribution-based or output distribution-based monitoring is deprioritized.
Proposal 4: There is no strong motivation for specifying the UE side proxy model for monitoring, RI determination, and CQI determination.
Proposal 5: For CSI compression, the information for pairing of the Network part model and the UE part model can be discussed based on per training collaboration type.
· For training collaboration Type 1, a unified procedure may be sufficient for model identification and model pairing.
· [bookmark: _GoBack]For training collaboration Type 2/3, separate procedures may be needed for model identification and model pairing.
Proposal 6: How to avoid the disclosure of the vendor information during the model pairing procedure and model identification procedure should be studied.
Proposal 7: Further study the potential specification impact of training/inference data collection for CSI prediction on RS configuration, CSI report, etc.
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