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1 [bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
In the previous RAN1 meetings [1][2], several agreements have been made on data collection, functionality/model identification, and monitoring. This contribution provides our views on the remaining issues of AI/ML framework.
2 Model transfer/delivery
In the RAN1#112 meeting, the following agreement for the cases of model delivery/transfer to UE had been achieved. This subsection will discuss the challenges and applicable cases of model transfer/delivery. In our understanding, model transfer/delivery may face some issues/restrictions in the realistic network. Some issues are mostly symmetric for the model transfer/delivery from Network to UE and from UE to Network, while some issues are dedicated from UE to Network, so they are analyzed separately.
	Agreement
To facilitate the discussion, consider at least the following Cases for model delivery/transfer to UE, training location, and model delivery/transfer format combinations for UE-side models and UE-part of two-sided models. 
	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top
	Outside 3gpp Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format
	3GPP Network
	NW-side

	z3
	model transfer in open format
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE
	3GPP Network
	NW-side



Note: The Case definition is only for the purpose of facilitating discussion and does not imply applicability, feasibility, entity mapping, architecture, signalling nor any prioritization.
Note: The Case definition is NOT intended to introduce sub-levels of Level z.
Note: Other cases may be included further upon interest from companies.
FFS: Z4 and Z5 boundary 


2.1 Model transfer/delivery from Network to UE
Software/hardware compatibility
The algorithm design of AI/ML model to be operated at the UE modem is tightly integrated with the hardware (e.g., chipset) and the software platforms (e.g., runtime environment), so that an unseen delivered AI/ML model arbitrarily developed by the Network vendor may not be running successfully at the UE modem. In particular, the delivered UE part/UE-side model developed without involving the UE vendor may result in low operating efficiency, large operating latency, high power consumption, or even failed to run at the UE side, since the AI/ML model cannot be optimized according to the specific software/hardware at the UE modem. That is to say, the UE may suffer software/hardware compatibility issue if there is no interoperation with the Network side. To resolve this compatibility issue and allow the UE side to efficiently operate the UE part model, the Network vendor and the UE vendor may need alignment on the UE part/UE-side AI/ML model structure to some extent, which may further result in the following issues.
· Offline co-engineering. The supported model structure(s) of the UE part/UE-side model need to be somehow aligned between the Network vendor and the UE vendor in an offline manner. E.g., the UE/chipset vendor would notify the supported UE part/UE-side model backbone/structure(s) to the Network vendor, which then develops and trains the UE part/UE-side model dedicatedly. Considering different UE/chipset vendors may probably support/prefer different backbones/structures due to their different software/hard ware environments, and even for the same UE/chipset vendor, it may have diverse flavours on the backbones/structures optimized to multiple UE versions, the Network has to interoperate with various UE vendors/UE versions to dedicatedly train the UE part/UE-side models, which would cause huge work load of interoperability between Network vendors and the UE/chipset vendors.
· Burden on model maintenance/storage. Due to the co-engineering issue as analyzed above, the Network vendor needs to maintain/store numerous UE part/UE-side models from different UE vendors/UE versions. Considering there are UEs from multiple UE vendors/UE versions in the same cell, this maintenance/storage burden is imposed on the gNB as shown in Figure 2 by taking two-sided model as an example.
· Performance. Theoretically, the joint training at one entity would conduct to the optimal AI/ML model performance. However, due to the co-engineering with the UE/chipset vendors as analyzed above, the Network vendor cannot freely develop the AI/ML model to be operated at the UE side based on the specific network scenario/configuration, which may result in sub-optimal performance. Moreover, for the two-sided model, the Network part model is simultaneously trained to multiple UE part models subject to different UE/chipset vendors as shown in Figure 2; this is similar to the training collaboration Type 2 between 1 Network part to M>1 UE parts, where further potential performance loss will turn out.
[image: ]
[bookmark: _Ref127349214]Figure 2 An example of joint training for 1 Network to multiple UEs at Network side
Observation 1: For model transfer/delivery from Network to UE, UE may suffer software/hardware compatibility issue (power/latency, etc.) if it is to implement a totally unseen model structure arbitrarily developed by Network, as the UE part/UE-side AI/ML model structure is tightly integrated with the software/hardware environment of the UE modem.
Observation 2: For model transfer/delivery from Network to UE, offline co-engineering between the Network vendor and the UE vendor may be needed to achieve the UE part/UE-side AI/ML model structures compatible to the software/hardware environment of the UE modem. This may result in the following issues:
· Network may have to interoperate with various UE vendors/UE versions to dedicatedly train the UE part/UE-side models, which breaches the engineering isolation.
· Network, in particular gNB, may have to maintain/store multiple UE part/UE-side models trained for different UE vendors/UE versions.
· Network vendor may not freely develop the AI/ML model to be operated at the UE side based on the specific network scenario/configuration, which may result in sub-optimal performance.
Model proprietary
The implementation of AI/ML models are usually proprietary. When Network side model is transferred/delivered to the UE, the model proprietary of the Network side will be disclosed to the UE side. Whether or how to keep the proprietary of AI/ML models is not clear.
Model transfer/delivery formats
In the RAN1#111 meeting, the following working assumption on model representation formats has been achieved. To our understanding, the proprietary format is interpreted as the binary image compiled from the open format and to be implemented at the UE device.
	Working Assumption
Consider “proprietary model” and “open-format model” as two separate model format categories for RAN1 discussion, 
	Proprietary-format models
	ML models of vendor-/device-specific proprietary format, from 3GPP perspective
NOTE: An example is a device-specific binary executable format

	Open-format models
	ML models of specified format that are mutually recognizable across vendors and allow interoperability, from 3GPP perspective


From RAN1 discussion viewpoint, RAN1 may assume that:
· Proprietary-format models are not mutually recognizable across vendors, hide model design information from other vendors when shared.
· Open-format models are mutually recognizable between vendors, do not hide model design information from other vendors when shared


As explained above, we understand the AI/ML model with proprietary format corresponds to the binary image after compiling. Different from the open format which describes the model structure and parameters, proprietary format describes how the model is implemented and integrated into the hardware/software environment. Therefore, the interpretation of the proprietary format would be tightly related with the hardware/software environment of the UE device to implement the AI/ML model, which is proprietary of the UE vendors. Having that in mind, it is quite challenging for the Network to obtain the compiling environment of the UE device and send UE the compiled binary image subject to the proprietary format.
Observation 3: For model transfer/delivery from Network to UE, it may be challenging for Network to obtain the compiling environment of the UE device and send UE the binary image compiled by Network subject to the proprietary format.
For model transfer/delivery from Network to UE, the straightforward way is that the Network delivers the UE part/UE-side model with open format to the UE device which then implements the model. However, as far as we know, it is challenging for the UE modem to support the capability in short/medium term to compile the AI/ML model; that is the reason for the extra round trip to the UE side non-3GPP entity in z2 and z5. For model transfer/delivery inside the UE side, the straightforward way is that the UE side non-3GPP entity delivers the compiled model to the UE in spec transparent manner as Case y; the motivation for introducing extra round trip in z1/z3 is not clear.
Case y: Spec transparent delivery.
For model transfer/delivery from Network to UE, Network trains AI/ML models and delivers the trained models in open format to the non-3GPP entity of the UE side in an offline manner. Models are compiled and stored at the non-3GPP entity. For model transfer/delivery inside the UE side, the non-3GPP entity already has the compiled model. The non-3GPP entity then delivers the compiled model to the UE device in a spec transparent way. 
Offline interoperation is needed for the model delivery from Network to UE side. However, additional latency is introduced for the compiling at the non-3GPP entity, so the overall latency is suboptimal. In addition, to avoid spec impact, if the training location is at Network side, the training entity of gNB/OAM may need to be precluded. Therefore, the model training/updating flexibility is significantly limited (probably trained outside the 3GPP network rather than on site), and may hard to support scenario/site specific model training.
Case z1 and z2: Model transfer in proprietary format.
The alternatives, as illustrated as Case z1 and z2 of Figure 3, are that the AI/ML model with open format is compiled at the non-3GPP entity of the UE side, after which the binary image is then delivered to and stored at the Network side. If a UE device needs the AI/ML model, Network will then transfer/deliver the AI/ML model via 3GPP signaling. However, both cases incur extra round-trip model delivery from the UE side non-3GPP entity to Network; on top of that, an additional model delivery path with open format from Network to the non-3GPP entity of UE side is needed for Case z2. These model delivery procedures introduce unnecessary latency, as opposed to Case y. Moreover, the interaction of model delivery between Network entity and the non-3GPP entity may need additional offline interoperation across vendors of the Network side.
Case z4: Model transfer with open format and known/aligned model structure.
Network and UE align the model structure in an offline manner, and the AI/ML model for the UE device is pre-compiled. Network trains the AI/ML models by only updating the parameters (without changing the structure) and stores the trained models with open format. Since the UE has already known the model structure, Network only needs to transfer model parameters to UE. As the AI/ML model at the UE device is unchanged, UE may directly update the parameters into the model and implement without compiling (whether there is additional quantization/testing issue for parameter only update can be further clarified). Compared to Case y, it has smaller latency as the delivery consumes only one trip and the time for compiling is unneeded. On the other hand, the structure of the UE part/UE-side model is fixed, and offline co-engineering is needed with Network for the structure alignment.
Case z3 and z5: Model transfer with open format and unknown/non-aligned model structure.
Network (Case z5) or UE (Case z3) trains AI/ML models and then the models are stored at the Network side. When a UE needs the AI/ML model, the Network transfers the model in open format to the UE device over 3GPP signalling. The UE device then uploads the models to the non-3GPP entity of the UE side for compiling and the non-3GPP entity transparently delivers the compiled models back to the UE device for inference. Compared to Case y, Case z3/z5 consume more air-interface resources and introduce an additional round-trip of model uploading/downloading to UE which leads to longer latency. On top of that, Case z3 needs an additional model delivery path with open format from the non-3GPP entity to Network, which further harms the latency. For z5, it is unclear whether the UE modem can support the AI/ML model with unknown model structure. Therefore, as analyzed previously for software/hardware compatibility, at least partial model information (e.g., backbone, operators) should be aligned in offline manner.
	[image: ] 


[bookmark: _Ref127355008]Figure 3 Potential cases for AI/ML model transfer/delivery
Observation 4: UE modem may not have the capability of compiling AI/ML models subject to the open format in short/medium term. Due to this restriction, for the model transfer/delivery from Network to UE,
· Case y may incur additional latency due to offline interaction, and the model training/updating flexibility is largely restricted.
· Case z1 and z2 may incur additional latency on top of Case y due to unnecessary round trip between Network side and UE side.
· Case z4 may impose restriction of fixed and pre-aligned UE part/UE-side model structure between Network and UE.
· Case z3 and z5 may incur additional model uploading/downloading links at the UE side for compiling.
Among the 6 cases, it is unnecessary and complicated to train the UE part/UE-side model at the UE side but adopts a round-trip to the Network to transfer the model (i.e., z1 and z3), which involves the offline interaction between UE side and Network side as well as among entities of the Network side. For z2, it is a similar situation where the compiling is at the non-3GPP entity of the UE side, although the model is trained at the Network side. In contrast, a more independent way is to directly deliver the model from the non-3GPP entity (which trains/compiles model) to the UE device in a spec transparent way. 
Observation 5: For model transfer/delivery to UE, the motivation for the cases where the AI/ML model is trained/compiled at UE side/neutral site, and stored at/transferred by Network (i.e., z1, z2, z3) is not clear:
· It may unnecessarily increase the latency, and unnecessarily incurs the offline interoperation between Network side and UE side.
· As a more independent alternative, the training/compiling entity can directly deliver the compiled model to the UE device in a spec transparent way.
2.2 Model transfer/delivery from UE to Network
For the model transfer/delivery from UE to Network, the issues/restrictions are mostly mirrored, except that the gNB is expected to have a stronger capability to support compiling, and the UE device is not supposed to maintain/store multiple NW part/NW-side models trained for different Network vendors/versions as it only camps in one cell at a time. However, gNB still needs to maintain/store/run multiple NW part/NW-side models trained by different UE vendors which camp in one cell. 
Observation 6: For model transfer/delivery from UE to Network, gNB may suffer software/hardware compatibility issue (power/latency, etc.) if it is to implement a totally unseen model structure arbitrarily developed by UE side, as the NW part/NW-side AI/ML model structure is tightly integrated with the software/hardware environment of the gNB.
Observation 7: For model transfer/delivery from UE to Network, offline co-engineering between the Network vendor and the UE vendor may be needed to achieve the NW part/NW-side AI/ML model structures compatible to the software/hardware environment of the gNB. This may result in the following issues:
· UE side may have to interoperate with various Network vendors/Network versions to dedicatedly train the NW part/NW-side models, which breaches the engineering isolation.
· Network, in particular gNB, have to maintain/store/run multiple NW part/NW-side models transferred/delivered from different UE vendors/UE versions.
· UE vendor may not freely develop the AI/ML model to be operated at the Network side based on the specific network scenario/configuration, which may result in sub-optimal performance.
Observation 8: For model transfer/delivery from UE to Network, it may be challenging for UE side to obtain the compiling environment of the gNB and send Network the binary image compiled by UE side subject to the proprietary format.
In addition, compared to the model transfer from Network to UE, the model transfer from UE to Network suffers extra downsides:
For model transfer from Network to UE, Network vendor can flexibly perform cell/scenario specific model training based on specific network planning and site types; as a comparison, for model transfer from UE to Network, dataset collected by UE vendors may not match the specific cell environment of the Network vendor/MNO. For the model updating, similarly, Network can more flexibly update the model on site and transfer to UE with a plug-and-play manner; for the UE side training, however, it is less flexible since the model updating is performed at the UE-side server. For the burden of storage, as analyzed above, for model transfer from Network to UE, the storage/maintenance of the models are performed at the UE-side server, while UE device does not have such burden; for model transfer from UE to Network, in contrast, the gNB has to store and perform inference for models from multiple UE vendors/UE types/UE versions.
Observation 9: Compared with model transfer from Network to UE, model transfer from UE to Network incurs extra challenges due to the following reasons:
· Inconvenience of training cell/scenario specific models.
· Inflexible model update.
· Burden of storing/running multiple models at gNB delivered from different UE vendors/UE versions.
2.3 Applicable cases of model transfer/delivery
From evaluations, a generalized AI/ML model trained by mixed training dataset show good performance on various scenarios/configurations/sites. Therefore, the generalized AI/ML model may not need to be updated frequently when the UE mobiles into a different cell, or the distribution of the channel characteristics for the cell slightly varies. On the other hand, for a model with large size, the overhead of air interface and latency due to the model transfer/delivery will be also more serious. If the UE part/UE-side model with the size of up to tens of MB needs to be frequently updated to the UE by model transfer/delivery (e.g., as long as hand over occurs), it will impose huge burden on the total overhead of the AI/ML enabled features. In light of that, it should be avoided to transfer/deliver the model with large size in a timely or frequent manner. For the spec impact discussion of model transfer/delivery, small model size should be assumed as a starting point to save the RAN2 study/spec effort.
Proposal 1: For the study of model transfer/delivery from Network to UE, small model size (e.g., to ensure no strong impact to legacy RRC signaling) should be assumed as a starting point.
Another issue on the applicable sub use case of model transfer/delivery. For two-sided model, the model transfer/delivery is one candidate for supporting training. For one-sided model, on the other hand, the training of the UE side model can be performed with implementation manner by UE vendors, and the necessity for model transfer/delivery from Network to UE is not clear. Therefore, model transfer/delivery is discussed only for the sub use case with two-sided model, i.e., CSI compression, while the LCM without model transfer/delivery is considered for sub use cases with one-sided model.
Proposal 2: For the study of UE sided AI/ML model (CSI prediction, BM, and positioning), LCM without model transfer/delivery should be considered.
2.3 Summary of model transfer/delivery cases
In the RAN1#113 meeting [2], FL summarized the pros and cons of different model transfer/delivery cases as the following format.
	[FL4] Proposed conclusion 7-21b:
The following summarizes the use cases, benefits, challenges/requirements, and potential specification impact of model delivery/transfer Cases for UE-sided/part models. 
For the table, the baseline for comparison is
· Collaboration Level y, with model delivery from the UE-side server to UE
· The UE-side model is trained offline at the UE side. (The same is assumed for Cases z1 and z3.)
· The UE-part of the two-sided model is is trained offline at the UE-side, e.g. via sequential training. (The sameis assumed for Cases z1 and z3.)
· The trained model is quantized, compiled, and tested offline before use. (The sameis assumed for Cases z1 and z2.)

	
	Benefits
	Challenges / requirements
	Potential specification impact 

	y
	-
	-
	-

	Z1
	B2
	C1, C2, C8
	S0

	Z2
	B2
	C1, C2, C3, C9
	S0, [S1]

	Z3
	B1, B2, B3
	C1, C3, C4, C5, C6, C8
	S0, S1

	Z4
	B1, B2, B3, B4
	C3, C4, C5, C6, C7, C9
	S0, S1

	Z5
	B1, B2, B3, B4
	C3, C4, C5, C6, C7, C9, C10, C11
	S0, S1, S2



Benefits:
· B1: Shorter model parameter update timescale without requiring offline quantization, compiling, and testing
· B3: Flexibility for model structure update without offline co-engineering for two-sided models
· B4: Flexibility for model parameter update without offline co-engineering for two-sided models
Challenges and requirements:
· C3: Preservation of proprietary design
· Note: This may not be a concern if the model is widely known and does not involve any device-specific design decisions (such as number of layers, activation size, quantization, etc.) whose choice will constitute a design secret.
· C4: UE capability for accepting new parameters on an existing model structure, such as compiling (if needed), quantization, updating and running the model
· C5: Lack of performance guarantee and testability of an updated model prior to deployment, compared to the baseline scenario of going through offline quantization, compiling, and testing of the updated model with the rest of the modem implementation.
· Note: Performance can be monitored after the model is deployed.
· C9: Potentially suboptimal performance of an updated model due to lack of model quantization optimization during training, compared to the baseline scenario of going through offline quantization, compiling, and testing of the updated model.
· C10: Device specific optimization of the model structure
· C11: Device capability of running an unknown model structure
Potential specification impact:
· S0: Specification related to model transfer
· S1: Specification of model format for open-format model transfer
· S2: Flexible UE capability mechanism beyond model ID-based approach


Based on our understanding, the pros/cons comparison should be performed for UE side training and Network side training, separately – they are applicable to different commercial cases, so cases for UE side training does not need to be compared with cases for Network side training. The comparison between model transfer from Network to UE and from UE to Network has been analyzed in Section 2.2.
Proposal 3: The pros/cons comparison of model transfer/delivery can be performed for UE side training and Network side training, separately.
For the benefits part, we suggest to make the following change.
· The comparison can consider Case y as benchmark for comparison.
· For B1, the meaning for “quantization” and “testing” is not clear. Suggest only “offline compiling” is kept.
· For B3/B4, remove “for two-sided models” - this is applicable for both one-sided and two-sided models. Change “without” to “without/with less” - note that even Case z4 and z5 may need offline co-engineering to align the model structure (z4: align exact structure; z5: align structure to some extent) before training; the offline co-engineering is saved only for model delivery procedure (no need to develop offline model delivery interface).
· Add a new aspect “B_x: Less offline interoperation for training data delivery between Network side and UE side non-3GPP entity (than Case y)”. Note that for training at Network side, Case y needs the data delivery from Network side 3GPP entity (gNB/OAM/CN, etc.) to Network side server, which needs the offline interoperation across vendors. Case z4/5 has advantage over Case y on this point.
Therefore, we have the following proposal for the benefits part.
Proposal 4: For the comparison of different model transfer/delivery cases, consider the following updates on benefits compared to Case y.
· B1: Shorter model parameter update timescale since no need for without requiring offline quantization, compiling, and testing
· B3: Flexibility for model structure update without/with less offline co-engineering for two-sided models
· B4: Flexibility for model parameter update without/with less offline co-engineering for two-sided models
· B_x: Less offline interoperation for training data delivery between Network side and UE side non-3GPP entity (than Case y)
For the challenges and requirements part, we suggest the following change.
· C5 and C9 seem to describe the same factor, so they are merged into one item. In addition, “the baseline scenario of going through offline quantization, compiling, and testing of the updated model with the rest of the modem implementation” is remove since it is not clear on the meaning of “quantization”, “testing”, “modem implementation”.
· Add a new aspect “C_x: Longer model update timescale and more offline interoperation between Network side and UE side when the model training/compiling location and model storage location are not on the same side”. Note that model delivery (e.g., Case z1/z2/z3) from UE side non-3GPP entity to Network side 3GPP entity (gNB/OAM/CN, etc.) is inconvenient since offline interoperation across vendors is needed every when the model update needs to be performed.
Therefore, we have the following proposal for the challenges and requirements part.
Proposal 5: For the comparison of different model transfer/delivery cases, consider the following updates on the challenges and requirements compared to Case y.
· C5: Lack of performance guarantee/potential suboptimal performance and testability of an updated model prior to deployment, compared to the baseline scenario of going through offline quantization, compiling, and testing of the updated model with the rest of the modem implementation.
· Note: Performance can be monitored after the model is deployed.
· C9: Potentially suboptimal performance of an updated model due to lack of model quantization optimization during training, compared to the baseline scenario of going through offline quantization, compiling, and testing of the updated model.
· C_x: Longer model update timescale and more offline interoperation between Network side and UE side when the model training/compiling location and model storage location are not on the same side.
For the potential specification impact, we suggest to make the following change.
· S1 is removed. Case z1~z5 all need efforts to align the model transfer format regardless open format or proprietary format. For open format cases (z3/z4/z5), it can be spec efforts or offline co-engineering effort. For proprietary format cases (z1/z2), it is offline co-engineering effort. If we consider offline co-engineering manner to align the format for open format cases, then the model format efforts for all z1~z5 are similar (subject to S0).
· S2 is removed. The report of UE capability is needed for each UE feature, and has no critical spec effort that needs to be taken for comparison over schemes.
Therefore, we have the following proposal for the potential specification impact.
Proposal 6: For the comparison of different model transfer/delivery cases, consider the following potential specification impact.
· S0: Specification related to model transfer
· S1: Specification of model format for open-format model transfer
· S2: Flexible UE capability mechanism beyond model ID-based approach
Based on the above analysis, the pros and cons of model transfer/deliver are summarized in Table 1 for Network side training and Table 2 for UE side training.
[bookmark: _Ref141776697]Table 1 Pros and cons of model transfer/delivery with NW side training
	NW side training
	Benefits
	Challenges / requirements
	Potential specification impact 

	Case y (baseline)
	-
	-
	-

	Case z2
	
	C3, C5, C_x
	S0

	Case z4
	B1, B4, B_x
	C3, C4, [C5]
	S0

	Case z5
	B1, B3, B4, B_x
	C3, C4, C5, C10, C11
	S0


[bookmark: _Ref141776704]Table 2 Pros and cons of model transfer/delivery with UE side training
	UE side training
	Benefits
	Challenges / requirements
	Potential specification impact 

	Case y (baseline)
	-
	-
	-

	Case z1
	
	C_x
	S0

	Case z3
	
	C3, C4, C5, C_x
	S0


3 Data collection
In the RAN1#113 meeting [1], the following agreement for data collection had been achieved. This section will further discuss the data collection related issues.
	Agreement
Consider at least the following aspects and if applicable, the corresponding potential specification impact related to data collection:
· Measurement configuration and reporting
· Contents, type and format of data including:
· Data related to model input
· Data related to ground truth 
· Quality of the data
· Other information
· Signaling of assistance information for categorizing the data
· Note: The study should consider the feasibility of disclosure of proprietary information
· Signaling for data collection procedure
· Note 1: Use-case specific details can be studied in respective agenda items
Note 2: Signaling mechanism details can be studied by appropriate working groups.


3.1 Container for data collection
Data collection can be realized by legacy signaling frameworks, i.e., UCI/CSI report for PHY signaling and LPP/MDT report for RRC signaling. In our understanding, data collection may be served for model training, model inference and model monitoring. 
Model training may require large amount of training samples but with low frequency and relaxed real-time requirement. Thus data collection for model training can be based on RRC signaling and the data samples can be reported in a batch, e.g., UE can report tens/hundreds of data samples in a batch after a relative longer time of measurement over reference signals. The MDT/LPP mechanism in RAN2 can be reused to support the report of measurements for training.
Model inference has tight requirement on the latency, so it is more appropriate to consider PHY signaling for reporting the measurement for inference; the legacy CSI/LPP report mechanism can be reused.
Model monitoring has near real-time requirement which may be more relax than inference but much tighter than training, while it only requires a small number of data sample(s). Thus, both PHY signalling and RRC signalling can be considered for model monitoring. For the capacity analysis of the PHY signaling, our companion contribution of CSI feedback case [3] has shown that the overhead of ground-truth CSI per sample can be as small as 127 Bytes and this is still acceptable to be carried on UCI. For BM, the ground-truth label of genie-aided best beam ID and RSRP are with much smaller payload size and can also be carried on UCI with the legacy CSI report mechanism.
Proposal 7: For the study of data collection, both PHY and RRC signaling can be considered for data reporting with respect to different requirements of training, inference, and monitoring.
· Legacy signaling frameworks (e.g., CSI report in RAN1 or MDT report in RAN2) can be reused and there seems no motivation to introduce new mechanism.
3.2 Assistance information
For studying data collection (and inference operations also), the assistance information has been raised for a couple of meetings, but it still stays in the concept level, while the details of the assistance information and following issues are not clarified.
First, for the necessity of introducing the assistance information, it may need some further clarifications.
· Generalized performance can be and should be achieved by the AI/ML model to adapt to different scenarios, as has been justified in the evaluations for CSI [3], BM [4], and positioning [5].
· For the RRC configurations, e.g., CSI-RS configurations, Cell ID, etc., the UE can naturally obtain such RRC configurations with the legacy configuration signalings.
· For the scenario/zone/site information, e.g., urban, suburban, rural, UE speed, etc., the UE can obtain the geographic position with its own sensing or positioning functionality without being notified by gNB.
Second, it is not clear how the assistance information, regardless of explicit or implicit, can avoid disclosing the proprietary.
· For the antenna layout/TxRU mapping/beam shaping information or deployment information, it is subject to the Network/MNO proprietary at least when such information is explicit.
· Even the assistance information is designed as implicit, e.g., in forms of data categorization ID, it is still not likely to avoid the proprietary disclosure in practical. As the UE vendor may have a different data categorization principle from the Network vendor, they need to harmonize the understanding of the indicated data categorization ID. Otherwise, how can a Network vendor make the categorization of the scenarios/antenna layouts/beam shapes, without knowing the generalization capability of the UE model? To achieve aligned understanding of the data categorization principle, the offline interpretation to the physical meaning of the scenarios/antenna layouts/beam shapes may be inevitable; accordingly, proprietary preservation is not likely to be achieved.
Observation 10: The necessity of introducing assistance information for data collection/categorization is not clear, considering:
· Generalized model can be trained over scenarios/configurations.
· UE can sense the scenario autonomously without being notified by Network; alternatively, UE can obtain the assistance information with legacy signaling.
Observation 11:  The feasibility of introducing assistance signaling is not clear, considering the categorization principle and granularity of the scenarios identified by Network side may not match the categorization principle of the UE side
· To achieve aligned categorization principle, offline interoperation between Network side and UE side may be inevitable.
· Interpretation to the physical meaning of the scenarios/antenna layouts/beam shapes the between network side and UE side may be inevitable, which may probably disclose the proprietary.
Proposal 8: Assistance information, regardless of explicit information or implicit information based on ID, is studied with lower priority.
3.3 LS reply to RAN2 on Data Collection for AI/ML
After the RAN2#122 meeting [6], RAN2 has sent a LS to RAN1, asking RAN1 to confirm the RAN2 assumptions and provide RAN1 inputs on data collection for AI/ML. We submit a separate paper [7] to AI 5 with the same content, and the details to the LS reply can refer to this companion contribution. 
Proposal 9: The LS reply to the RAN2 LS on AI/ML data collection can refer to R1-2308153.
4 Model/functionality identification
4.1 Functionality identification
Functionality identification terms
In the RAN1#113 meeting [2], the following proposal for functionality terminology had been discussed.
	Proposal 7-8e:
Further clarification on functionality terminology:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configurations are the conditions in forms of RRC/LPP IE(s) reported by UE capability.
· A functionality refers to a specific configuration of the Feature/FG or a set of configurations of Feature/FG and may serve as a unit of activation/deactivation/switching in functionality-based LCM.
Configured/applicable functionalities are a subet of identified functionalities.  
· Configured functionalities: functionalities that are configured by the NW among identified functionalities
· Applicable functionalities: functionalities that are currently applicable at the UE among identified functionalities


Based on our understanding, the procedure of configuring a functionality consists of the following steps (also demonstrated in Figure 4):
· Step 1: UE capability report of the supported functionalities (i.e., identified functionalities). Each functionality can include a list of relevant RRC parameters, such as input (e.g., measurement)/output (e.g., report) descriptions.
· Step 2: Network activates one preferred functionality from the set of UE reported functionalities in Step 1 (i.e., activated functionality).
In short, functionality identification is Step 1, and activated functionality is one of the identified functionality that is activated by Network in Step 2. For the “configured functionalities”, it is not clear why the Network needs to additionally configure the functionality before activating it. For the “applicable functionalities”, it can be regarded the same as “identified functionalities”, since UE always reports the available/applicable functionalities to Network in Step 1.
Therefore, there is no need to introduce other terminologies such as “configured functionalities” and “applicable functionalities”.
[image: ]
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Proposal 10: Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) are the conditions in forms of RRC/LPP IE(s) reported by UE capability. The following steps can be considered:
· Step 1: UE capability report of the supported functionalities in forms of a list of relevant RRC/LPP parameters.
· Step 2: Network activates one preferred functionality from the set of UE reported functionalities.
· Note: the necessity of introducing “configured functionalities” and “applicable functionalities” is not clear.
Discussion on condition/additional condition
In the RAN1#113 meeting [2], the following proposal for additional condition had been discussed.
	[GTW4] Proposal 7-11g:
For functionality-based LCM, study, per sub-use-case, study how to address additional conditions (e.g., scenarios, sites, and datasets)
· Study whether some of additional conditions may be incorporated into configuration(s), so that UE may indicate their conditions by UE capability.
· Study whether assistance information regarding scenarios, sites, and datasets may be signaled from NW to aid UE-side transparent model operations (without model identification) at the Functionality level.


Based on our understanding of functionality identification, the UE capability report includes a set of functionalities, each of which corresponds to a combination of specified RRC configurations (measurement requirement, output, etc.). gNB can indirectly achieve the model switching by reconfiguring the specific RRC parameters. 
For the “additional conditions”, it is our understanding that they are subject to customized information (rather than specified RRC parameters) for identifying scenarios, sites, etc. As discussed in Section 3.2, the contents and how to use such “additional conditions” are still in the concept level; therefore, the detailed information of “additional conditions” can be studied in per sub use case before we discuss its necessity at 9.2.1. In addition, as we analyzed previously, the assistance information for data categorization may disclose the proprietary/privacy and incurs more offline interoperation even it is in forms of an ID. Regardless it is in forms of “additional condition” reported from UE to Network as in the first bullet of the FL proposal 7-11g, or in forms of “assistance information” indicated from Network to UE as given in the second bullet, such information has the risk of proprietary disclosure. To our understanding, it is feasible and sufficient that UE performs the identification of the scenario/site based on its own sensing and the legacy signaling.
Observation 12: For the functionality identification, regardless of additional conditions reported from UE or assistance information signaled from Network to UE, they may face the risk of proprietary disclosure.
4.2 Model identification
Model identification types
In the RAN1#113 meeting [2], the following agreement for model identification had been achieved.
	Agreement
For model identification of UE-side or UE-part of two-sided models, categorize model identification types as follows, and further study relevant aspects, necessity, and specification impact (if any).
· Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signaling
· The model may be assigned with a model ID during the model identification, which may be referred/used in over-the-air signaling after model identification. 
· FFS: Spec impact to other WGs
· Type B: Model is identified via over-the-air signaling, 
· Type B1: 
· Model identification initiated by the UE, and NW assists the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Type B2: 
· Model identification initiated by the NW, and UE responds (if applicable) for the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Note: The support and applicability of each model identification Type is a separate discussion. This study does not imply that model identification is necessary.


For model identification, the assignment of a globally unique model ID for per model is required between Network and UE. Such global unique ID is not associated to per specific UE device, but for per specific (logical) model that is trained by a UE vendor and can be applied to multiple UEs. Therefore, for the LCM without model transfer/delivery, it is not appropriate to assign this model ID from a gNB to a UE, but assigned with offline manner. As a drawback on the other hand, such offline interoperation would harm the engineering isolation. For the LCM with model transfer/delivery from Network to UE, the model ID can be assigned in together with the model.
Proposal 11: For the types of model identification (if supported), further consider Type A for LCM without model transfer/delivery and Type B2 for LCM with model transfer/delivery.
· Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signaling.
· Type B2: Model identification initiated by the NW, and UE responds (if applicable) for the remaining steps (if any) of the model identification.
In addition, the disclosure of the vendor information should be avoided for the model identification procedure. This is to guarantee the fairness and avoid discrimination over different vendors. E.g., vendor ID should not be included as part of model ID which is assigned during the model identification procedure, or meta information which may be shared during the model identification procedure. It should be noted that how to avoid the disclosure of vendor information should be studied regardless the model identification is performed with specified manner or implementation manner. E.g., for Type A where model identification procedure may not be specified, we still need to explore how the vendor ID can be concealed in practical.
Proposal 12: How to avoid the disclosure of the vendor information during the model identification procedure (if supported) should be studied.
4.3 Applicable cases for functionality identification and model identification
One remaining issue is, whether the model identification is designed on top of the functionality identification or as a parallel mechanism.
Considering the functionality identification is per UE basis and model identification is per model basis, they should be two orthogonal identification modes, i.e., model identification is not required to be supported on top of the functionality identification mode. E.g., for model identification (if supported), the UE can report merely model ID(s) as AI/ML related UE capability without other functionality-oriented parameters.
Proposal 13: For studying the relationship between model/functionality identification, model identification can be a parallel mode from functionality identification, i.e., model identification mechanism is not supported on top of functionality identification mechanism.
As another remaining issue, the applicable sub use cases for model identification and functionality identification are discussed.
To our understanding, functionality identification and the corresponding procedure is at least applicable to one-sided model, including CSI compression, BM, and positioning, since how the UE operates with its inside models is mostly transparent to the Network. Introducing model ID and meta information may increase the Network burden to manage and maintain the per model information (especially considering numerous models may arise from multiple UE vendors and accumulative UE types/UE versions), while the benefits may need further justifications. 
On the other hand, model identification is at least applicable to two-sided models, i.e. CSI compression, since a globally unique model ID/dataset ID may be needed to achieve the pairing between the NW part model and the UE part model, which are trained/identified previously in a separate procedure. Whether the functionality based LCM can support the model pairing may need further justifications.
Proposal 14: For studying the applicable sub use cases of model based LCM and functionality based LCM:
· Model based LCM is applicable at least for two-sided model.
· Functionality based LCM maybe applicable at least for UE-sided model.
· Note: Whether model based LCM is applicable for UE-sided model, or functionality based LCM is applicable for two-sided model, can be further clarified.
5 Assessment/monitoring
In the RAN1#113 meeting [2], the following agreement for assessing/monitoring an inactive model/functionality had been achieved.
	Agreement
For the purpose of activation/selection/switching of UE-side models/UE-part of two-sided models /functionalities (if applicable), study necessity, feasibility and potential specification impact for methods to assess/monitor the applicability and expected performance of an inactive model/functionality, including the following examples:
· Assessment/Monitoring based on the additional conditions associated with the model/functionality
· Assessment/Monitoring based on input/output data distribution
· Assessment/Monitoring using the inactive model/functionality for monitoring purpose and measuring the inference accuracy
· Assessment/Monitoring based on past knowledge of the performance of the same model/functionality (e.g., based on other UEs)
FFS: Requirements for the assessment/monitoring to be reliable (e.g., sufficient data coverage during evaluation)
FFS: Additional aspects specific to the case where the inactive model has never been activated before, if any


For the first bullet of assessing/monitoring an inactive model/functionality, as we analyzed in previous section, additional conditions may disclose the proprietary/privacy. For the second bullet, input/output data distribution doesn’t reflect the end-to-end KPIs of AI/ML model, as analyzed in our companion contribution [8]. For the third bullet, assessment/monitoring using the inactive model/functionality for monitoring purpose and measuring the inference accuracy can fully reuse the monitoring mechanism of the active model/functionality. Furthermore, the bullet 1/2/4 are all implementation and there seems to be no additional spec impact.
Proposal 15: A unified procedure can be applicable for the assessment/monitoring mechanism of the active model/functionality and of the inactive model/functionality.
· Note: there seems no particular spec impact on the assessment/monitoring based on additional condition, input/output data distribution, and past knowledge.
6 Model control (selection, activation, deactivation, switching, and updating)
In the RAN1#110bis-e meeting, the following agreement for model control had been achieved, and in the RAN1#113 meeting [2], a proposal 7-25 to narrow down the alternatives had been discussed.
	RAN1#110bis-e
Agreement
For model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models, study the following mechanisms:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network
· UE-autonomous, UE’s decision is reported to the network
· UE-autonomous, UE’s decision is not reported to the network
FFS: for network sided models
FFS: other mechanisms

RAN1#113
[FL2][FL3][FL4][GTW4] Proposal 7-25b:
For UE sided models and two-sided models, for models that are not transparent to the network, UE-autonomous mechanisms should not be considered for selection, activation, deactivation, switching, and fallback and the final decision should be made by the network:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network or predefined by spec, UE’s decision is reported to network


It is our understanding that the UE-autonomous mechanism should be kept as the candidate for model control. UE can also perform the monitoring and make monitoring decision. This can alleviate the Network burden of monitoring numerous models from various UE vendors, UE types, and UE versions. If the decision made by UE is only the operation among physical models within the same logical model, Network is transparent on the decision; otherwise, UE can report the decision to Network which can then grant the execution.
Proposal 16: For model control (selection, activation, deactivation, switching, and updating), keep UE-autonomous mechanism as a candidate.
7 Conclusions
According to the discussions, following observations and proposals are provided:
Observation 1: For model transfer/delivery from Network to UE, UE may suffer software/hardware compatibility issue (power/latency, etc.) if it is to implement a totally unseen model structure arbitrarily developed by Network, as the UE part/UE-side AI/ML model structure is tightly integrated with the software/hardware environment of the UE modem.
Observation 2: For model transfer/delivery from Network to UE, offline co-engineering between the Network vendor and the UE vendor may be needed to achieve the UE part/UE-side AI/ML model structures compatible to the software/hardware environment of the UE modem. This may result in the following issues:
· Network may have to interoperate with various UE vendors/UE versions to dedicatedly train the UE part/UE-side models, which breaches the engineering isolation.
· Network, in particular gNB, may have to maintain/store multiple UE part/UE-side models trained for different UE vendors/UE versions.
· Network vendor may not freely develop the AI/ML model to be operated at the UE side based on the specific network scenario/configuration, which may result in sub-optimal performance.
Observation 3: For model transfer/delivery from Network to UE, it may be challenging for Network to obtain the compiling environment of the UE device and send UE the binary image compiled by Network subject to the proprietary format.
Observation 4: UE modem may not have the capability of compiling AI/ML models subject to the open format in short/medium term. Due to this restriction, for the model transfer/delivery from Network to UE,
· Case y may incur additional latency due to offline interaction, and the model training/updating flexibility is largely restricted.
· Case z1 and z2 may incur additional latency on top of Case y due to unnecessary round trip between Network side and UE side.
· Case z4 may impose restriction of fixed and pre-aligned UE part/UE-side model structure between Network and UE.
· Case z3 and z5 may incur additional model uploading/downloading links at the UE side for compiling.
Observation 5: For model transfer/delivery to UE, the motivation for the cases where the AI/ML model is trained/compiled at UE side/neutral site, and stored at/transferred by Network (i.e., z1, z2, z3) is not clear:
· It may unnecessarily increase the latency, and unnecessarily incurs the offline interoperation between Network side and UE side.
· As a more independent alternative, the training/compiling entity can directly deliver the compiled model to the UE device in a spec transparent way.
Observation 6: For model transfer/delivery from UE to Network, gNB may suffer software/hardware compatibility issue (power/latency, etc.) if it is to implement a totally unseen model structure arbitrarily developed by UE side, as the NW part/NW-side AI/ML model structure is tightly integrated with the software/hardware environment of the gNB.
Observation 7: For model transfer/delivery from UE to Network, offline co-engineering between the Network vendor and the UE vendor may be needed to achieve the NW part/NW-side AI/ML model structures compatible to the software/hardware environment of the gNB. This may result in the following issues:
· UE side may have to interoperate with various Network vendors/Network versions to dedicatedly train the NW part/NW-side models, which breaches the engineering isolation.
· Network, in particular gNB, have to maintain/store/run multiple NW part/NW-side models transferred/delivered from different UE vendors/UE versions.
· UE vendor may not freely develop the AI/ML model to be operated at the Network side based on the specific network scenario/configuration, which may result in sub-optimal performance.
Observation 8: For model transfer/delivery from UE to Network, it may be challenging for UE side to obtain the compiling environment of the gNB and send Network the binary image compiled by UE side subject to the proprietary format.
Observation 9: Compared with model transfer from Network to UE, model transfer from UE to Network incurs extra challenges due to the following reasons:
· Inconvenience of training cell/scenario specific models.
· Inflexible model update.
· Burden of storing/running multiple models at gNB delivered from different UE vendors/UE versions.
Observation 10: The necessity of introducing assistance information for data collection/categorization is not clear, considering:
· Generalized model can be trained over scenarios/configurations.
· UE can sense the scenario autonomously without being notified by Network; alternatively, UE can obtain the assistance information with legacy signaling.
Observation 11:  The feasibility of introducing assistance signaling is not clear, considering the categorization principle and granularity of the scenarios identified by Network side may not match the categorization principle of the UE side
· To achieve aligned categorization principle, offline interoperation between Network side and UE side may be inevitable.
· Interpretation to the physical meaning of the scenarios/antenna layouts/beam shapes the between network side and UE side may be inevitable, which may probably disclose the proprietary.
Observation 12: For the functionality identification, regardless of additional conditions reported from UE or assistance information signaled from Network to UE, they may face the risk of proprietary disclosure.

Proposal 1: For the study of model transfer/delivery from Network to UE, small model size (e.g., to ensure no strong impact to legacy RRC signaling) should be assumed as a starting point.
Proposal 2: For the study of UE sided AI/ML model (CSI prediction, BM, and positioning), LCM without model transfer/delivery should be considered.
Proposal 3: The pros/cons comparison of model transfer/delivery can be performed for UE side training and Network side training, separately.
Proposal 4: For the comparison of different model transfer/delivery cases, consider the following updates on benefits compared to Case y.
· B1: Shorter model parameter update timescale since no need for without requiring offline quantization, compiling, and testing
· B3: Flexibility for model structure update without/with less offline co-engineering for two-sided models
· B4: Flexibility for model parameter update without/with less offline co-engineering for two-sided models
· B_x: Less offline interoperation for training data delivery between Network side and UE side non-3GPP entity (than Case y)
Proposal 5: For the comparison of different model transfer/delivery cases, consider the following updates on the challenges and requirements compared to Case y.
· C5: Lack of performance guarantee/potential suboptimal performance and testability of an updated model prior to deployment, compared to the baseline scenario of going through offline quantization, compiling, and testing of the updated model with the rest of the modem implementation.
· Note: Performance can be monitored after the model is deployed.
· C9: Potentially suboptimal performance of an updated model due to lack of model quantization optimization during training, compared to the baseline scenario of going through offline quantization, compiling, and testing of the updated model.
· C_x: Longer model update timescale and more offline interoperation between Network side and UE side when the model training/compiling location and model storage location are not on the same side.
Proposal 6: For the comparison of different model transfer/delivery cases, consider the following potential specification impact.
· S0: Specification related to model transfer
· S1: Specification of model format for open-format model transfer
· S2: Flexible UE capability mechanism beyond model ID-based approach
Proposal 7: For the study of data collection, both PHY and RRC signaling can be considered for data reporting with respect to different requirements of training, inference, and monitoring.
· Legacy signaling frameworks (e.g., CSI report in RAN1 or MDT report in RAN2) can be reused and there seems no motivation to introduce new mechanism.
Proposal 8: Assistance information, regardless of explicit information or implicit information based on ID, is studied with lower priority.
Proposal 9: The LS reply to the RAN2 LS on AI/ML data collection can refer to R1-2308153.
Proposal 10: Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) are the conditions in forms of RRC/LPP IE(s) reported by UE capability. The following steps can be considered:
· Step 1: UE capability report of the supported functionalities in forms of a list of relevant RRC/LPP parameters.
· Step 2: Network activates one preferred functionality from the set of UE reported functionalities.
· Note: the necessity of introducing “configured functionalities” and “applicable functionalities” is not clear.
Proposal 11: For the types of model identification (if supported), further consider Type A for LCM without model transfer/delivery and Type B2 for LCM with model transfer/delivery.
· Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signaling.
· Type B2: Model identification initiated by the NW, and UE responds (if applicable) for the remaining steps (if any) of the model identification.
Proposal 12: How to avoid the disclosure of the vendor information during the model identification procedure (if supported) should be studied.
Proposal 13: For studying the relationship between model/functionality identification, model identification can be a parallel mode from functionality identification, i.e., model identification mechanism is not supported on top of functionality identification mechanism.
Proposal 14: For studying the applicable sub use cases of model based LCM and functionality based LCM:
· Model based LCM is applicable at least for two-sided model.
· Functionality based LCM maybe applicable at least for UE-sided model.
· Note: Whether model based LCM is applicable for UE-sided model, or functionality based LCM is applicable for two-sided model, can be further clarified.
Proposal 15: A unified procedure can be applicable for the assessment/monitoring mechanism of the active model/functionality and of the inactive model/functionality.
· Note: there seems no particular spec impact on the assessment/monitoring based on additional condition, input/output data distribution, and past knowledge.
Proposal 16: For model control (selection, activation, deactivation, switching, and updating), keep UE-autonomous mechanism as a candidate.
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