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1. Introduction
In the RAN1 #113 sub use cases and potential specification impacts for beam management have been further discussed. Some agreements were achieved as summarized below [1]Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding performance monitoring, study potential spec impact(s) from the following aspects in addition to those included in previous agreements: 
· Configuration/Signalling from gNB to UE for measurement and/or reporting
· UE calculates performance metric(s), either reports it to NW or reports an event to NW based on the performance metric(s) 
· FFS: definition of an event and the performance metric(s) used to identify it
· Indication from NW for UE to do LCM operations 

Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding performance monitoring, study the necessity and potential spec impact(s) of the mechanism that facilitate UE to detect whether the functionality/model is suitable or no longer suitable. 

Conclusion
For the study of DL beam pair prediction of BM-Case1 and BM-Case2 with a UE-side AI/ML model, RAN1 has no consensus to support the reporting of the predicted Rx beam(s) (e.g., Rx beam ID, Rx beam angle information, etc) from UE to network.
Agreement
For BM-Case2, study necessity, benefit(s) and potential specification impact from the following additional aspects for AI model inference:
· Reporting information about measurements of multiple past time instances in one reporting instance for BM-Case2 
· Note: only applicable to network-side AI/ML model
· Note: The potential performance gains of measurement reporting should be justified by considering UCI payload overhead








Agreement
For BM-Case1 and BM-Case2, study necessity, benefit(s) and potential specification impact from the following additional aspects for AI model inference:
· How to perform beam indication of beams in Set A not in Set B.
· Note: the legacy mechanism may be sufficient.

Agreement
Regarding data collection for BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the benefits, necessity and potential specification impact of the following aspect on top of those we have agreed in previous meeting:
· Assistance information from NW to UE for UE data collection for categorizing the data for the purpose of differentiating characteristics of data
· The assistance information should preserve privacy/proprietary information.


Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the necessity and potential BM-specific conditions/additional conditions for functionality(ies) and/or model(s) at least from the following aspects:
· information regarding model inference 
· Set A / Set B configuration
· performance monitoring
· data collection
· assistance information


In this paper, we follow up on the recently made agreements and the status of the discussion in general as it is captured in the FL summary [2].

1. Types of beam prediction
During the RAN1#110 and RAN1#112 meetings, it was agreed to further investigate the following alternative options for the predicted beams:
· Alt.1 DL Tx beam prediction
· Alt.3 Beam pair prediction (a beam pair consists of a DL Tx beam and a corresponding DL Rx beam)

We believe that Alt.1 can be easily integrated with the legacy beam management process, for the NW-Side model, UE can select all RX beams for measurement and report the measurement results of the optimal RX beam to the network, for UE-Side model, UE measure all RX beams and infer the top-K TX beams on the UE side for reporting to the network. Therefore, for Alt.1, the RS overhead are similar for the NW-Side and UE-Side models. 

Observation 1: The overhead of RS is comparable between NW-Side and UE-Side models for predicting the DL Tx beam.

For Alt.3, it is necessary to consider how to indicate the TX/RX beam pairs of a set of beams. For the UE-Side model, from the perspective of the UE-Side model, the network is only required to repeat the TX beam based on a specific rule and the terminal is responsible for selecting multiple RX beams for measurement and inference. However, for the NW-Side model, it is necessary for the network to specify to the terminal which RX beams are to be measured, as it is challenging to indicate an appropriate RX beam pattern due to the difficulty in determining the specific meaning of RX beam caused by the rotation and mobility of UE.

Observation 2: For beam pair prediction, for the UE-Side model, NW can transmit the RS as required by UE without knowledge of RX beams, for the NW-Side mode, NW should have common understanding of RX beam with UE, which is challenging due to the difficulty in determining the specific meaning of RX beam caused by the rotation and mobility of UE.

Based on the analysis above, we give the proposal bellow.

Proposal 1: For BM-Case1 and BM-Case2 with NW-side model, further study Alt.1 DL Tx beam prediction with high priority.

Proposal 2: For BM-Case1 and BM-Case2 with UE-side model, further study Alt.1 DL Tx beam prediction and Alt3 Beam pair prediction.


1. AI/ML model settings
Association/mapping between Set A and Set B
According to our understanding, for the network-side model, the mapping relationship between Set A and Set B is known by the NW and is transparent to UE, with no standardization impact. For the UE-side model, since there may be multiple mapping relationships between Set A and Set B, there are two directional strategies：
The first strategy is for the NW to indicate the mapping relationship between Set A and Set B. If Set B is a subset of Set A, a specific bitmap method can be used to indicate the mapping relationship between Set B and Set A, or a formula can be defined to deduce Set B from Set A. If Set A and Set B are different (Set B is NOT a subset of Set A), Set A's resource and resource ID can be configured, as well as Set B's resource and resource ID, then the TCI can be used to indicate the QCL between Set A and Set B. The second strategy is for the UE to request the corresponding Set B from NW, and the mapping relationship between Set A and Set B is known by the terminal, with no standardization impact.

Observation 3: For the UE-side model, there are two ways to associate/map Set A and Set B - network-side indication and ue-side request for Set B. The former has a more spec impact, but it allows the network to more flexibly coordinate the allocation of Set B among multiple UEs, thus improving network efficiency. The latter has a less spec impact, and it is beneficial for terminals to autonomously select a more suitable Set B.

Based on the above observations, we give the following proposal.

Proposal 3: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the following options for the association/mapping of beams within Set A and beams within Set B:
• Alt.1 Network-indicated association/mapping of beams within Set A and Set B for the UE (e.g., QCL, bitmap, formula, etc.).
• Alt.2 UE self-maintained association/mapping of beams within Set A and Set B (e.g., UE requests the corresponding Set B from the network).

Input of BM-Case1 and BM-Case2
Inputs include two parts: data order and data content. For the data order, in the NW-Side model, the input order is determined by the network itself, and the network can ensure that the input order is consistent across different LCM stages through internal implementation; in the UE-Side model, based on the mapping relationship between Set A and Set B, the UE can adjust the input data order to simplify the model structure and improve training and inference efficiency.

Regarding the data content part, the following conclusion has been reached in RAN1#109-e.Conclusion
Regarding the sub use case BM-Case1, further study the following alternatives for AI/ML input:
· Alt.1: Only L1-RSRP measurement based on Set B
· Alt.2: L1-RSRP measurement based on Set B and assistance information
· FFS: Assistance information. The following were mentioned by companions in the discussion:  Tx and/or Rx beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam boresight direction (azimuth and elevation), 3dB beamwidth, etc.), expected Tx and/or Rx beam for the prediction (e.g., expected Tx and/or Rx angle, Tx and/or Rx beam ID for the prediction), UE position information, UE direction information, Tx beam usage information, UE orientation information, etc.
· Note: The provision of assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.
· Alt.3: CIR based on Set B
· Alt.4: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID
· Note1: It is up to companies to provide other alternative(s) including the combination of some alternatives
· Note2: All the inputs are “nominal” and only for discussion purpose.

Conclusion
Regarding the sub use case BM-Case2, further study the following alternatives of measurement results for AI/ML input (for each past measurement instance):
· Alt.1: Only L1-RSRP measurement based on Set B
· Alt 2: L1-RSRP measurement based on Set B and assistance information
· FFS: Assistance information. The following were mentioned by companies in the discussion:, Tx and/or Rx beam angle, position information, UE direction information, positioning-related measurement (such as Multi-RTT), expected Tx and/or Rx beam/occasion for the prediction (e.g., expected Tx and/or Rx beam angle for the prediction, expected occasions of the prediction), Tx and/or Rx beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam boresight directions (azimuth and elevation), 3dB beamwidth, etc.) , increase ratio of L1-RSRP for best N beams, UE orientation information
· Note: The provision of assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.
· Alt.3: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID
· Note1: It is up to companies to provide other alternative(s) including the combination of some alternatives
Note2: All the inputs are “nominal” and only for discussion purpose.


The following conclusion was reached at RAN#112 meeting and based on this, Alt.2 can be excluded.Conclusion
Regarding the explicit assistance information from UE to network for NW-side AI/ML model, RAN1 has no consensus to support the following information
· UE location
· UE moving direction
· UE Rx beam shape/direction

Conclusion
Regarding the explicit assistance information from network to UE for UE-side AI/ML model, RAN1 has no consensus to support the following information
· NW-side beam shape information
· E.g., 3dB beamwidth, beam boresight directions, beam shape, Tx beam angle, etc.
· Note: Other information (e.g., relative information) of Tx beam(s) preserving sensitive proprietary information is a separate discussion 
· e.g., some information following the same principle of Rel-17 positioning agreement


Currently, most companies evaluate performance based on L1-RSRP, which is the most direct and with less spec impact. For CIR input, we have not seen the benefit to use CIR，DL Tx beam ID can be implicitly indicated by RS index, while the definition of Rx beam ID is difficult to standardize due to terminal rotation and movement factor. In our view, it would be more efficient to focus on the same model input for both BM cases, Therefore, we are making the following proposal:

[bookmark: _GoBack]Proposal4：For BM-Case1 and BM-Case2，use Alt.1(only L1-RSRP) for the study on AI/ML input with high priority.


1. Potential specification impacts 
Data collection 
In the RAN1#112bis-e meeting the following agreements have been achieved for data collection with a NW-sided model:Agreement
Regarding data collection for NW-side AI/ML model, study the following options (including the combination of options) for the contents of collected data, 
· Opt.1: M1 L1-RSRPs (corresponding to M1 beams) with the indication of beams (beam pairs) based on the measurement corresponding to a beam set, where M1 can be larger than 4, if applicable
· FFS: the range of M1
· Opt.2: M2 L1-RSRPs (corresponding to M2 beams) based on the measurement corresponding to a beam set, where M2 can be larger than 4, if applicable
· FFS: the range of M2
· Opt.3: M3 beam (beam pair) indices based on the measurement corresponding to a beam set, where M3 can be larger than 4, if applicable
· FFS: the range of M3
· FFS: How to select the M1/M2/M3 beam(s) or beam pair(s)
· Note: Overhead, UE complexity and power consumption should be considered for the above options


According to our understanding, "a beam set" should be a subset or a superset of SetA/SetB. In different task stages, the base station instructs the terminal to select the corresponding mode for reporting.

During the training phase, either opt.1 or opt.2 can be used to report the full set of beams from SetA or SetB, corresponding to the beam pair prediction mode. The number of beam pairs in the full set can reach 256 or more. Based on our analysis, if only the strongest 64 beams from SetA are used as labels, with the full values of SetB as input, there is no significant impact on the performance of the training model. Therefore, during the training phase, it is recommended to use opt.1 to report the CRI and L1-RSRP of the strongest M1 beams (beam pairs) as the labels for model training, where M1 can have a maximum value of 64. Alternatively, opt.2 can be used to report the full RSRP values of SetB, with a recommended maximum value of M2 also being 64.

During the inference phase, it is suggested to use opt.2 to report the L1-RSRP of the full SetB beams, with a recommended maximum value of M2 being 64.

During the monitoring phase, reporting the index or L1-RSRP of the top-k optimal beams from SetA can be done. This can be achieved using opt.1 or opt.3. In the case of opt.3, it is recommended to have a maximum value of M3 set to 8.

Proposal5：Regarding data collection for NW-side AI/ML model，the rang of M can be set as follow
· Opt1 can be used for model training and monitoring, M1 can be up to 64
· Opt2 can be used for model training and inference, M2 can be up to 64
· Opt3 can be used for model monitoring, M3 can be up to 8


Training
NW-side model
For the NW-side model, UE measures the corresponding RS according to the NW configuration and reports the data that meets the requirements. The time-frequency position and measurement period of the corresponding RS resource can be configured and triggered using legacy methods. NW needs to instruct UE to report the measurement results using either Alt.1 (L1-RSRP, beam indication) or Alt.2 (L1-RSRP), and specify the form of measurement result reporting, whether it is full reporting of all beam measurement results or partial results. Finally, the format of the reported data needs to be determined.

We think RSRP lower than a threshold would not affect the model results, so it is feasible to remove some low RSRP values during measurement reporting. However, for the L1 reporting mode, the variable length UCI will cause greater difficulty, so we tend to consider dynamic data discarding methods for reporting at higher layers.

Proposal6: For the NW-side model, the NW needs to instruct the terminal to adopt which mode for training data reporting. If dynamic omission of some data is required, we recommend using high-layer signaling for reporting.


UE-side model
The RAN1#112bis-e meeting has the following agreements:

Agreement
Regarding the data collection at UE side for UE-side AI/ML model, study the potential specification impact (if any) to initiate/trigger data collection from RAN1 point of view by considering the following options as a starting point 
· Option 1: data collection initiated/triggered by configuration from NW 
· Option 2: request from UE for data collection 
· FFS: details










In our view, when to start/stop collecting training data and how much data to collect should be decided by UE based on the current environment, operational status, traffic volume, and other information. The network side instructs UE with a group of SetA/SetB information, and UE can request corresponding DL RS transmission from NW as needed. Therefore, we tend to support option 2 and consider the request of L3 signaling to the base station for DL RS transmission, given that training is not sensitive to delay.

Proposal7: Regarding data collection for UE-side AI/ML model training, trigger the data collection procedure based on UE request with high-layer signaling.

Monitoring
The previous meeting has the following agreements:



RAN1#112
Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding NW-side performance monitoring, study the following aspects as a starting point including the study of necessity: 
· Configuration/Signaling from gNB to UE for measurement and/or reporting
· UE reporting to NW (e.g., for the calculation of performance metric) 
· Indication from NW for UE to do LCM operations 
· Other aspect(s) is not precluded
· Note1: At least the performance and reporting overhead of model monitoring mechanism should be considered

Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding UE-side performance monitoring, study the following aspects as a starting point including the study of necessity and feasibility: 
· Indication/request/report from UE to gNB for performance monitoring 
· Note: The indication/request/report may be not needed in some case(s)
· Configuration/Signaling from gNB to UE for performance monitoring
· Other aspect(s) is not precluded


RAN1#113-e
Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding performance monitoring, study the necessity and potential spec impact(s) of the mechanism that facilitate UE to detect whether the functionality/model is suitable or no longer suitable.

We believe that evaluating AI model performance based on optimal beam accuracy and L1-RSRP is the more direct way. However, there are some standardization issues when using these metrics, mainly including the amount of statistical data, the selection of decision thresholds, and the reporting of measurement events. For the case of calculating UE-side metrics, the network needs to configure the scale of beam accuracy statistics and L1-RSRP filtering mode for the terminal. For the corresponding measurement reporting, the network side issues corresponding threshold values, and when the Metric(s) is lower than the threshold value, it triggers the UE to report the BM model performance deterioration indication.


Proposal 8: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding performance monitoring, study the following aspects as a starting point, including the study of necessity:
· Metric calculation method (e.g. total measured data, filtering)
· Metric decision method (e.g. prediction accuracy, L1-RSRP gap)


UE capability report






1. Conclusion
Observation 1: The overhead of RS is comparable between NW-Side and UE-Side models for predicting the DL Tx beam.

Observation 2: For beam pair prediction, for the UE-Side model, NW can transmit the RS as required by UE without knowledge of RX beams, for the NW-Side mode, NW should have common understanding of RX beam with UE, which is challenging due to the difficulty in determining the specific meaning of RX beam caused by the rotation and mobility of UE.

Observation 3: For the UE-side model, there are two ways to associate/map Set A and Set B - network-side indication and ue-side request for Set B. The former has a more spec impact, but it allows the network to more flexibly coordinate the allocation of Set B among multiple UEs, thus improving network efficiency. The latter has a less spec impact, and it is beneficial for terminals to autonomously select a more suitable Set B.

Proposal 1: For BM-Case1 and BM-Case2 with NW-side model, further study Alt.1 DL Tx beam prediction with high priority.

Proposal 2: For BM-Case1 and BM-Case2 with UE-side model, further study Alt.1 DL Tx beam prediction and Alt3 Beam pair prediction.

Proposal 3: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the following options for the association/mapping of beams within Set A and beams within Set B:
• Alt.1 Network-indicated association/mapping of beams within Set A and Set B for the UE (e.g., QCL, bitmap, formula, etc.).
• Alt.2 UE self-maintained association/mapping of beams within Set A and Set B (e.g., UE requests the corresponding Set B from the network).

Proposal4：For BM-Case1 and BM-Case2，use Alt.1(only L1-RSRP) for the study on AI/ML input with high priority.

Proposal5：Regarding data collection for NW-side AI/ML model，the rang of M can be set as follow
· Opt1 can be used for model training and monitoring, M1 can be up to 64
· Opt2 can be used for model training and inference, M2 can be up to 64
· Opt3 can be used for model monitoring, M3 can be up to 8

Proposal6: For the NW-side model, the NW needs to instruct the terminal to adopt which mode for training data reporting. If dynamic omission of some data is required, we recommend using high-layer signaling for reporting.


Proposal7: Regarding data collection for UE-side AI/ML model training, trigger the data collection procedure based on UE request with high-layer signaling.

Proposal 8: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding performance monitoring, study the following aspects as a starting point, including the study of necessity:
· Metric calculation method (e.g. total measured data, filtering)
· Metric decision method (e.g. prediction accuracy, L1-RSRP gap)
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