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1 [bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
In RAN#94-e plenary meeting, a new SID on AI/ML for air-interface was approved for Rel-18 [1], where the use cases include CSI feedback enhancement, and evaluations would be performed for this use case:
	Study the 3GPP framework for AI/ML for air-interface corresponding to each target use case regarding aspects such as performance, complexity, and potential specification impact.
Use cases to focus on: 
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels

Note: the selection of use cases for this study solely targets the formulation of a framework to apply AI/ML to the air-interface for these and other use cases. The selection itself does not intend to provide any indication of the prospects of any future normative project. 
……
For the use cases under consideration:
1) Evaluate performance benefits of AI/ML based algorithms for the agreed use cases in the final representative set:
· Methodology based on statistical models (from TR 38.901 and TR 38.857 [positioning]), for link and system level simulations. 
· Extensions of 3GPP evaluation methodology for better suitability to AI/ML based techniques should be considered as needed.
· Whether field data are optionally needed to further assess the performance and robustness in real-world environments should be discussed as part of the study. 
· Need for common assumptions in dataset construction for training, validation and test for the selected use cases. 
· Consider adequate model training strategy, collaboration levels and associated implications
· Consider agreed-upon base AI model(s) for calibration
· AI model description and training methodology used for evaluation should be reported for information and cross-checking purposes
· KPIs: Determine the common KPIs and corresponding requirements for the AI/ML operations. Determine the use-case specific KPIs and benchmarks of the selected use-cases.
· Performance, inference latency and computational complexity of AI/ML based algorithms should be compared to that of a state-of-the-art baseline
· Overhead, power consumption (including computational), memory storage, and hardware requirements (including for given processing delays) associated with enabling respective AI/ML scheme, as well as generalization capability should be considered.
……
Note 1: specific AI/ML models are not expected to be specified and are left to implementation. User data privacy needs to be preserved.
a. Note 2: The study on AI/ML for air interface is based on the current RAN architecture and new interfaces shall not be introduced.


This document summarizes the remaining issues discussed under agenda item 9.2.2.1, and aims to finish the issues for the evaluation of the AI/ML-based CSI feedback enhancements in this meeting.
1.1 1st round email discussions
Before going to the discussions in the following sections, companies are invited to type in the contact person information into the following table. Please update your contact information on top of the last meeting if needed.
Please consider entering contact info below for the points of contact for this email discussion.
	Company
	Point of contact
	Email address

	Samsung
	Ameha
	amehat.abebe@samsung.com

	OPPO
	Wendong Liu
	liuwendong1@oppo.com

	Lenovo
	Vahid Pourahmadi
Jianfeng Wang
	vpourahmadi@lenovo.com
wangjf20@lenovo.com

	ZTE
	Lun Li
Guozeng Zheng
	li.lun1@zte.com.cn
zheng.guozeng@zte.com.cn

	NVIDIA
	Xingqin Lin
	xingqinl@nvidia.com

	Intel
	Victor Sergeev
	victor.sergeev@intel.com 

	Ericsson
	Mattias Frenne
	Mattias.frenne@ericsson.com

	FUTUREWEI
	Baoling Sheen
	bsheen@futurewei.com

	CAICT
	Xiaofeng Liu
	Liuxiaofeng1@caict.ac.cn

	AT&T
	Isfar Tariq
Salam Akoum
	isfar.tariq@att.com
salam.akoum@att.com

	CMCC
	Yuhua Cao
	caoyuhua@chinamobile.com

	Qualcomm
	Jay Kumar Sundararajan
	jsundara@qti.qualcomm.com

	Huawei, HiSilicon
	Yuan Li
	liyuan3@huawei.com

	Mavenir
	Ali Fatih Demir
Yuanlong Yang
	ali.demir@mavenir.com
yuanlong.yang@mavenir.com


	NTT DOCOMO
	Haruhi Echigo
Liu Liu
Xin Wang
	haruhi.echigo.fw@nttdocomo.com
liul@docomolabs-beijing.com.cn
wangx@docomolabs-beijing.com.cn

	Panasonic
	Tetsuya Yamamoto
	yamamoto.tetsuya001@jp.panasonic.com

	IIT Kanpur
	Abhishek Kumar Singh
	Abhishekks@iitk.ac.in

	Spreadtrum
	Mimi Chen
	Mimi.chen@unisoc.com

	LG Electronics
	Haewook Park
	haewook.park@lge.com

	vivo
	Jianming Wu
	jianming.wu@vivo.com

	CATT
	Yongqiang Fei
	feiyongqiang@catt.cn

	Mavenir
	Fan Yang
	fan.yang@mavenir.com

	Fujitsu
	Xin Wang
Qun Zhang
	wangxin@fujitsu.com
zhangqun@fujitsu.com

	ETRI
	Anseok Lee
	alee@etri.re.kr

	Apple
	Huaning Niu
	huaning_niu@apple.com

	MediaTek
	Pedram Kheirkhah Sangdeh
Yuching Huang
	Pedram.kheirkhah@mediatek.com 
yuching.huang@mediatek.com

	InterDigital
	MoonIl Lee
	MoonIl.Lee@InterDigital.com

	Nokia
	Tosato, Filippo
	 filippo.tosato@NOKIA.COM

	Xiaomi
	Min Liu
	liumin10@xiaomi.com

	China Telecom
	Bei Yang
	yangbei1@chinatelecom.cn

	Fraunhofer
	Ebrahim Amiri
	ebrahim.amiri@iis.fraunhofer.de

	CEWiT
	Advaith
	advaith22@cewit.org.in



2 Updates of previously approved observations
Moderator note: In the 112b-e and 113 meeting, some observations have been approved. For 114 meeting, some companies updated their results and submitted to the templates. Therefore, this section handles the updates of all the previous observations as a package - the plan is to endorse all the updated observations (if no comments) in this section in the first GTW!!! As guided in the 113 meeting FL summary [R1-2306063], the structure of the observations would not be changed. The changes include (depending on per old observation): 
· Update the list of companies/number of sources.
· Update the range of values for some observations, as long as it does not impact the structure and trend.
· Editorial changes.
· Changes to align the format over observations

2.1 1st/2nd/3rd round email discussions 
2.1-1: Table 1. Evaluation results for CSI compression of 1-on-1 joint training without model generalization/scalability

Issue#2-1 (Closed) SGCS gain over benchmark

Issue#2-2 (Closed) Mean UPT, FTP traffic

Issue#2-3 (Closed) 5% UPT, FTP traffic

Issue#2-4 (Closed) Mean UPT, full buffer

Issue#2-5 (Closed) 5% UPT, full buffer

Issue#2-6 (Closed) Quantization method-quantization awareness for training
Moderator note: The original observation is drawn at 113 meeting. Relatively fewer updated results compared to basic performance. So, the value ranges are also updated. In addition, the Source#1/2/3/4 are replaced with the company names to be aligned with the format of other observations. 
In addition, as editorial change, “training aware/non-aware quantization” => “quantization aware/non-aware training”.
Note: For the table and observation, updated contents are highlighted.
Update: values/gains updated for table and Observation text based on QC and Xiaomi comments.
Update2: values/gains updated for table and Observation text based on offline discussion with QC.

Updated2 Observation 2.1.6:
For the comparison of quantization methods for CSI compression, quantization non-aware training (Case 1) is in general inferior to the quantization aware training (Case 2-1/2-2), and may lead to lower performance than the benchmark.
· For scalar quantization, compared with benchmark,
· -2.4%~-43.2% degradations are observed for quantization non-aware training (Case 1) from 6 sources [Qualcomm, vivo, Ericsson, Apple, Xiaomi, MediaTek].
· 3.9%~8.64% gains are observed for quantization aware training with fixed/pre-configured quantization method/parameters (Case 2-1) from 5 sources [Qualcomm, vivo, Ericsson, ZTE, Xiaomi], which are 17.3%~83.2% gains over quantization non-aware training (Case 1) from 5 sources [Qualcomm, vivo, Ericsson, Apple, Xiaomi] and 7.56%~11.55% gains over quantization non-aware training (Case 1) from 1 source [MediaTek].
· Note: 0.72% gains are observed for Case 2-1 from 1 source [Qualcomm] due to SQ parameter chosen without matching latent distribution, which achieves 13.9% gains over Case 1.
· 8.91%7.55% gains are observed for quantization aware training with jointly updated quantization method/parameters (Case 2-2) from 1 source [Qualcomm], which are 23.1% gains over quantization non-aware training (Case 1) from 1 source [Qualcomm].
· For vector quantization, compared with benchmark,
· -2%~-10% degradations are observed for quantization non-aware training (Case 1) from 1 source [Huawei].
· 5.64%~7.55%8.91% gains are observed for quantization aware training with fixed/pre-configured quantization method/parameters (Case 2-1) from 3 sources [Qualcomm, vivo, Apple], which are 3%~21.6% gains over quantization non-aware training (Case 1) from 3 sources [Qualcomm, vivo, Apple].
· 4.6%~13.01% gains are observed for quantization aware training with jointly updated quantization method/parameters (Case 2-2) from 7 sources [Qualcomm, vivo, ZTE, Xiaomi, Huawei, Apple, Fujitsu], which are 10.7%~30% gains over quantization non-aware training (Case 1) from 4 sources [Qualcomm, vivo, Huawei, Xiaomi] and 3.66%~9.8% gains over quantization non-aware training (Case 1) from 2 sources [Fujitsu, Apple].
· In general, Case 2-2 outperforms Case 2-1 with 0.46%~5.1%3.8% gains, as observed by 6 sources [Qualcomm, vivo, ZTE, Xiaomi, Apple, MTK].
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· 1-on-1 joint training is assumed.
· The performance metric is SGCS for Layer 1.
· Benchmark is Rel-16 Type II codebook.
· Note: Results refer to Table X of R1-230xxxx

Table X. Quantization method of CSI compression – quantization awareness for training
	
	
	
	Case 1
	Case 2-1
	Case 2-2

	QC#1~QC#7
	SQ
	X
	
	
	

	
	
	Y
	0.648 (-11.56%)
	config#1: 0.796 (8.64%)
22.8% gain over Case 1
config#2: 0.738 (0.72%)
13.9% gain over Case 1
	0.798(8.91%) 
23.1%  gain over Case 1

	
	
	Z
	
	
	

	
	VQ
	X
	
	
	

	
	
	Y
	
	0.788 (7.55%)
21.6% gain over Case 1
	VQ-dim2: 0.823 (12.32%)
27% gain over Case 1
3.1% 4.4% gain over Case 2-1

VQ-dim4: 0.828 (13.01%)
27.8% gain over Case 1
3.8% 5.1% gain over Case 2-1

	
	
	Z
	
	
	

	HW#1/#5
	SQ
	X
	
	
	

	
	
	Y
	
	
	

	
	
	Z
	
	
	

	
	VQ
	X
	0.69 (-2%)
	
	0.767 (8.8%)
11.1% gain over Case 1

	
	
	Y
	0.738 (-10%)
	
	0.861 (4.5%)
16.7% gain over Case 1

	
	
	Z
	0.829 (-4%)
	
	0.918 (6.5%)
10.7% gain over Case 1

	vivo#1~#5
	SQ
	X
	
	
	

	
	
	Y
	0.735 (-5.9%)
	0.862 (6.7%)
17.3% gain over Case 1
	

	
	
	Z
	
	
	

	
	VQ
	X
	
	
	

	
	
	Y
	
	0.855 (6.0%)
16.3% gain over Case 1
	VQ-config#1: 0.871 (7.6%)
18.5% gain over Case 1
1.9% gain over Case 2-1

VQ-config#2: 0.866 (7.1%)
17.8% gain over Case 1
1.3% gain over Case 2-1

	
	
	Z
	
	
	

	ZTE#1/#5
	SQ
	X
	
	L1: 0.7283(6.01%)
L2: 0.5935(7.17%)
	

	
	
	Y
	
	L1: 0.8118(5.37%)
L2: 0.6994(7.14%)
	

	
	
	Z
	
	L1: 0.9040(5.47%)
L2: 0.8380(8.42%)
	

	
	VQ
	X
	
	
	L1: 0.7191(4.67%)
L2: 0.5866(5.92%)

	
	
	Y
	
	
	L1: 0.8015(4.04%)
L2: 0.6913(5.90%)
1% gain over Case 2-1-VQ

	
	
	Z
	
	
	L1: 0.9123(6.44%)
L2: 0.8498(9.95%)

	Xiaomi#1/#2
	SQ
	X
	
	
	

	
	
	Y
	0.6272(-19.60%)

	0.8123(4.13%)
30% gain over Case 1
	

	
	
	Z
	
	
	

	
	VQ
	X
	
	
	

	
	
	Y
	
	
	0.8160(4.60%)
30% gain over Case 1
0.46% gain over Case 2-1-SQ


	
	
	Z
	
	
	

	E///#1/#2
	SQ
	X
	0.410 (-43.2%)
	0.751(3.9%)
83.2% gain over Case 1
	

	
	
	Y
	
	
	

	
	
	Z
	
	
	

	
	VQ
	X
	
	
	

	
	
	Y
	
	
	

	
	
	Z
	
	
	

	Nokia
	SQ
	X
	
	
	

	
	
	Y
	
	
	

	
	
	Z
	
	
	

	
	VQ
	X
	
	
	1.2% (52 bits)

	
	
	Y
	
	
	2.9% (104 bits)

	
	
	Z
	
	
	1.5% (256 bits)

	Fujitsu
	SQ
	X
	0.6716(0.6%)
	
	

	
	
	Y
	0.7051(-7%)
	
	

	
	
	Z
	0.8244(-1.9%)
	
	

	
	VQ
	X
	
	
	0.6989(4.7%)
4.06% gain over Case 1


	
	
	Y
	
	
	0.7743(2%)
9.8% gain over Case 1


	
	
	Z
	
	
	0.8738(4%)
6% gain over Case 1


	Apple
	SQ
	X
	0.513 (-26%)

	0.722(4.49%)
26% gain over Case 1
	N/A


	
	
	Y
	
	
	

	
	
	Z
	
	
	

	
	VQ
	X
	0.709 (2.6%)
(VQ codebook is searched separately using traditional methods, based on latent space distribution, after encoder/decoder is trained without quantization) 

	0.73(5.64%)
3% gain over Case 1
	0.735 (6.37%)
3.66% gain over Case 1;
0.7% gain over Case 2-1

	
	
	Y
	
	
	

	
	
	Z
	
	
	

	MediaTek
	SQ
	X
	0.695 (+2.2%)
	0.724(+6.5%)

	0.731(+7.5%)
1% gain over Case 2-1-SQ;

	
	
	Y
	0.722(-2.4%)
	0.778 (+5.1%)
7.56% gain over Case 1;
	0.792(+7.0%)
9.7% gain over Case 1;
1.8% gain over Case 2-1-SQ;

	
	
	Z
	0.753(-4.7%)
	0.840 (+6.3%)
11.55% gain over Case 1;
	0.850 (+7.6%)
12.89% gain over Case 1;
1.2% gain over Case 2-1-SQ;

	
	VQ
	X
	
	
	

	
	
	Y
	
	
	

	
	
	Z
	
	
	

	Summary;
gain over benchmark, gain over Case 1

	SQ
	X/Y/Z
	-2.4%~-43.2%
(QC, vivo, E///, Apple, Xiaomi, MTK)
	3.9%~8.64% (QC, vivo, ZTE, Xiaomi, E///),
Signf:17.3%~83.2%
(QC, vivo, E///, Apple, Xiaomi)
Modrt: 7.56%~11.55% (MTK)
	8.91%7.55%, 
23.1% 21.6%(QC)

1%~1.8% gain over Case 2-1(MTK)

	
	VQ
	X/Y/Z
	
-2%~-10%,
(HW)

2.6% (Apple)
	
5.64%~7.55%8.91% (QC, vivo, Apple),
3%~21.6%23.1% (QC, vivo, Apple)
	4.60%~13.01% (QC, vivo, HW, ZTE, Xiaomi, Apple, Fujitsu),
Signf:10.7%~30% (QC, vivo, HW, Xiaomi), Modrt: 3.66%~9.8% (Fujitsu, Apple),
0.46%~3.8%5.1% gain over Case 2-1(QC, vivo, Apple, ZTE, Xiaomi)





	Support/Can accept
	

	Object/Concern
	Qualcomm



	Company
	View

	Qualcomm
	In Table 1.1, IntermediaKPI sheet, we had submitted a correction in columns “Qualcomm#4” and “Qualcomm#5”. That correction does not seem to have been incorporated. We ask the moderator to please update the numbers to take that into account. (The correction is: case 2-2 trained SQ result should be 0.798 (8.91%) and case 2-1 fixed VQ result should be 0.787 (7.55%).)

	Xiaomi
	For scalar quantization, compared with benchmark, our results shows SQ training is 30% gains over case 1, which is not capured in the observation. Suggest to update the observation as following:
3.9%~8.64% gains are observed for training quantization aware training quantization with… which are 17.3%~83.2% gains over training quantization non-aware training quantization (Case 1) from 5 sources [Qualcomm, vivo, Ericsson, Apple, Xiaomi].
It would be appreciate if Moderator consider the above for the observation.

	
	



Issue#2-7 (Closed) Quantization method-quantization format for training

2.1-2: Table 2. Evaluation results for CSI compression with model generalization

Issue#2-8 (Closed) Generalization-Deployment scenarios

Issue#2-9 (Closed) Generalization-UE distributions

Issue#2-10 (Closed) Generalization-Carrier frequencies

2.1-3: Table 3. Evaluation results for CSI compression with model scalability

Issue#2-11 (Closed) Scalability for CSI compression – CSI payload sizes

Issue#2-12 (Closed) Scalability-Tx port numbers


2.1-4: Table 5. Evaluation results for CSI compression of separate training without model generalization/scalability
Issue#2-13 (Closed) NW first training Case 1 (1 NW to 1 UE)

Issue#2-14 (Closed) UE first training Case 1 (1 NW to 1 UE)

Issue#2-15 (Closed) NW/UE first training Case 1 - Impact of size of shared training dataset

2.1-5: Table 6. Evaluation results for CSI prediction without model generalization/scalability
Issue#2-16 [Rd3] (High priority) Benchmark#1-SGCS gain and impact of input type
Moderator note: 
Update: Note 1 updated based on MTK comments.
Update 2: Update the UE speed clarification based on QC comments on the 1st GTW. Update a finer categorization of gains over companies.
Update 3: The structure of the observation is changed to separately capture the results with spatial consistency and without spatial consistency, as discussed in Tue Offline. In addition, vivo#3 results (w/o spatial consistency, 30km/h) is removed since relatively lower benchmark.

Updated3 Observation 2.1.16:
For the AI/ML based CSI prediction, compared with the benchmark of the nearest historical CSI:
· spatial consistency is not adopted in 15 sources [Huawei, ZTE, ETRI, CMCC, Apple, Spreadtrum, Nokia, CATT, Fujitsu, Samsung, NVIDIA, vivo, InterDigital, Xiaomi, CEWiT], wherein
· 16 sources [ZTE, Nokia, Spreadtrum, NVIDIA, Apple, Huawei, Samsung, Fujitsu, CATT, vivo, MediaTek, InterDigital, ETRI, Xiaomi, CMCC, CEWiT] observe the gain of 0.46% ~ 44.8% using raw channel matrix as input, wherein
· 4 sources [Xiaomi, NVIDIA, InterDigital, Samsung, MediaTek] observe the gain of 0.46%~6.3%.
· 14 sources [Huawei, Samsung, ZTE, Spreadtrum, Fujitsu, CATT, Apple, MediaTek, InteDigital, ETRI, Xiaomi, CMCC, CEWiT, NVIDIA, vivo] observe the gain of 7.57%~26.47%.
· 5 sources [vivo, MediaTek, Fujitsu, CMCC,CEWiT, Nokia] observe the gain of 29.03%~44.8%.
· 4 sources [ZTE, CATT, ETRI, OPPO] observe the gain of 2.24% ~ 19.4% using precoding matrix as input, which is in general worse than using raw channel matrix as input
· spatial consistency is adopted in 4 sources, all of which use raw channel matrix as input, wherein
· 3 sources [Nokia, vivo, MediaTek] observe the gain of 1.7%~35.51%.
· 1 source [MediaTek] observe the gain of 76.6%.
· 1 source [InterDigital] observe the loss of -5.5%.
· Note: the above results are based on the following assumptions
· The observation window considers to start as early as 15ms~50ms.
· A future 4ms or 5ms instance from the prediction output is considered for calculating the metric.
· UE speed includes 10km/h, 30km/h, and 60km/h. The same UE speed is assumed for both training and inference.
· The performance metric is SGCS in linear value for layer 1.
· Note: Results refer to Table X of R1-230xxxx


Updated Observation 2.1.16:
For the AI/ML based CSI prediction,  
· 17 sources [Huawei, ZTE, Spreadtrum, Nokia, CATT, Fujitsu, Samsung, ETRI, CMCC, NVIDIA, Apple, vivo, MediaTek, InterDigital, Xiaomi, OPPO, CEWiT] show that the AI/ML-based CSI prediction outperforms the benchmark of the nearest historical CSI, wherein
· 16 sources [ZTE, Nokia, Spreadtrum, NVIDIA, Apple, Huawei, Samsung, Fujitsu, CATT, vivo, MediaTek, InterDigital, ETRI, Xiaomi, CMCC, CEWiT] show the gain of 0.46% ~ 76.6% using raw channel matrix as input, wherein
· 5 sources [Xiaomi, NVIDIA, InterDigital, MediaTek] observe the gain of 0.46%~6.3%.
· 15 sources [Huawei, Samsung, ZTE, Spreadtrum, Fujitsu, CATT, Apple, MediaTek, InteDigital, ETRI, Xiaomi, CMCC, CEWiT, NVIDIA, vivo] observe the gain of 7.57%~26.47%.
· 6 sources [vivo, MediaTek, Fujitsu, CMCC,CEWiT, Nokia] observe the gain of 29.03%~76.6%.
· 4 sources [ZTE, CATT, ETRI, OPPO] show the gain of 2.24% ~ 19.4% using precoding matrix as input, which is in general worse than using raw channel matrix as input
· Note 1: spatial consistency is adopted in 4 sources [Nokia, InterDigital, vivo, MediaTek] and not adopted in 15 sources [Huawei, ZTE, ETRI, CMCC, Apple, Spreadtrum, Nokia, CATT, Fujitsu, Samsung, NVIDIA, vivo, InterDigital, Xiaomi, CEWiT].
· Note 2: the above results are based on the following assumptions
· The observation window considers to start as early as 15ms~50ms.
· A future 4ms or 5ms instance from the prediction output is considered for calculating the metric.
· UE speed includes 10km/h, 30km/h, and 60km/h. The same UE speed is assumed for both training and inference.
· The performance metric is SGCS in linear value for layer 1.

Table X SGCS gain of CSI prediction over Benchmark#1-Impact of input type
	OB window
	Precoding matrix
	Raw channel matrix

	
	10km/h
	30km/h
	60km/h
	10km/h
	30km/h
	60km/h

	HW#1
	
	
	
	
	
	18%

	ZTE#1/3
	
	5.64%
	
	
	18.72%~26.47%
	

	Spreadtrum#1
	
	
	
	
	16.36%
	20.6%

	Samsung#1/2
	
	
	
	2.4%
	
	11.2%

	Fujitsu#1/2/3
	
	
	
	
	33%
	19.6%

	CATT#1
	19.4%
	
	
	7.57%~7.85%
	
	9.10%~10.52%

	Apple#1
	
	
	
	
	20.2232%
	

	vivo#1/2
w/ spatial consistency
	
	
	
	
	12.65%
	13.8%

	vivo#4
w/o spatial consistency
	
	
	
	
	
	29.03%

	MediaTek#1~4
w/ spatial consistency
	
	
	
	8.7%
	76.6%
	1.7%~2.6%

	InterDigital#1/2
w/o spatial consistency
	
	
	
	6.3%
	19.5%
	

	InterDigital#3
w/ spatial consistency
	
	
	
	
	-5.5%
	

	ETRI#1~2
	
	2.24%
	
	
	10.43%
	

	Xiaomi#1~6
	
	
	
	2.45%
	14.56%~16.75%
	0.46%~1.38%

	CMCC#6/8/9
	
	
	
	21.93%
	41.75%
	19.98%

	NVIDIA#1~4
	
	
	
	2.7%
	14%~19.2%
	2.3%

	OPPO#1
	
	6%
	
	
	
	

	CEWiT#1#3
	
	
	
	12.5%
	44.8%
	

	Nokia#2
w/ spatial consistency
	
	
	
	
	35.51%
	

	Summary
	10km/h~60km/h: 
3 sources:2.24%~6%;
[ZTE, ETRI, OPPO]

1 source: 19.4%
[CATT]
All without spatial consistency
	10km/h~60km/h: 
With spatial consistency:
1 source: 1.7%~2.6%;
[MediaTek]

3 sources: 8.7%~35.51%;
[vivo, MediaTek, Nokia]

1 source: 76.6%;
[MediaTek]

1 source: -5.5%;
[InterDigital]

Without spatial consistency:

4 sources: 0.46%~6.3%;
[Xiaomi, NVIDIA, InterDigital, Samsung, MediaTek]

14 sources: 7.57%~26.47%;
[Huawei, Samsung, ZTE, Spreadtrum, Fujitsu, CATT, Apple, MediaTek, InterDigital, ETRI, Xiaomi, CMCC, NVIDIA, CEWiT, vivo]

5 sources: 29.03%~44.8%;
[vivo, MediaTek, Fujitsu, CMCC,CEWiT, Nokia]





	Support/Can accept
	

	Object/Concern
	



	Company
	View

	vivo
	[bookmark: _Hlk143284119]Added the result corresponding to the case with spatial consistency in the table

	MediaTek
	For Note1, we have adopted the spatial consistency. Please help modify it to the following contents. Thank you.
· Note 1: spatial consistency is adopted in 4 sources [Nokia, InterDigital, vivo, MediaTek] (Note ****) and not adopted in 15 sources [Huawei, ZTE, ETRI, CMCC, Apple, Spreadtrum, Nokia, CATT, Fujitsu, Samsung, NVIDIA, vivo, InterDigital, Xiaomi, CEWiT] (Note *****).

	
	




Issue#2-17 [Rd3] (High priority) Benchmark#1- impact of UE speed on SGCS gain
Moderator note: 
Update: Structure updated to separately capture the results with spatial consistency and without spatial consistency, as discussed in Tue Offline. In addition, vivo#3 results (w/o spatial consistency, 30km/h) is removed since relatively lower benchmark.

Updated Observation 2.1.17:
For the AI/ML based CSI prediction, compared to the Benchmark#1 of the nearest historical CSI, in terms of SGCS, from UE speed perspective, in general the gain of AI/ML based solution is related with the UE speed:
· For 10km/h UE speed, 6 sources [Samsung, Xiaomi, InterDigital, CEWiT, MediaTek, NVIDIA] observe 2.4%~12.5% gain (2.4%~12.5% gain for 5 sources [Samsung, Xiaomi, InterDigital, CEWiT, NVIDIA] who do not adopt spatial consistency, and 8.7% gain for 1 source [MediaTek] who adopts spatial consistency), 1 source [CMCC] observes 21.93% gain (who does not adopt spatial consistency).
· For 30km/h UE speed, 1 source [InterDigital] observes loss of -5.5% (who adopts spatial consistency), 3 sources [OPPO, ETRI, CATT] observe 6%~10.43% gain (who do not adopt spatial consistency), 8 sources [ZTE, Fujitsu, Apple, Xiaomi, Spreadtrum, InterDigital, NVIDIA, vivo] observe 12.65%~33% gain (14.65%~33% gain for 7 sources [ZTE, Fujitsu, Apple, Xiaomi, Spreadtrum, InterDigital, NVIDIA] who do not adopt spatial consistency, and 12.65% gain for 1 source [vivo] who adopts spatial consistency), and 3 sources [MediaTek, CMCC, vivo, CEWiT] observe 41.75%~ 76.6% gain (41.75%~ 44.8% gain for 2 sources [CMCC, CEWiT] who do not adopt spatial consistency, and 76.6% gain for 1 source [MediaTek] who adopts spatial consistency), which are in general larger than 10km/h UE speed.
· For 60km/h UE speed, 3 sources [Xiaomi, NVIDIA, MediaTek] observe 0.46%~2.6% gain (0.46%~2.3% gain for 2 sources [Xiaomi, NVIDIA] who do not adopt spatial consistency, and 1.7%~2.6% gain for 1 source [MediaTek] who adopts spatial consistency), 7 sources [Huawei, Samsung, vivo, CMCC, Fujitsu, CATT, Spreadtrum] observe 9.1%~20.6% gain (9.1%~20.6% gain for 6 sources [Huawei, Samsung, CMCC, Fujitsu, CATT, Spreadtrum] who do not adopt spatial consistency, and 13.8% gain for 1 source [vivo] who adopts spatial consistency), 1 source [vivo] observe 29.03%~44.8% gain, which are in general smaller than 30km/h UE speed.
· Note: the above results are based on the following assumptions
· The observation window considers to start as early as 15ms~50ms.
· A future 4ms or 5ms instance from the prediction output is considered for calculating the metric.
· Raw channel matrix is considered as model input
· The performance metric is SGCS in linear value for layer 1.
· No post processing is considered.
· No spatial consistency is considered by 12 sources [Fujitsu, Samsung, Xiaomi, InterDigital, CMCC, OPPO, ETRI, ZTE, Apple, Huawei, Spreadtrum, CEWiT]. 2 sources [vivo, InterDigital] provides both results with spatial consistency and results w/o spatial consistency. 1 source [MediaTek] provides the results with spatial consistency.
· Note: Results refer to Table X of R1-230xxxx

Table X SGCS gain of CSI prediction over Benchmark#1-Impact of UE speed
	OB window
	3/5ms~ 5/5ms
	6/5ms~10/5ms

	
	10km/h
	30km/h
	60km/h
	10km/h
	30km/h
	60km/h

	HW#1
	
	
	18%
	
	
	

	ZTE#1/3
	
	18.72%~ 22.05%
	
	
	25.51%~ 26.47%
	

	SS#1/2
	2.4%
	
	11.2%
	
	
	

	Fujitsu#1/2/3
	
	33%
	19.6%
	
	
	

	Apple#1
	
	L1: 20.2232%

	
	
	
	

	vivo#1/2
w/ spatial consistency
	
	
	
	
	12.65%~73.7%
12.65%
	13.8%~29.03%
13.8%

	vivo#4
w/o spatial consistency
	
	
	
	
	
	29.03%

	InterDigital#1/2
w/o spatial consistency
	L1: 6.3% 
	L1:19.5%

	
	
	
	

	InterDigital#3
w/ spatial consistency
	
	L1:-5.5%
	
	
	
	

	MTK#1
w/ spatial consistency
	
	
	
	8.7%
	76.6%
	1.7%~2.6%

	ETRI#1
	
	10.43%
	
	
	
	

	Xiaomi#1~6
	2.45%
	14.56%
	0.46%
	2.44%
	16.75%
	1.38%

	CMCC#6/8/9
	21.93%
	41.75%
	19.98%
	
	
	

	OPPO#1
	
	6%
	
	
	
	

	NVIDIA
	2.7%
	19.2%
	2.3%
	
	
	

	Spreadtrum#1
	
	16.36%
	20.6%
	
	
	

	CEWiT
	12.5%
	44.8%
	
	
	
	

	CATT
	
	7.57%
	9.10%
	
	7.85%
	10.52%

	Summary
	10km/h
	30km/h
	60km/h

	
	Without spatial consistency:
5 sources: 2.4%~12.5%;
[SS, Xiaomi, InterDigital, CEWiT, NVIDIA]

1 source: 21.93%
[CMCC]

With spatial consistency:
[bookmark: _Hlk143649537]1 source: 8.7%
[MediaTek]
	Without spatial consistency:
3 sources: 6%~10.43% [OPPO, ETRI, CATT]
7 sources: 14.65%~33% [ZTE, Fujitsu, Apple, Xiaomi, Spreadtrum, InterDigital, NVIDIA]
2 sources: 41.75%~ 44.8%
[CMCC, CEWiT]

With spatial consistency:

1 source: -5.5%
[InterDigital]

1 source: 12.65%;
[vivo]

1 source: 76.6%
[MTK]
	Without spatial consistency:
2 sources: 0.46%~2.3% [Xiaomi, NVIDIA]
6 sources: 9.1%~20.6%
[HW, SS, CMCC, Fujitsu, CATT, Spreadtrum
1 source: 29.03%~44.8%
[vivo]

With spatial consistency:
[bookmark: _Hlk143650384]1 source: 1.7%~2.6%
[MTK]
[bookmark: _Hlk143650466]1 source: 13.8%
[vivo]




	Support/Can accept
	

	Object/Concern
	



	Company
	View

	vivo
	Added the result corresponding to the case with spatial consistency in the table

	
	

	
	




Issue#2-18 [Rd3] (High priority) UPT gain-Mean UPT
Moderator note: The original observation is drawn at 113 meeting. Relatively fewer updated results are received, so the value ranges are also updated.
Note: For the observation and table, updated contents are highlighted.
Update: “no spatial consistency” is removed as per vivo and MediaTek comments.
Update2: vivo#3 results (w/o spatial consistency, 30km/h) is removed since relatively lower benchmark.

Updated2 Observation 2.1.18:
For the AI/ML based CSI prediction, in terms of mean UPT, gains are observed compared to both Benchmark#1 of the nearest historical CSI and Benchmark#2 of a non-AI/ML based CSI prediction approach:
· Compared to the benchmark of the nearest historical CSI:
· For FTP traffic:
· 4 sources [Huawei, Spreadtrum, InterDigital, vivo] observe 1.2%~4.9% gain;
· 2 sources [Apple, vivo] observe 5.3%~10.58% 7.6%~8.5% gain;
· 2 sources [vivo, MediaTek] observe 15.1% 11.61%~23.5% gain.
· 1 source [InterDigital] observes loss of -1.3%~-13.8%.
· For full buffer traffic:
· 1 source [Nokia] observes 2%~3% gain;
· 2 sources [vivo, MediaTek] observe 7.6%~15.6% 18.43% gain.
· Compared to the benchmark of an auto-regression/Kalman filter based CSI prediction:
· For FTP traffic:
· 3 sources [Huawei, vivo, MediaTek] observe 0.7%~7.0% 3.1% gain;
· 1 source [vivo] observes 8.01%~24.71% gain.
· 2 sources [MediaTek, InterDigital] observe loss of -0.1%~-2.4%.
· 1 source [MediaTek, InterDigital] observe loss of -3%~-17%.
· For full buffer traffic:
· 2 sources [vivo, MediaTek] observes 0.6%~2.78% gain.
· 1 source [vivo] observes 8.1%~11.5% gain.
· Note: the above results are based on the following assumptions
· The UE speed is 30km/h or 60km/h.
· The observation window considers to start as early as 15ms~50ms.
· A future 4ms or 5ms instance from the prediction output is considered for calculating the metric.
· Raw channel matrix is considered as model input
· The performance metric is mean UPT for Max rank 1.
· No post processing is considered.
· No spatial consistency is considered
· Note: Results refer to Table X of R1-230xxxx

Table X Gain of CSI prediction– Mean UPT
	BM#1
	30km/h
	60km/h

	
	RU<=39%
	RU 40%-69%
	RU >=70%
	RU<=39%
	RU 40%-69%
	RU >=70%

	HW#1-FTP
	
	
	
	1.2% (62bits)
1.7% (111bits)
2.1% (279bits)
	1.8% (62bits)
3.9% (111bits)
3.5% (279bits)
	2.5% (62bits)
3.1% (111bits)
4.2% (279bits)

	Apple#1- FTP
	7.6%
	8.5%
	8.5%
	
	
	

	Vivo#4- FTP w/o spatial consistency
	6.02%(64 bits)
	11.61%(64 bits)
	19.72%(64 bits)
	2.02% (64 bits)
	4.64%(64 bits)
	7.61%(64 bits)

	Vivo#1/2- FTP w/ spatial consistency
	5.3%
	9.93%
	10.58%
	9.7%
	15.1%
	17.2%

	MTK#2
w/ spatial consistency
	18.4% (311bits)
	23.5% (311bits)
	19.9% (311bits)
	
	
	

	Spreadtrum#1 FTP
	
	
	
	
	2.4%/4.3%/2.2%
(72bits/133bits/248bits)
	2.8%/4.9%/4.2%
(72bits/133bits/248bits)

	InterDigital#2 FTP
w/o spatial consistency
	4% (384 bits)
	4.9% (384 bits)
	1.6% (384 bits)
	
	
	

	InterDigital#3 FTP
w/ spatial consistency
	-1.3%
	-6.8%
	-13.8%
	
	
	

	Vivo#4-FB
w/o spatial consistency
	18.43%(64 bit)
	7.6%(64 bit)

	Vivo#1/2-FB
w/ spatial consistency
	15.6%
	10.9%

	Nokia#1-FB
w/ spatial consistency
	2%~3% (303 bits)
	

	MTK#1 FB
w/ spatial consistency
	8.7% (279bit)
	

	BM#2
	30km/h
	60km/h

	
	RU<=39%
	RU 40%-69%
	RU >=70%
	RU<=39%
	RU 40%-69%
	RU >=70%

	HW#1- FTP
	
	
	
	0.7% (62bits)
0.9% (111bits)
0.8% (279bits)
	2.3% (62bits)
3.1% (111bits)
2.5% (279bits)
	2.4% (62bits)
2% (111bits)
2.5% (279bits)

	Vivo#4- FTP w/o spatial consistency
	0.61%(64 bits)
	1.01%(64 bits)
	1.86%(64 bits)
	8.01%(64 bits)
	16.64%(64 bits)
	24.71% (64 bits)

	Vivo#1/2- FTP w/ spatial consistency
	0.57%
	0.68%
	2.32%
	3.4%
	5.1%
	7.0%

	MTK#2 FTP
w/ spatial consistency
	-0.6% (311bits)
	-0.1% (311bits)
	0.7% (311bits)
	
	
	

	InterDigital FPT w/o spatial consistency
	-0.8% (384 bits)
	-2.2%  (384 bits)
	-2.4% (384 bits)
	
	
	

	InterDigital FTP w/ spatial consistency
	-3% (384 bits)
	-9.1% (384 bits)
	-17% (384 bits)
	
	
	

	Vivo#4-FB
w/o spatial consistency
	2.78%
	11.5%

	Vivo#1/2- FB w/ spatial consistency
	2.3%
	8.1%

	MTK#1 FB
w/ spatial consistency
	0.6% (311bits)
	





	Support/Can accept
	

	Object/Concern
	



	Company
	View

	vivo
	“No spatial consistency is considered” is assumed in the Note. Should the result of the case with spatial consistency added to the observation?

	MediaTek
	The assumption in Note of “No spatial consistency is considered” may not be applicable to all companies, and our results assume spatial consistency.

	
	




Issue#2-19 [Rd3] (High priority) UPT gain-5% UPT
Moderator note: The original observation is drawn at 113 meeting. Relatively fewer updated results are received, so the value ranges are also updated.
Note: For the observation and table, updated contents are highlighted.
Update: “no spatial consistency” is removed as per vivo and MediaTek comments.
Update2: vivo#3 results (w/o spatial consistency, 30km/h) is removed since relatively lower benchmark.

Updated2 Observation 2.1.19:
For the AI/ML based CSI prediction, in terms of 5% UPT, gains are observed compared to both Benchmark#1 of the nearest historical CSI and Benchmark#2 of a non-AI/ML based CSI prediction approach:
· Compared to the benchmark of the nearest historical CSI:
· For FTP traffic:
· 4 sources [Huawei, vivo, Spreadtrum, InterDigital] observe 1% 3.3%~9.7% gain;
· 5 sources [Huawei, Apple, vivo, InterDigital, Spreadtrum] observe 10%~26.4% 27.19% gain;
· 1 source [vivo] observes 77.47% gain;
· 1 source [InterDigital] observes loss of -11.6%~-14%;
· For full buffer traffic:
· 3 sources [Nokia, vivo, MediaTek] observe 3.5%~35.3%18.21% gain;
· Compared to the benchmark of an auto-regression/Kalman filter based CSI prediction:
· For FTP traffic:
· 3 sources [Huawei, vivo, InterDigital] observe 0.18%~17.58% gain;
· 1 source [InterDigital] observes -8.2%~-12.4% degradation;
· For full buffer traffic:
· 1 source [vivo] observes 6.7% 4.55%~15.4% gain.
· 1 source [MediaTek] observes -2% degradation
· Note: the above results are based on the following assumptions
· The UE speed is 30km/h or 60km/h.
· The observation window considers to start as early as 15ms~50ms.
· A future 4ms or 5ms instance from the prediction output is considered for calculating the metric.
· Raw channel matrix is considered as model input
· The performance metric is mean UPT for Max rank 1.
· No post processing is considered.
· No spatial consistency is considered
· Note: Results refer to Table X of R1-23xxxx

Table X Gain of CSI prediction– 5% UPT
	BM#1
	30km/h
	60km/h

	
	RU<=39%
	RU 40%-69%
	RU >=70%
	RU<=39%
	RU 40%-69%
	RU >=70%

	HW#1-FPT
	
	
	
	4.5% (62bits)
18.3% (111bits)
8% (279bits)
	11.3% (62bits)
9.3% (111bits)
8.6% (279bits)
	17.8% (62bits)
13.4% (111bits)
16.4% (279bits)

	Apple#1-FPT
	12.9%
	20.1%
	15.8%
	
	
	

	Vivo#4- FTP w/o spatial consistency
	10.87%(64 bits)
	27.19%(64 bits)
	77.47%(64 bits)
	3.33%(64 bits)
	9.19%(64 bits)
	23.37%(64 bits)

	Vivo#1/2- FTP w/ spatial consistency
	8.6%
	11.39%
	14.75%
	6.9%
	13.0%
	20.0%

	Spreadtrum FTP
	
	
	
	
	10.3%/8.7%/9.7%
(72bits/133bits/248bits)
	15.9%/12.8%/14.9%
(72bits/133bits/248bits)

	InterDigital#2 FTP
w/o spatial consistency
	26.4% (384 bits)
	20.7% (384 bits)
	10% (384 bits)
	
	
	

	InterDigital#3 FTP
w/ spatial consistency
	1% (384 bits)
	-11.6% (384 bits)
	-14% (384 bits)
	
	
	

	Vivo#4- FB w/o spatial consistency 
	18.21%(64 bit)
	3.5%(64 bit)

	Vivo#1/2- FB w/ spatial consistency
	35.3%(64 bit)
	33.0%(64 bit)

	Nokia#1-FB
w/ spatial consistency
	6%~15% (303 bits)
	

	MTK FB
w/ spatial consistency
	7.7%  (279bit)
	

	BM#2
	30km/h
	60km/h

	
	RU<=39%
	RU 40%-69%
	RU >=70%
	RU<=39%
	RU 40%-69%
	RU >=70%

	HW#1-FPT
	
	
	
	2.5% (62bits)
5.2% (111bits)
4.3% (279bits)
	7.7% (62bits)
7% (111bits)
8.6% (279bits)
	14.8% (62bits)
6.7% (111bits)
10.2% (279bits)

	Vivo#4- FTP w/o spatial consistency
	0.18%(64 bits)
	2.44%(64 bits)
	5.58%(64 bits)
	0.5% (64 bits)

17.58%(64 bits)
	3.1%(64 bits)

53.35%(64 bits)
- Modertor note: BM#2 result outperforms BM#1 results? Not captured to the observation
	16%(64 bits)

79.25%(64 bits)
- Modertor note: BM#2 result outperforms BM#1 results? Not captured to the observation

	Vivo#1/2- FTP w/ spatial consistency
	0.9%
	1.44%
	2.94%
	0.5%
	3.1%
	16%

	InterDigital#2 FTP
w/o spatial consistency
	0.9% (384 bits)
	-8.2% (384 bits)
	-12.4% (384 bits)
	
	
	

	InterDigital#3 FTP
w/ spatial consistency
	3.4% (384 bits)
	-21% (384 bits)
	-14% (384 bits)
	
	
	

	Vivo#4-FB
w/o spatial consistency
	4.55%(64 bit)
	15.4%(64 bit)

	Vivo#1/2- FTP w/ spatial consistency
	6.7%(64 bit)
	11%(64 bit)

	MTK FB w/ spatial consistency
	-2%  (311bits)
	





	Support/Can accept
	

	Object/Concern
	



	Company
	View

	vivo
	1. “No spatial consistency is considered” is assumed in the Note. Should the result of the case with spatial consistency added to the observation?
2. We observe that benchmark 1 outperforms benchmark 2 for some special case, e.g., for the configuration with the UE speed of 60 km/h, the CSI periodicity of 5ms and without considering the spatial consistency. We try ot provide some explanation in the following. As we discussed in our companion contribution on evaluation, the prediction accuracy of CSI prediction (no matter AI or non-AI) is impacted by the relation of coherence time and CSI periodicity: the prediction accuracy will degrade significantly when the coherence time is smaller than the CSI periodicity. For the abovementioned configuration with the UE speed of 60km/h and the CSI periodicity of 5ms, the coherence time is exactly smaller than the CSI periodicity. When the spatial consistency is not considered, the channel evolution along the temporal domain is only related to the doppler frequency shift and this impact is more significant. Furthermore, the robustness of different scheme on this problem is different. From our result, we observe that the AI and benchmark1 seems to be more robust to this problem than the benchmark 2. However, for the case with spatial consistency, the channel evolution along the temporal domain is not only impacted by doppler frequency shift but also the motion of UE. In this case, the impact of the relation of coherence time and CSI periodicity will be diminished. As a result, the benchmark 2 can still outperform benchmark 1, but still worse than the AI-based scheme.

	MediaTek
	The assumption in Note of “No spatial consistency is considered” may not be applicable to all companies, and our results assume spatial consistency.

	
	




2.1-6: Table 7. Evaluation results for CSI prediction with model generalization

Issue#2-20 (Closed) Generalization-UE speed

2.1-7: Others
Question 2.1.1: For the updates on the previous observations CSI compression or CSI prediction, what other issues do you think is necessary to be discussed?

	Company
	View

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	



2.2 4th round email discussions 

Issue#2-16 [Rd4] (High priority) Benchmark#1-SGCS gain and impact of input type
Moderator note: 
Update: Note 1 updated based on MTK comments.
Update 2: Update the UE speed clarification based on QC comments on the 1st GTW. Update a finer categorization of gains over companies.
Update 3: The structure of the observation is changed to separately capture the results with spatial consistency and without spatial consistency, as discussed in Tue Offline. In addition, vivo#3 results (w/o spatial consistency, 30km/h) is removed since relatively lower benchmark.

Updated3 Observation 2.1.16:
For the AI/ML based CSI prediction, compared with the benchmark of the nearest historical CSI:
· spatial consistency is not adopted in 15 sources [Huawei, ZTE, ETRI, CMCC, Apple, Spreadtrum, Nokia, CATT, Fujitsu, Samsung, NVIDIA, vivo, InterDigital, Xiaomi, CEWiT], wherein
· 16 sources [ZTE, Nokia, Spreadtrum, NVIDIA, Apple, Huawei, Samsung, Fujitsu, CATT, vivo, MediaTek, InterDigital, ETRI, Xiaomi, CMCC, CEWiT] observe the gain of 0.46% ~ 44.8% using raw channel matrix as input, wherein
· 4 sources [Xiaomi, NVIDIA, InterDigital, Samsung] observe the gain of 0.46%~6.3%.
· 14 sources [Huawei, Samsung, ZTE, Spreadtrum, Fujitsu, CATT, Apple, InteDigital, ETRI, Xiaomi, CMCC, CEWiT, NVIDIA, vivo] observe the gain of 7.57%~26.47%.
· 5 sources [vivo, Fujitsu, CMCC, CEWiT, Nokia] observe the gain of 29.03%~44.8%.
· 4 sources [ZTE, CATT, ETRI, OPPO] observe the gain of 2.24% ~ 19.4% using precoding matrix as input, which is in general worse than using raw channel matrix as input
· spatial consistency is adopted in 4 sources, all of which use raw channel matrix as input, wherein
· 3 sources [Nokia, vivo, MediaTek] observe the gain of 1.7%~35.51%.
· 1 source [MediaTek] observe the gain of 76.6%.
· 1 source [InterDigital] observe the loss of -5.5%.
· Note: the above results are based on the following assumptions
· The observation window considers to start as early as 15ms~50ms.
· A future 4ms or 5ms instance from the prediction output is considered for calculating the metric.
· UE speed includes 10km/h, 30km/h, and 60km/h. The same UE speed is assumed for both training and inference.
· The performance metric is SGCS in linear value for layer 1.
· Note: Results refer to Table X of R1-230xxxx


Updated Observation 2.1.16:
For the AI/ML based CSI prediction,  
· 17 sources [Huawei, ZTE, Spreadtrum, Nokia, CATT, Fujitsu, Samsung, ETRI, CMCC, NVIDIA, Apple, vivo, MediaTek, InterDigital, Xiaomi, OPPO, CEWiT] show that the AI/ML-based CSI prediction outperforms the benchmark of the nearest historical CSI, wherein
· 16 sources [ZTE, Nokia, Spreadtrum, NVIDIA, Apple, Huawei, Samsung, Fujitsu, CATT, vivo, MediaTek, InterDigital, ETRI, Xiaomi, CMCC, CEWiT] show the gain of 0.46% ~ 76.6% using raw channel matrix as input, wherein
· 5 sources [Xiaomi, NVIDIA, InterDigital, MediaTek] observe the gain of 0.46%~6.3%.
· 15 sources [Huawei, Samsung, ZTE, Spreadtrum, Fujitsu, CATT, Apple, MediaTek, InteDigital, ETRI, Xiaomi, CMCC, CEWiT, NVIDIA, vivo] observe the gain of 7.57%~26.47%.
· 6 sources [vivo, MediaTek, Fujitsu, CMCC,CEWiT, Nokia] observe the gain of 29.03%~76.6%.
· 4 sources [ZTE, CATT, ETRI, OPPO] show the gain of 2.24% ~ 19.4% using precoding matrix as input, which is in general worse than using raw channel matrix as input
· Note 1: spatial consistency is adopted in 4 sources [Nokia, InterDigital, vivo, MediaTek] and not adopted in 15 sources [Huawei, ZTE, ETRI, CMCC, Apple, Spreadtrum, Nokia, CATT, Fujitsu, Samsung, NVIDIA, vivo, InterDigital, Xiaomi, CEWiT].
· Note 2: the above results are based on the following assumptions
· The observation window considers to start as early as 15ms~50ms.
· A future 4ms or 5ms instance from the prediction output is considered for calculating the metric.
· UE speed includes 10km/h, 30km/h, and 60km/h. The same UE speed is assumed for both training and inference.
· The performance metric is SGCS in linear value for layer 1.

Table X SGCS gain of CSI prediction over Benchmark#1-Impact of input type
	OB window
	Precoding matrix
	Raw channel matrix

	
	10km/h
	30km/h
	60km/h
	10km/h
	30km/h
	60km/h

	HW#1
	
	
	
	
	
	18%

	ZTE#1/3
	
	5.64%
	
	
	18.72%~26.47%
	

	Spreadtrum#1
	
	
	
	
	16.36%
	20.6%

	Samsung#1/2
	
	
	
	2.4%
	
	11.2%

	Fujitsu#1/2/3
	
	
	
	
	33%
	19.6%

	CATT#1
	19.4%
	
	
	7.57%~7.85%
	
	9.10%~10.52%

	Apple#1
	
	
	
	
	20.2232%
	

	vivo#1/2
w/ spatial consistency
	
	
	
	
	12.65%
	13.8%

	vivo#4
w/o spatial consistency
	
	
	
	
	
	29.03%

	MediaTek#1~4
w/ spatial consistency
	
	
	
	8.7%
	76.6%
	1.7%~2.6%

	InterDigital#1/2
w/o spatial consistency
	
	
	
	6.3%
	19.5%
	

	InterDigital#3
w/ spatial consistency
	
	
	
	
	-5.5%
	

	ETRI#1~2
	
	2.24%
	
	
	10.43%
	

	Xiaomi#1~6
	
	
	
	2.45%
	14.56%~16.75%
	0.46%~1.38%

	CMCC#6/8/9
	
	
	
	21.93%
	41.75%
	19.98%

	NVIDIA#1~4
	
	
	
	2.7%
	14%~19.2%
	2.3%

	OPPO#1
	
	6%
	
	
	
	

	CEWiT#1#3
	
	
	
	12.5%
	44.8%
	

	Nokia#2
w/ spatial consistency
	
	
	
	
	35.51%
	

	Summary
	10km/h~60km/h: 
3 sources:2.24%~6%;
[ZTE, ETRI, OPPO]

1 source: 19.4%
[CATT]
All without spatial consistency
	10km/h~60km/h: 
With spatial consistency:
1 source: 1.7%~2.6%;
[MediaTek]

3 sources: 8.7%~35.51%;
[vivo, MediaTek, Nokia]

1 source: 76.6%;
[MediaTek]

1 source: -5.5%;
[InterDigital]

Without spatial consistency:

4 sources: 0.46%~6.3%;
[Xiaomi, NVIDIA, InterDigital, Samsung]

14 sources: 7.57%~26.47%;
[Huawei, Samsung, ZTE, Spreadtrum, Fujitsu, CATT, Apple, InterDigital, ETRI, Xiaomi, CMCC, NVIDIA, CEWiT, vivo]

5 sources: 29.03%~44.8%;
[vivo, Fujitsu, CMCC,CEWiT, Nokia]





	Support/Can accept
	

	Object/Concern
	



	Company
	View

	
	

	
	

	
	




Issue#2-17 [Rd4] (High priority) Benchmark#1- impact of UE speed on SGCS gain
Moderator note: 
Update: Structure updated to separately capture the results with spatial consistency and without spatial consistency, as discussed in Tue Offline. In addition, vivo#3 results (w/o spatial consistency, 30km/h) is removed since relatively lower benchmark.

Updated Observation 2.1.17:
For the AI/ML based CSI prediction, compared to the Benchmark#1 of the nearest historical CSI, in terms of SGCS, from UE speed perspective, in general the gain of AI/ML based solution is related with the UE speed:
· For 10km/h UE speed, 6 sources [Samsung, Xiaomi, InterDigital, CEWiT, MediaTek, NVIDIA] observe 2.4%~12.5% gain (2.4%~12.5% gain for 5 sources [Samsung, Xiaomi, InterDigital, CEWiT, NVIDIA] who do not adopt spatial consistency, and 8.7% gain for 1 source [MediaTek] who adopts spatial consistency), 1 source [CMCC] observes 21.93% gain (who does not adopt spatial consistency).
· For 30km/h UE speed, 1 source [InterDigital] observes loss of -5.5% (who adopts spatial consistency), 3 sources [OPPO, ETRI, CATT] observe 6%~10.43% gain (who do not adopt spatial consistency), 8 sources [ZTE, Fujitsu, Apple, Xiaomi, Spreadtrum, InterDigital, NVIDIA, vivo] observe 12.65%~33% gain (14.65%~33% gain for 7 sources [ZTE, Fujitsu, Apple, Xiaomi, Spreadtrum, InterDigital, NVIDIA] who do not adopt spatial consistency, and 12.65% gain for 1 source [vivo] who adopts spatial consistency), and 3 sources [MediaTek, CMCC, CEWiT] observe 41.75%~ 76.6% gain (41.75%~ 44.8% gain for 2 sources [CMCC, CEWiT] who do not adopt spatial consistency, and 76.6% gain for 1 source [MediaTek] who adopts spatial consistency), which are in general larger than 10km/h UE speed.
· For 60km/h UE speed, 3 sources [Xiaomi, NVIDIA, MediaTek] observe 0.46%~2.6% gain (0.46%~2.3% gain for 2 sources [Xiaomi, NVIDIA] who do not adopt spatial consistency, and 1.7%~2.6% gain for 1 source [MediaTek] who adopts spatial consistency), 7 sources [Huawei, Samsung, vivo, CMCC, Fujitsu, CATT, Spreadtrum] observe 9.1%~20.6% gain (9.1%~20.6% gain for 6 sources [Huawei, Samsung, CMCC, Fujitsu, CATT, Spreadtrum] who do not adopt spatial consistency, and 13.8% gain for 1 source [vivo] who adopts spatial consistency), 1 source [vivo] observe 29.03% gain, which are in general smaller than 30km/h UE speed.
· Note: the above results are based on the following assumptions
· The observation window considers to start as early as 15ms~50ms.
· A future 4ms or 5ms instance from the prediction output is considered for calculating the metric.
· Raw channel matrix is considered as model input
· The performance metric is SGCS in linear value for layer 1.
· No post processing is considered.
· Note: Results refer to Table X of R1-230xxxx

Table X SGCS gain of CSI prediction over Benchmark#1-Impact of UE speed
	OB window
	3/5ms~ 5/5ms
	6/5ms~10/5ms

	
	10km/h
	30km/h
	60km/h
	10km/h
	30km/h
	60km/h

	HW#1
	
	
	18%
	
	
	

	ZTE#1/3
	
	18.72%~ 22.05%
	
	
	25.51%~ 26.47%
	

	SS#1/2
	2.4%
	
	11.2%
	
	
	

	Fujitsu#1/2/3
	
	33%
	19.6%
	
	
	

	Apple#1
	
	L1: 20.2232%

	
	
	
	

	vivo#1/2
w/ spatial consistency
	
	
	
	
	12.65%
	13.8%

	vivo#4
w/o spatial consistency
	
	
	
	
	
	29.03%

	InterDigital#1/2
w/o spatial consistency
	L1: 6.3% 
	L1:19.5%

	
	
	
	

	InterDigital#3
w/ spatial consistency
	
	L1:-5.5%
	
	
	
	

	MTK#1
w/ spatial consistency
	
	
	
	8.7%
	76.6%
	1.7%~2.6%

	ETRI#1
	
	10.43%
	
	
	
	

	Xiaomi#1~6
	2.45%
	14.56%
	0.46%
	2.44%
	16.75%
	1.38%

	CMCC#6/8/9
	21.93%
	41.75%
	19.98%
	
	
	

	OPPO#1
	
	6%
	
	
	
	

	NVIDIA
	2.7%
	19.2%
	2.3%
	
	
	

	Spreadtrum#1
	
	16.36%
	20.6%
	
	
	

	CEWiT
	12.5%
	44.8%
	
	
	
	

	CATT
	
	7.57%
	9.10%
	
	7.85%
	10.52%

	Summary
	10km/h
	30km/h
	60km/h

	
	Without spatial consistency:
5 sources: 2.4%~12.5%;
[SS, Xiaomi, InterDigital, CEWiT, NVIDIA]

1 source: 21.93%
[CMCC]

With spatial consistency:
1 source: 8.7%
[MediaTek]
	Without spatial consistency:
3 sources: 6%~10.43% [OPPO, ETRI, CATT]
7 sources: 14.65%~33% [ZTE, Fujitsu, Apple, Xiaomi, Spreadtrum, InterDigital, NVIDIA]
2 sources: 41.75%~ 44.8%
[CMCC, CEWiT]

With spatial consistency:

1 source: -5.5%
[InterDigital]

1 source: 12.65%;
[vivo]

1 source: 76.6%
[MTK]
	Without spatial consistency:
2 sources: 0.46%~2.3% [Xiaomi, NVIDIA]
6 sources: 9.1%~20.6%
[HW, SS, CMCC, Fujitsu, CATT, Spreadtrum
1 source: 29.03%
[vivo]

With spatial consistency:
1 source: 1.7%~2.6%
[MTK]
1 source: 13.8%
[vivo]




	Support/Can accept
	

	Object/Concern
	



	Company
	View

	
	

	
	

	
	




Issue#2-18 [Rd4] (High priority) UPT gain-Mean UPT
Moderator note: The original observation is drawn at 113 meeting. Relatively fewer updated results are received, so the value ranges are also updated.
Note: For the observation and table, updated contents are highlighted.
Update: “no spatial consistency” is removed as per vivo and MediaTek comments.
Update2: vivo#3 results (w/o spatial consistency, 30km/h) is removed since relatively lower benchmark.

Updated2 Observation 2.1.18:
For the AI/ML based CSI prediction, in terms of mean UPT, gains are observed compared to both Benchmark#1 of the nearest historical CSI and Benchmark#2 of a non-AI/ML based CSI prediction approach:
· Compared to the benchmark of the nearest historical CSI:
· For FTP traffic:
· 4 sources [Huawei, Spreadtrum, InterDigital, vivo] observe 1.2%~4.9% gain;
· 2 sources [Apple, vivo] observe 5.3%~10.58% gain;
· 2 sources [vivo, MediaTek] observe 15.1% ~23.5% gain.
· 1 source [InterDigital] observes loss of -1.3%~-13.8%.
· For full buffer traffic:
· 1 source [Nokia] observes 2%~3% gain;
· 2 sources [vivo, MediaTek] observe 7.6%~15.6% gain.
· Compared to the benchmark of an auto-regression/Kalman filter based CSI prediction:
· For FTP traffic:
· 3 sources [Huawei, vivo, MediaTek] observe 0.7%~7.0% gain;
· 1 source [vivo] observes 8.01%~24.71% gain.
· 2 sources [MediaTek, InterDigital] observe loss of -0.1%~-2.4%.
· 1 source [MediaTek, InterDigital] observe loss of -3%~-17%.
· For full buffer traffic:
· 2 sources [vivo, MediaTek] observes 0.6%~2.78% gain.
· 1 source [vivo] observes 8.1%~11.5% gain.
· Note: the above results are based on the following assumptions
· The UE speed is 30km/h or 60km/h.
· The observation window considers to start as early as 15ms~50ms.
· A future 4ms or 5ms instance from the prediction output is considered for calculating the metric.
· Raw channel matrix is considered as model input
· The performance metric is mean UPT for Max rank 1.
· No post processing is considered.
· Note: Results refer to Table X of R1-230xxxx

Table X Gain of CSI prediction– Mean UPT
	BM#1
	30km/h
	60km/h

	
	RU<=39%
	RU 40%-69%
	RU >=70%
	RU<=39%
	RU 40%-69%
	RU >=70%

	HW#1-FTP
	
	
	
	1.2% (62bits)
1.7% (111bits)
2.1% (279bits)
	1.8% (62bits)
3.9% (111bits)
3.5% (279bits)
	2.5% (62bits)
3.1% (111bits)
4.2% (279bits)

	Apple#1- FTP
	7.6%
	8.5%
	8.5%
	
	
	

	Vivo#4- FTP w/o spatial consistency
	
	
	
	2.02% (64 bits)
	4.64%(64 bits)
	7.61%(64 bits)

	Vivo#1/2- FTP w/ spatial consistency
	5.3%
	9.93%
	10.58%
	9.7%
	15.1%
	17.2%

	MTK#2
w/ spatial consistency
	18.4% (311bits)
	23.5% (311bits)
	19.9% (311bits)
	
	
	

	Spreadtrum#1 FTP
	
	
	
	
	2.4%/4.3%/2.2%
(72bits/133bits/248bits)
	2.8%/4.9%/4.2%
(72bits/133bits/248bits)

	InterDigital#2 FTP
w/o spatial consistency
	4% (384 bits)
	4.9% (384 bits)
	1.6% (384 bits)
	
	
	

	InterDigital#3 FTP
w/ spatial consistency
	-1.3%
	-6.8%
	-13.8%
	
	
	

	Vivo#4-FB
w/o spatial consistency
	
	7.6%(64 bit)

	Vivo#1/2-FB
w/ spatial consistency
	15.6%
	10.9%

	Nokia#1-FB
w/ spatial consistency
	2%~3% (303 bits)
	

	MTK#1 FB
w/ spatial consistency
	8.7% (279bit)
	

	BM#2
	30km/h
	60km/h

	
	RU<=39%
	RU 40%-69%
	RU >=70%
	RU<=39%
	RU 40%-69%
	RU >=70%

	HW#1- FTP
	
	
	
	0.7% (62bits)
0.9% (111bits)
0.8% (279bits)
	2.3% (62bits)
3.1% (111bits)
2.5% (279bits)
	2.4% (62bits)
2% (111bits)
2.5% (279bits)

	Vivo#4- FTP w/o spatial consistency
	
	
	
	8.01%(64 bits)
	16.64%(64 bits)
	24.71% (64 bits)

	Vivo#1/2- FTP w/ spatial consistency
	0.57%
	0.68%
	2.32%
	3.4%
	5.1%
	7.0%

	MTK#2 FTP
w/ spatial consistency
	-0.6% (311bits)
	-0.1% (311bits)
	0.7% (311bits)
	
	
	

	InterDigital FPT w/o spatial consistency
	-0.8% (384 bits)
	-2.2%  (384 bits)
	-2.4% (384 bits)
	
	
	

	InterDigital FTP w/ spatial consistency
	-3% (384 bits)
	-9.1% (384 bits)
	-17% (384 bits)
	
	
	

	Vivo#4-FB
w/o spatial consistency
	2.78%
	11.5%

	Vivo#1/2- FB w/ spatial consistency
	2.3%
	8.1%

	MTK#1 FB
w/ spatial consistency
	0.6% (311bits)
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Issue#2-19 [Rd4] (High priority) UPT gain-5% UPT
Moderator note: The original observation is drawn at 113 meeting. Relatively fewer updated results are received, so the value ranges are also updated.
Note: For the observation and table, updated contents are highlighted.
Update: “no spatial consistency” is removed as per vivo and MediaTek comments.
Update2: vivo#3 results (w/o spatial consistency, 30km/h) is removed since relatively lower benchmark.

Updated2 Observation 2.1.19:
For the AI/ML based CSI prediction, in terms of 5% UPT, gains are observed compared to both Benchmark#1 of the nearest historical CSI and Benchmark#2 of a non-AI/ML based CSI prediction approach:
· Compared to the benchmark of the nearest historical CSI:
· For FTP traffic:
· 4 sources [Huawei, vivo, Spreadtrum, InterDigital] observe 1% ~9.7% gain;
· 5 sources [Huawei, Apple, vivo, InterDigital, Spreadtrum] observe 10%~26.4% gain;
· 1 source [InterDigital] observes loss of -11.6%~-14%;
· For full buffer traffic:
· 3 sources [Nokia, vivo, MediaTek] observe 3.5%~35.3% gain;
· Compared to the benchmark of an auto-regression/Kalman filter based CSI prediction:
· For FTP traffic:
· 3 sources [Huawei, vivo, InterDigital] observe 0.18%~17.58% gain;
· 1 source [InterDigital] observes -8.2%~-12.4% degradation;
· For full buffer traffic:
· 1 source [vivo] observes 6.7% ~15.4% gain.
· 1 source [MediaTek] observes -2% degradation
· Note: the above results are based on the following assumptions
· The UE speed is 30km/h or 60km/h.
· The observation window considers to start as early as 15ms~50ms.
· A future 4ms or 5ms instance from the prediction output is considered for calculating the metric.
· Raw channel matrix is considered as model input
· The performance metric is mean UPT for Max rank 1.
· No post processing is considered.
· Note: Results refer to Table X of R1-23xxxx

Table X Gain of CSI prediction– 5% UPT
	BM#1
	30km/h
	60km/h

	
	RU<=39%
	RU 40%-69%
	RU >=70%
	RU<=39%
	RU 40%-69%
	RU >=70%

	HW#1-FPT
	
	
	
	4.5% (62bits)
18.3% (111bits)
8% (279bits)
	11.3% (62bits)
9.3% (111bits)
8.6% (279bits)
	17.8% (62bits)
13.4% (111bits)
16.4% (279bits)

	Apple#1-FPT
	12.9%
	20.1%
	15.8%
	
	
	

	Vivo#4- FTP w/o spatial consistency
	
	
	
	3.33%(64 bits)
	9.19%(64 bits)
	23.37%(64 bits)

	Vivo#1/2- FTP w/ spatial consistency
	8.6%
	11.39%
	14.75%
	6.9%
	13.0%
	20.0%

	Spreadtrum FTP
	
	
	
	
	10.3%/8.7%/9.7%
(72bits/133bits/248bits)
	15.9%/12.8%/14.9%
(72bits/133bits/248bits)

	InterDigital#2 FTP
w/o spatial consistency
	26.4% (384 bits)
	20.7% (384 bits)
	10% (384 bits)
	
	
	

	InterDigital#3 FTP
w/ spatial consistency
	1% (384 bits)
	-11.6% (384 bits)
	-14% (384 bits)
	
	
	

	Vivo#4- FB w/o spatial consistency 
	
	3.5%(64 bit)

	Vivo#1/2- FB w/ spatial consistency
	35.3%(64 bit)
	33.0%(64 bit)

	Nokia#1-FB
w/ spatial consistency
	6%~15% (303 bits)
	

	MTK FB
w/ spatial consistency
	7.7%  (279bit)
	

	BM#2
	30km/h
	60km/h

	
	RU<=39%
	RU 40%-69%
	RU >=70%
	RU<=39%
	RU 40%-69%
	RU >=70%

	HW#1-FPT
	
	
	
	2.5% (62bits)
5.2% (111bits)
4.3% (279bits)
	7.7% (62bits)
7% (111bits)
8.6% (279bits)
	14.8% (62bits)
6.7% (111bits)
10.2% (279bits)

	Vivo#4- FTP w/o spatial consistency
	
	
	
	
17.58%(64 bits)
	
53.35%(64 bits)
- Modertor note: BM#2 result outperforms BM#1 results? Not captured to the observation
	
79.25%(64 bits)
- Modertor note: BM#2 result outperforms BM#1 results? Not captured to the observation

	Vivo#1/2- FTP w/ spatial consistency
	0.9%
	1.44%
	2.94%
	0.5%
	3.1%
	16%

	InterDigital#2 FTP
w/o spatial consistency
	0.9% (384 bits)
	-8.2% (384 bits)
	-12.4% (384 bits)
	
	
	

	InterDigital#3 FTP
w/ spatial consistency
	3.4% (384 bits)
	-21% (384 bits)
	-14% (384 bits)
	
	
	

	Vivo#4-FB
w/o spatial consistency
	
	15.4%(64 bit)

	Vivo#1/2- FTP w/ spatial consistency
	6.7%(64 bit)
	11%(64 bit)

	MTK FB w/ spatial consistency
	-2%  (311bits)
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3 New observations for CSI compression
3.1 1st/2nd/3rd round email discussions
3.1-1: Table 1. Evaluation results for CSI compression of 1-on-1 joint training without model generalization/scalability
Issue#3-1 [Rd3] (High priority) CSI overhead reduction
Moderator note: This issue has been discussed in the 113 meeting. Limited results updated. Let’s see if we can achieve observation at this meeting.
Update: Add a note to capture Futurewei’s comments.
Upd Proposed observation 3.1.1:
For the evaluation of AI/ML based CSI compression, compared to the benchmark, in terms of CSI feedback reduction,
· For Max rank = 1, 
· For CSI overhead A (small overhead), 1 source [ZTE] observes the CSI feedback reduction of 10.24% for FTP traffic; 
· For CSI overhead B (medium overhead), 3 sources [Huawei, ZTE, Futurewei] observe the CSI feedback reduction of 15.62%~60% for FTP traffic, and 2 sources [Huawei, Qualcomm] observes the CSI feedback reduction of 37%~66% for full buffer;
· For CSI overhead C (large overhead), 2 sources [Huawei, ZTE] observe the CSI feedback reduction of 14.37%~55% for FTP traffic, and 2 sources [Huawei, Qualcomm] observes the CSI feedback reduction of 50%~53% for full buffer;
· Note: For CSI overhead C (large overhead), 1 source [Futurewei] observes CSI feedback reduction of 75% for FTP traffic.
· For Max rank = 2, 
· For CSI overhead A (small overhead), 3 sources [Futurewei, Qualcomm, ZTE] observe the CSI feedback reduction of 20.83%~54% for FTP traffic, and 1 source [Qualcomm] observes the CSI feedback reduction of 56% for full buffer; 
· For CSI overhead B (medium overhead), 3 sources [Futurewei, Qualcomm, ZTE] observe the CSI feedback reduction of 22.22%~52% for FTP traffic, and 2 sources [Huawei, Qualcomm] observe the CSI feedback reduction of 52% for full buffer;
· For CSI overhead C (large overhead), 3 sources [Futurewei, Qualcomm, ZTE] observe the CSI feedback reduction of 10%~58.33% for FTP traffic, and 2 sources [Huawei, Qualcomm] observe the CSI feedback reduction of 22%~54% for full buffer;
· Note: For CSI overhead B (medium overhead), 1 source [Futurewei] observe CSI feedback reduction of up to ~83% for FTP traffic using particular VQ codebook solution.
· For Max rank = 4, 
· For CSI overhead A (small overhead), 2 sources [Qualcomm, ZTE] observe the CSI feedback reduction of 50%~79% for FTP traffic, and 1 source [ZTE] observes the CSI feedback reduction of 70.53% for full buffer; 
· For CSI overhead B (medium overhead), 2 sources [Qualcomm, ZTE] observe the CSI feedback reduction of 36.10%~78% for FTP traffic, and 1 source [ZTE] observes the CSI feedback reduction of 47.74% for full buffer;
· For CSI overhead C (large overhead), 2 sources [Qualcomm, ZTE] observe the CSI feedback reduction of 8%~58% for FTP traffic, and 1 source [ZTE] observes the CSI feedback reduction of 42.59% for full buffer;
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix of the current CSI is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· 1-on-1 joint training is assumed.
· The performance metric is CSI overhead reduction for Max rank 1/2/4.
· Benchmark is Rel-16 Type II codebook.
· Note: Results refer to Table X of R1-230xxxx

Table X. Gain of CSI compression over R16 Type II benchmark – CSI overhead reduction
	
	RU
	CSI overhead
	R1
	R2
	R4

	HW#1
(FTP)
	<=39%
	A
	
	
	

	
	
	B
	38%
	
	

	
	
	C
	47%
	
	

	
	40%-69%
	A
	
	
	

	
	
	B
	39%
	
	

	
	
	C
	55%
	
	

	
	>=70%
	A
	
	
	

	
	
	B
	50%
	
	

	
	
	C
	47%
	
	

	ZTE#1
(FTP)
	<=39%
	A
	
	
	

	
	
	B
	
	
	

	
	
	C
	
	
	

	
	40%-69%
	A
	
	48.60% 
	56.01%

	
	
	B
	
	39.80%
	36.10%

	
	
	C
	
	38.66%
	38.14%

	
	>=70%
	A
	10.24%
	44.44% 
	60.29%

	
	
	B
	15.62%
	38.12%
	36.41%

	
	
	C
	14.37%
	36.47%
	37.93%

	QC#1
(FTP)
Option 2-1
	<=39%
	A
	
	52%
	67%

	
	
	B
	
	46%
	70%

	
	
	C
	
	29%
	8%

	
	40%-69%
	A
	
	51%
	57%

	
	
	B
	
	49%
	61%

	
	
	C
	
	10%
	12%

	
	>=70%
	A
	
	54%
	56%

	
	
	B
	
	52%
	62%

	
	
	C
	
	12%
	21%

	QC#2
(FTP)
Option 3-1
	<=39%
	A
	
	
	50%

	
	
	B
	
	
	61%

	
	
	C
	
	
	13%

	
	40%-69%
	A
	
	
	65%

	
	
	B
	
	
	67%

	
	
	C
	
	
	41%

	
	>=70%
	A
	
	
	79%

	
	
	B
	
	
	78%

	
	
	C
	
	
	58%

	Futurewei#1
(FTP)
	<=39%
	A
	
	
	

	
	
	B
	
	
	

	
	
	C
	
	
	

	
	40%-69%
	A
	
	
	

	
	
	B
	
	
	

	
	
	C
	
	
	

	
	>=70%
	A
	
	20.83%;
83.33% (VQ-LUT)
	

	
	
	B
	60%
	22.22%
	

	
	
	C
	75%
	58.33%
	

	HW#2
(FB)
	
	A
	
	
	

	
	
	B
	37%
	52%
	

	
	
	C
	50%
	54%
	

	QC#2
(FB)
	
	A
	
	56%
	

	
	
	B
	66%
	52%
	

	
	
	C
	53%
	22%
	

	ZTE#2
(FB)
	
	A
	
	
	70.53%

	
	
	B
	
	
	47.74%

	
	
	C
	
	
	42.59%

	Sumamry-
FTP
	<=39%
	A
	
	52%
	50%~67%

	
	
	B
	38%
	46%
	61%~70%

	
	
	C
	47%
	29%
	8%~13%

	
	40%-69%
	A
	
	20.83%~54%
	56.01%~65%

	
	
	B
	39%
	22.22%~52%
	36.10%~67%

	
	
	C
	55%
	10%~58.33%
	12%~41%

	
	>=70%
	A
	10.24%
	44.44% 
	56%~79%

	
	
	B
	15.62%~50%
	38.12%
	36.41%~78%

	
	
	C
	14.37%~47%
	36.47%
	21%~58%

	Summary-FTP
	
	A
	10.24%
	20.83%~54%
	50%~79%

	
	
	B
	15.62%~60% 50%
	22.22%~52%
	36.10%~78%

	
	
	C
	14.37%~55%
	10%~58.33%
	8%~58%

	Summary-FB
	
	A
	
	56%
	70.53%

	
	
	B
	37%~66%
	52%
	47.74%

	
	
	C
	50%~53%
	22%~54%
	42.59%




	Support/Can accept
	ZTE

	Object/Concern
	



	Company
	View

	Futurewei
	For max rank =1, we updated the reduction % in the above table based on our previous contribution. Note: the UPT results are already in the result template.
For max rank =2, we updated the above table with our results from VQ/LUT (83.22%). Note the overhead reduction results are in the Excel template.
We suggest updating the proposed observation for max rank = 1 to:
· For CSI overhead A (small overhead), 1 source [ZTE] observes the CSI feedback reduction of 10.24% for FTP traffic; 
· For CSI overhead B (medium overhead), 32 sources [Huawei, ZTE, Futurewei] observe the CSI feedback reduction of 15.62%~6050% for FTP traffic, and 2 sources [Huawei, Qualcomm] observes the CSI feedback reduction of 37%~66% for full buffer;
· For CSI overhead C (large overhead), 32 sources [Huawei, ZTE, Futurewei] observe the CSI feedback reduction of 14.37%~7555% for FTP traffic, and 2 sources [Huawei, Qualcomm] observes the CSI feedback reduction of 50%~53% for full buffer;

Moderator: Following snapshot added by Moderator
[image: ]


	Ericsson
	For completeness and transparancy, a note should be added that the SI has not studied and evaluated what the benefits on system performance is due to this CSI overhead reduction. 

	Futurewei
	Per discussion with FL, we suggest updating the proposed observation 3.1.1 to the following:
· For Max rank = 1, 
· For CSI overhead A (small overhead), 1 source [ZTE] observes the CSI feedback reduction of 10.24% for FTP traffic; 
· For CSI overhead B (medium overhead), 23 sources [Huawei, ZTE, Futurewei] observe the CSI feedback reduction of 15.62%~5060% for FTP traffic, and 2 sources [Huawei, Qualcomm] observes the CSI feedback reduction of 37%~66% for full buffer;
· For CSI overhead C (large overhead), 2 sources [Huawei, ZTE] observe the CSI feedback reduction of 14.37%~55% for FTP traffic, and 2 sources [Huawei, Qualcomm] observes the CSI feedback reduction of 50%~53% for full buffer;
Note: For CSI overhead C (large overhead), 1 source [Futurewei] observe CSI feedback reduction of ~75% for FTP traffic.
· For Max rank = 2, 
· For CSI overhead A (small overhead), 3 sources [Futurewei, Qualcomm, ZTE] observe the CSI feedback reduction of 20.83%~54% for FTP traffic, and 1 source [Qualcomm] observes the CSI feedback reduction of 56% for full buffer; 
· For CSI overhead B (medium overhead), 3 sources [Futurewei, Qualcomm, ZTE] observe the CSI feedback reduction of 22.22%~52% for FTP traffic, and 2 sources [Huawei, Qualcomm] observe the CSI feedback reduction of 52% for full buffer;
· For CSI overhead C (large overhead), 3 sources [Futurewei, Qualcomm, ZTE] observe the CSI feedback reduction of 10%~58.33% for FTP traffic, and 2 sources [Huawei, Qualcomm] observe the CSI feedback reduction of 22%~54% for full buffer;
Note: For CSI overhead B (medium overhead), 1 source [Futurewei] observe CSI feedback reduction of ~83% for FTP traffic using LUT-based VQ.

Note: For max rank = 1, the reason that we adjust the range for CSI overhead B (medium overhead) from 50% to 60% is there are only 3 companies, and the range change is NOT that much larger. For CSI overhead C (large overhead), we added a note below as the range difference is bigger.
For max rank = 2, we added a note to indicate that we observed higher CSI overhead reduction when using LUT-based VQ (via searching the best entry in the VQ codebook) compared to SQ results.




Issue#3-2 (Closed) High resolution ground-truth CSI for training

Issue#3-3 [Rd3] (High priority) Model input/output
Moderator note: This issue has been discussed in the 113 meeting. It looks not likely/necessary that we make narrow down at evaluation agenda, so the proposal is changed to an observation/note.

Proposed observation 3.1.3
For the evaluation of CSI compression, for the type of AI/ML model input (for CSI generation part)/output (for CSI reconstruction part), a vast majority of companies adopt precoding matrix as model input/output.
· Note: For the evaluations of CSI compression with 1-on-1 joint training, 22 sources [Huawei, Nokia, Futurewei, Lenovo, ZTE, vivo, OPPO, Spreadtrum, Fujitsu, NTT DOCOMO, Xiaomi, Qualcomm, Intel, InterDigital, CATT, Apple, China Telecom, MediaTek, BJTU, ETRI, CMCC, Ericsson] take eigenvector(s) without angular-delay domain convertion as the model input/output; 2 sources [Ericsson, Samsung] takes eigenvectors with angular-delay domain representation as the model input/output. No company submitted explicit channel matrix as input.


	Support/Can accept
	China Telecom, ZTE, ETRI

	Object/Concern
	



	Company
	View

	Ericsson
	Ericsson have also provided results without angular-delay domain convertion and should be added to the group of 21 sources.

	
	

	
	




Issue#3-4 [Rd3] (High priority) Model Monitoring-Case 1
Moderator note: The EVM has been finished till the 113 meeting. A number of companies submitted results at this meeting, so let’s see if we can draw some observations based on companies’ inputs. This issue focuses on Case 1 (NW side monitoring).
Updated based on QC comments.
Upd Proposed observation 3.1.4:
For the evaluation of intermediate KPI based monitoring mechanism for CSI compression, for monitoring Case 1, in terms of monitoring accuracy with Option 1,
· For ground truth CSI format of R16 eType II CB, monitoring accuracy is increased with the increase of the resolution for the ground-truth CSI (number of bits for each sample of ground-truth CSI) in general, with the impact of increased overhead, wherein
· for ground truth CSI format of R16 eType II CB with PC#6, 4 sources [vivo, Ericsson, Intel, Qualcomm] observe KPIDiff as 13.2%~71.6%/ 28.5%~100%/ 68.4%~100% for KPIth_1=0.02/0.05/0.1, respectively.
· Note: two sources [vivo, Qualcomm] observed averaging on the test samples improves the monitoring accuracy.
· for ground truth CSI format of R16 eType II CB with PC#8, 5 sources observe [Apple, Huawei, ZTE, Ericsson, Intel] KPIDiff as 21%~43.0%/ 48.1%~79.1%/ 79.8%~97.1% for KPIth_1=0.02/0.05/0.1, respectively.
· for ground truth CSI format of R16 eType II CB with new parameter of 580-750bits CSI payload size, 2 sources [Ericsson, Intel] observe KPIDiff as 35.4%~63%/ 77.9%~93.0%/ 99.5%~99.9% for KPIth_1=0.02/0.05/0.1, respectively, which have 12.7%~20%/ 13.9%~29.8%/ 8%~31.1% gain over PC#8.
· for ground truth CSI format of R16 eType II CB with new parameter of around 1000bits CSI payload size, 4 sources [Huawei, ZTE, Ericsson, vivo] observe KPIDiff as 34.9%~89%/ 82.9%~100%/ 99.9%~100% for KPIth_1=0.02/0.05/0.1, respectively, which have 12.2%~68%/ 18%~43.62%/ 2.9%~31% gain over PC#8 from 3 sources [Huawei, ZTE, Ericsson] and 4.67%~10.6%/ 0%~5.88%/ 0%~0.49% gain over PC#6 from 1 source [vivo].
· for ground truth CSI format of R16 eType II CB with new parameter of around 1600bits CSI payload size, 2 sources [Huawei, Fujitsu] observe KPIDiff as 89.1%~97%/ 99.9%~100%/ 100% for KPIth_1=0.02/0.05/0.1, respectively, which have 76%/33%/3% gain over PC#8 from 1 source [Huawei].
· for ground truth CSI format of 4 bits scalar quantization, 2 sources [Ericsson, NTT DOCOMO] observe KPIDiff as 9.4%~47%/ 96.3%~100%/ 100% for KPIth_1=0.02/0.05/0.1, respectively.
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Time independency is assumed over the test samples for monitoring
· Precoding matrix is used as the model input.
· 1-on-1 joint training is assumed.
· The performance metric is monitoring accuracy for Layer 1.
· Note: Results refer to Table x of R1-230xxxx

Table X. Model monitoring with intermediate KPI-Case 1
	
	
	
	PC#6 (~280 bits)
	PC#8 (~330 bits)
	eType II, New Para#1
(580-750bits)
	eType II, New Para#2
(1014bits)
	eType II, New Para#3
(1579-1610bits)
	Other

	Apple
	Note
	
	
	
	
	
	
	

	
	KPI_th =0.02
	X
	
	35%
	
	
	
	

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	
	36%
	
	
	
	

	
	KPI_th =0.05
	X
	
	62%
	
	
	
	

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	
	65%
	
	
	
	

	
	KPI_th =0.1
	X
	
	83%
	
	
	
	

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	
	85%
	
	
	
	

	HW#1/2
/3
	Note
	
	
	
	
	1014bits
(L=10, p=0.9, beta=0.31)
	1610bits
(L=12, p=0.8, beta=0.5)
	

	
	KPI_th =0.02
	X
	
	
	
	
	
	

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	
	21%
	
	89%,
68% over PC8
	97%,
76% over PC8
	

	
	KPI_th =0.05
	X
	
	
	
	
	
	

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	
	67%
	
	100%,
33% over PC8
	100%,
33% over PC8
	

	
	KPI_th =0.1
	X
	
	
	
	
	
	

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	
	97%
	
	100%,
3% over PC8
	100%,
3% over PC8
	

	NTT DOCO MO#1/2

	Note
	
	
	
	
	
	
	Scalar
4bits/5 bits 

	
	KPI_th =0.02
	X
	
	
	
	
	
	47%/100%

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	
	
	
	
	
	

	
	KPI_th =0.05
	X
	
	
	
	
	
	100%/100%

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	
	
	
	
	
	

	
	KPI_th =0.1
	X
	
	
	
	
	
	100%/100%

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	
	
	
	
	
	

	vivo#1~
9
	Note
	
	1samp/
5samps/
10samps
	
	
	1014bits
(L=10, p=0.9, beta=0.31);
1samp/
5samps/
10samps/
	
	Scalar
16bits (~13000 bits)

	
	KPI_th =0.02
	X
	
	
	
	
	
	

	
	
	Y
	62.58%/
68.18%/
71.6%
	
	
	67.25%/
78.78%/
86.7%
4.67%/10.6%/
10.6% over PC6
	
	100%

	
	
	Z
	
	
	
	
	
	

	
	KPI_th =0.05
	X
	
	
	
	
	
	

	
	
	Y
	93.71%/
99.38%/
100%
	
	
	99.59%/
100%/
100%,
5.88%/0.62%/
0% over PC6
	
	100%

	
	
	Z
	
	
	
	
	
	

	
	KPI_th =0.1
	X
	
	
	
	
	
	

	
	
	Y
	99.51%/
100%/
100%
	
	
	100%/
100%/
100%,
0.49%/0%/
0% over PC6
	
	100%

	
	
	Z
	
	
	
	
	
	

	ZTE#1~3
	Note
	
	
	
	
	1014bits
(L=10, p=0.9, beta=0.31)
	
	

	
	KPI_th =0.02
	X
	
	
	
	
	
	

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	
	23.28%
	
	70.32%,
47.04% over PC8
	
	

	
	KPI_th =0.05
	X
	
	
	
	
	
	

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	
	54.9%
	
	98.52%,
43.62% over PC8
	
	

	
	KPI_th =0.1
	X
	
	
	
	
	
	

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	
	91.21%
	
	99.92%,
8.71% over PC8
	
	

	Fujitsu#1
/2
	Note
	
	
	
	
	
	1579bits (L=12, p=0.95, beta=0.5)
	

	
	KPI_th =0.02
	X
	
	
	
	
	89.1%
	

	
	
	Y
	
	
	
	
	90.95%
	

	
	
	Z
	
	
	
	
	92.55%
	

	
	KPI_th =0.05
	X
	
	
	
	
	100%
	

	
	
	Y
	
	
	
	
	99.9%
	

	
	
	Z
	
	
	
	
	100%
	

	
	KPI_th =0.1
	X
	
	
	
	
	100%
	

	
	
	Y
	
	
	
	
	100%
	

	
	
	Z
	
	
	
	
	100%
	

	E///#1 ResNet-like CNN
	Note
	
	
	
	750bits  (L=8, p=0.75, beta=0.5)
	1014bits
(L=10, p=0.9, beta=0.31)
	
	Scalar,
4 bits per subband (3328bits)

	
	KPI_th =0.02
	X
	13.2%
	22.7%
	35.4%,
12.7% over PC8
	34.9%,
12.2% over PC8
	
	28.7%

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	
	
	
	
	
	

	
	KPI_th =0.05
	X
	28.5%
	48.1%
	77.9%,
29.8% over PC8
	82.9%,
34.8% over PC8
	
	97.0%

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	
	
	
	
	
	

	
	KPI_th =0.1
	X
	68.4%
	79.8%
	99.5%,
31.1% over PC8
	99.9%,
31.5% over PC8
	
	100%

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	
	
	
	
	
	

	E///#2 CNN
	Note
	
	
	
	750bits  (L=8, p=0.75, beta=0.5)
	1014bits
(L=10, p=0.9, beta=0.31)
	
	Scalar,
4 bits per subband (3328bits)

	
	KPI_th =0.02
	X
	
	
	
	
	
	

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	32.3%
	35.5%
	48.8%,
13.3% over PC8
	66.9%,
31.4% over PC8
	
	9.4%

	
	KPI_th =0.05
	X
	
	
	
	
	
	

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	67.1%
	70.0%
	89.4%,
19.4% over PC8
	97.5%,
275% over PC8
	
	97.2%

	
	KPI_th =0.1
	X
	
	
	
	
	
	

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	93.3%
	93.0%
	99.9%,
6.6% over PC8
	100%,
7% over PC8
	
	100%

	E///#3 TF
	Note
	
	
	
	750bits  (L=8, p=0.75, beta=0.5)
	1014bits
(L=10, p=0.9, beta=0.31)
	
	Scalar,
4 bits per subband (3328bits)

	
	KPI_th =0.02
	X
	41.6%
	43.0%
	57.7%,
14.7% over PC8
	65.5%,
22.5% over PC8
	
	26.8%

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	
	
	
	
	
	

	
	KPI_th =0.05
	X
	77.2%
	79.1%
	93.0%,
13.9% over PC8
	97.1%,
18% over PC8
	
	96.3%

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	
	
	
	
	
	

	
	KPI_th =0.1
	X
	95.9%
	97.1%
	99.9%,
2.8% over PC8
	100%,
2.9% over PC8
	
	100%

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	
	
	
	
	
	

	Intel#1~4
	Note
	
	
	
	580bits  (L=8, p=0.5, beta=0.5)
	
	
	~3300 bits
(L, p, beta) = (16, 1, 1)

	
	KPI_th =0.02
	X
	
	
	
	
	
	

	
	
	Y
	39%
	43%
	63%,
20% over PC8
	
	
	74%

	
	
	Z
	
	
	
	
	
	

	
	KPI_th =0.05
	X
	
	
	
	
	
	

	
	
	Y
	67%
	70%
	92%,
22% over PC8
	
	
	99%

	
	
	Z
	
	
	
	
	
	

	
	KPI_th =0.1
	X
	
	
	
	
	
	

	
	
	Y
	89%
	91%
	99%,
8% over PC8
	
	
	100%

	
	
	Z
	
	
	
	
	
	

	QC#7~9
	Note
	
	1samp/
5samps/
10samps/
	
	
	
	
	

	
	KPI_th =0.02
	X
	
	
	
	
	
	

	
	
	Y
	36.64%/
38.06%/
37.55%
	
	
	
	
	

	
	
	Z
	
	
	
	
	
	

	
	KPI_th =0.05
	X
	
	
	
	
	
	

	
	
	Y
	71.04%/
76.56%/
79.03%
	
	
	
	
	

	
	
	Z
	
	
	
	
	
	

	
	KPI_th =0.1
	X
	
	
	
	
	
	

	
	
	Y
	93.74%/
97.36%/
98.58%
	
	
	
	
	

	
	
	Z
	
	
	
	
	
	

	Summary
	
	
	
	
	
	
	
	

	
	KPI_th =0.02
	
	13.2%~
71.6%
Vivo, E///, Intel, QC
	21%~
43.0%
Apple, HW, ZTE, E///, Intel
	35.4%~63%,
12.7%~20% over PC8
E///, Intel
	34.9%~89%
12.2%~68% over PC8
HW, ZTE, E///,

4.67%~10.6% over PC6
Vivo
	89.1%~97%
HW, Fujitsu
	Scalar 4bits:

9.4%~47%
E///, NTT DOCOMO

	
	KPI_th =0.05
	
	28.5%~
100%
Vivo, E///, Intel, QC
	48.1%~
79.1%
Apple, HW, ZTE, E///, Intel
	77.9%~
93.0%,
13.9%~
29.8% over PC8 
E///, Intel
	82.9%~100%
18%~43.62% over PC8
HW, ZTE, E///,

0%~5.88% over PC6
Vivo
	99.9%~100%
HW, Fujitsu
	Scalar 4bits:

96.3%~100%
E///, NTT DOCOMO

	
	KPI_th =0.1
	
	68.4%~
100%
Vivo, E///, Intel, QC
	79.8%~
97.1%
Apple, HW, ZTE, E///, Intel
	99.5%~
99.9%,
8%~
31.1% over PC8
E///, Intel
	99.9%~100%
2.9%~31% over PC8
HW, ZTE, E///,

0%~0.49% over PC6
Vivo
	100%
HW, Fujitsu
	Scalar 4bits:

100%
E///, NTT DOCOMO




	Support/Can accept
	ZTE

	Object/Concern
	Qualcomm



	Company
	View

	Qualcomm
	Higher resolution ground truth CSI requires significantly larger overhead. For the same overhead, multiple samples of legacy PC can be obtained and averaged, and that may itself increase the monitoring accuracy. The performance of legacy PC with averaging across samples, which has been submitted by at least 2 companies, should be captured as a separate item in the list. 
An observation that only captures the monitoring accuracy aspect without the overhead increase would be incomplete. Here is a proposed wording to capture the complete picture:
“… monitoring accuracy is increased with the increase of the resolution overhead for the ground-truth CSI (number of bits for each sample of ground-truth CSI, or number of samples of ground-truth CSI used for averaging)…”

	Intel
	We are fine with the observation. Just a general comment on evaluations for model perfoamnce monitoring. For the agreed evaluation methodology, the KPIDiff is based on one sample. So, aspects related to time averaging of KPI and change of KPI value in time was not considered for the evlauations. 

	Moderator
	@QC
1) Overhead point is reflected in the updated observation
2)  For “resolution”, “high resolution quantization” in previous agreement. To make it easier to compare, the observation is changed to separately describe R16 CB based (the resolution is simply understood as larger parameters) and scalar quantization (for which the scalar quantization level is not comparable with the parameter of R16 CB based method).
3) For “number of samples … for averaging”, as clarified by Intel, the KPIDiff is based on one sample.
Agreement
To evaluate the performance of the intermediate KPI based monitoring mechanism for CSI compression, for Step2 of the model monitoring methodology, the per sample  is considered for



Issue#3-5 [Rd3] (High priority) Model Monitoring-Case 2
Moderator note: The EVM has been finished till the 113 meeting. A number of companies submitted results at this meeting, so let’s see if we can draw some observations based on companies’ inputs. This issue focuses on Case 2 (UE side monitoring).
Update ZTE results for the table and observation text. Ericsson comments reflected in the updates by adding complexity analysis; 

Upd Proposed observation 3.1.5:
For the evaluation of intermediate KPI based monitoring mechanism for CSI compression, for Case 2, in terms of monitoring accuracy with Option 1,
· For Case 2-1 subject to generalization Case 1 for the proxy model, 5 sources [Huawei, Lenovo, vivo, ZTE, Fujitsu] observe KPIDiff as 31%~84%/ 65.63%~99.8%/ 95%~100% for KPIth_1=0.02/0.05/0.1, respectively;
· Compared with monitoring Case 1 with ground truth CSI format of R16 eType II CB with new parameter of around 1000bits CSI payload size,
· 2 sources [vivo, ZTE] observe +0.99%~+4.07% gain at KPIth_1=0.02;
· 3 sources [Huawei, vivo, ZTE] observe -6.03%~-58%/ -0.2%~-24%/ 0%~-5% degradation for KPIth_1=0.02/0.05/0.1, respectively;
· Compared with monitoring Case 1 with ground truth CSI format of R16 eType II CB with new parameter of around 1600bits CSI payload size, 2 sources [Huawei, Fujitsu] observe -16.35%~-66%/ -0.4%~-24%/ 0%~-24% degradation for KPIth_1=0.02/0.05/0.1, respectively.
· Note: For Case 2-1 subject to generalization Case 2 for the proxy model, 2 sources [Huawei, ZTE] observe -1.77%~-37.42% -6%/ -1.07%~-23.93%/ -0.16%~-14% compared with generalization Case 1 with the same testing scenario.
· Note: For Case 2-2, 1 source [Qualcomm] observes KPIDiff as 61%~72.1%/ 91.2%~96.6%/ 99.2%~99.75% under generalization Case 1 for the proxy model, and 60%~71.3%/ 90.4%~99.3%/ 99%~100% under generalization Case 3 for the proxy model, for KPIth_1=0.02/0.05/0.1, respectively.
· Note: for the complexity and overhead analysis:
· Case 2-1/2-2 has [no/smaller] air-interface overhead compared with Case 1 which requires air-interface overhead.
· [Case 2-1/2-2 may cause additional model LCM complexity (e.g., training, inference, monitoring), while Case 1 may cause additional quantization complexity if new quantization methods/parameters are introduced.]
· Note: “Generalization Case 1” means the proxy model is trained based on training dataset from one Scenario#A, and then tested for monitoring on a dataset from the same Scenario#A. “Generalization Case 2” means the proxy model is trained based on training dataset from one Scenario#B, and then tested for monitoring on a dataset from a different Scenario#A. “Generalization Case 3” means the proxy model is trained based on mixing datasets from multiple scenarios including Scenario#A, and then tested for monitoring on the dataset from Scenario#A.
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Time independency is assumed over the test samples for monitoring
· Precoding matrix is used as the model input.
· 1-on-1 joint training is assumed.
· The performance metric is monitoring accuracy for Layer 1.
· Note: Results refer to Table x of R1-230xxxx


Table X. Model monitoring with intermediate KPI-Case 2
	
	
	
	Case 1 

	Case 2-1, Generalization Case 1
	Case 2-1, Generalization Case 2
	Case 2-2
Generalization Case 1
	Case 2-2
Generalization Case 3

	HW#2/4/5
	Note
	
	1014bits
(L=10, p=0.9, beta=0.31);

1610bits
(L=12, p=0.8, beta=0.5)
	Train/test: UMa/UMa
	Train/test: UMa/InH
	
	

	
	KPI_th =0.02
	X
	
	
	
	
	

	
	
	Y
	
	
	
	
	

	
	
	Z
	89%;

97%
	31%
-58% over Case 1-1014bits;

-66% over Case 1-1610bits;
	25%
-6% over Case 2 (Genr-Case1)
	
	

	
	KPI_th =0.05
	X
	
	
	
	
	

	
	
	Y
	
	
	
	
	

	
	
	Z
	100%;

100%
	76%
-24% over Case 1-1014bits;

-24% over Case 1-1610bits;
	60%
-16% over Case 2 (Genr-Case1)
	
	

	
	KPI_th =0.1
	X
	
	
	
	
	

	
	
	Y
	
	
	
	
	

	
	
	Z
	100%;

100%
	95%
-5% over Case 1-1014bits;

-5% over Case 1-1610bits;
	81%
-14% over Case 2 (Genr-Case1)
	
	

	Lenovo
#1/2
	Note
	
	
	Similar/diff model structure
	
	
	

	
	KPI_th =0.02
	X
	
	
	
	
	

	
	
	Y
	
	
	
	
	

	
	
	Z
	
	78%/63%
	
	
	

	
	KPI_th =0.05
	X
	
	
	
	
	

	
	
	Y
	
	
	
	
	

	
	
	Z
	
	94%/87%
	
	
	

	
	KPI_th =0.1
	X
	
	
	
	
	

	
	
	Y
	
	
	
	
	

	
	
	Z
	
	98%/96%
	
	
	

	Vivo#4~6/10~12
	Note
	
	1014bits
(L=10, p=0.9, beta=0.31),
1samp/
5samps/
10samps
	1samp/
5samps/
10samps
	
	
	

	
	KPI_th =0.02
	X
	
	
	
	
	

	
	
	Y
	67.25%/
78.78%/
86.7%
	71.32%/
72.75%/
77.6%
4.07%/
-6.03%/
-9.1% over Case 1
	
	
	

	
	
	Z
	
	
	
	
	

	
	KPI_th =0.05
	X
	
	
	
	
	

	
	
	Y
	99.59%/
100%/
100%

	95.18%/
99.55%/
99.8%
-4.41%/
-0.45%/
-0.2% over Case 1
	
	
	

	
	
	Z
	
	
	
	
	

	
	KPI_th =0.1
	X
	
	
	
	
	

	
	
	Y
	100%/
100%/
100%

	99.56%/
99.98%/
100%
-0.44%/
-0.02%/
0% over Case 1
	
	
	

	
	
	Z
	
	
	
	
	

	ZTE#2/3~11
	Note
	
	1014bits
(L=10, p=0.9, beta=0.31)
	Train/test: UMa/UMa;
UMi/UMi;
InH;InH
	Train/test: {UMi/UMa;
InH/UMa;}
{UMa/UMi;
InH /UMi;}
{UMa/ InH;
UMi/ InH;}
	
	

	
	KPI_th =0.02
	X
	
	
	
	
	

	
	
	Y
	
	
	
	
	

	
	
	Z
	70.32%
	71.31%; 65.63%;  84%
0.99%/ -4.69%/-13.68% over Case 1

	{60.54%;66.67}
{67.4%;57.82%}
{60.79%;46.58%}
{-10.77%;-4.64%}
{-1.77%;-7.81%}
{-23.21%;-37.42%}
over Case 2 (Genr-Case1)
	
	

	
	KPI_th =0.05
	X
	
	
	
	
	

	
	
	Y
	
	
	
	
	

	
	
	Z
	98.52%
	94.21%;  94.39%; 97.33%
-4.31%/
-4.31%/
-1.19% over Case 1
	{90.73%;92.24%}
{93.32%; 88.86%}
{80.27%;73.4%}
{-3.48%;-1.97%}
{-1.07%;-5.53%}
{-17.06%;-23.93%}
over Case 2 (Genr-Case1)
	
	

	
	KPI_th =0.1
	X
	
	
	
	
	

	
	
	Y
	
	
	
	
	

	
	
	Z
	99.92%
	99.22%; 99.3%; 99.74%
-0.7%/ 
-0.62%/
-0.18% over Case 1
	{98.45%;99.04%}
{99.14%; 98.36%}
{90.80%;88.38%}
{-0.77%;-0.18%}
{-0.16%;-0.94%}
{-8.94%;-11.36%}
over Case 2 (Genr-Case1)
	
	

	Fujitsu#1/2
	Note
	
	1579bits (L=12, p=0.95, beta=0.5)
	
	
	
	

	
	KPI_th =0.02
	X
	89.1%
	39.1%
-50% over Case 1
	
	
	

	
	
	Y
	90.95%
	44.75%
-46.2% over Case 1
	
	
	

	
	
	Z
	92.55%
	76.2%
-16.35% over Case 1
	
	
	

	
	KPI_th =0.05
	X
	100%
	77.95%
-22.05% over Case 1
	
	
	

	
	
	Y
	99.9%
	82.1%
-17.8% over Case 1
	
	
	

	
	
	Z
	100%
	99.6%
-0.4% over Case 1
	
	
	

	
	KPI_th =0.1
	X
	100%
	97.3%
-2.7 % over Case 1
	
	
	

	
	
	Y
	100%
	98.5%
-1.5% over Case 1
	
	
	

	
	
	Z
	100%
	100%
-0% over Case 1
	
	
	

	QC#1~6
	Note
	
	
	
	
	1samp/
5samps
	1samp/
5samps

	
	KPI_th =0.02
	X
	
	
	
	
	

	
	
	Y
	
	
	
	61%/72.1%
	60%/63.96%;
71.3%/62.5%

	
	
	Z
	
	
	
	
	

	
	KPI_th =0.05
	X
	
	
	
	
	

	
	
	Y
	
	
	
	91.2%/96.6%
	90.4%/93.17%;
99.3%/93.2%

	
	
	Z
	
	
	
	
	

	
	KPI_th =0.1
	X
	
	
	
	
	

	
	
	Y
	
	
	
	99.2%/99.75%
	99%/99.59%
100%/99.6%

	
	
	Z
	
	
	
	
	

	Summary
	Note
	
	
	
	
	
	

	
	KPI_th =0.02
	
	~1000bits:
34.9%~89%
HW, ZTE, E///,
Vivo

~1600bits:
89.1%~97%
HW, Fujitsu
	31%~84%
HW, Lenovo, vivo, ZTE, Fujitsu

+0.99%~+4.07% over Case 1-1000bits ZTE, Vivo

-6.03%~-58% over Case 1-1000bits
HW, ZTE, Vivo


-16.35%~-66% over Case 1-1600bits
HW, Fujitsu
	
-1.77%~-37.42% -6% over Case 2 (Genr-Case1)
HW, ZTE


	61%~72.1%
	60%~71.3%
QC

	
	KPI_th =0.05
	
	~1000bits: 82.9%~100%
HW, ZTE, E///,
Vivo

~1600bits:
99.9%~100%
HW, Fujitsu
	65.63%~99.8%
HW, Lenovo, vivo, ZTE, Fujitsu

-0.2%~-24% over Case 1-1000bits
HW, ZTE, Vivo


-0.4%~-24% over Case 1-1600bits
HW, Fujitsu
	
-1.07%~-23.93% over Case 2 (Genr-Case1)

HW, ZTE
	91.2%~96.6%
	90.4%~
99.3%
QC

	
	KPI_th =0.1
	
	~1000bits: 99.9%~100%
HW, ZTE, E///,
Vivo

~1600bits:
100%
HW, Fujitsu
	95%~100%
HW, Lenovo, vivo, ZTE, Fujitsu

0%~-5% over Case 1-1000bits
HW, ZTE, Vivo


0%~-24% over Case 1-1600bits
HW, Fujitsu
	
-0.16%~-14% over Case 2 (Genr-Case1)
HW, ZTE
	99.2%~99.75%
	99%~100%
QC




	Support/Can accept
	ZTE(comments)

	Object/Concern
	Ericsson



	Company
	View

	Qualcomm
	Our generalization case 3 results include two cases – in both, scenario#A is dense urban, but scenario#B is different – urban macro in one case and random precoding vector in the other case. The table above seems to mix the two cases, and hence it appears that the performance reduced because of averaging over 5 samples, which is not the case. Please separate the results for the two cases and indicate the scenarios in the “Notes” row.

	Lenovo
	Please add our results for Lenovo#3/#4 to the table

	Lenovo
#3/4
	Note
	
	
	Similar/diff model structure
Iterative Seperate Training
	
	
	

	
	KPI_th =0.02
	X
	
	
	
	
	

	
	
	Y
	
	
	
	
	

	
	
	Z
	
	81%/77%
	
	
	

	
	KPI_th =0.05
	X
	
	
	
	
	

	
	
	Y
	
	
	
	
	

	
	
	Z
	
	96%/95%
	
	
	

	
	KPI_th =0.1
	X
	
	
	
	
	

	
	
	Y
	
	
	
	
	

	
	
	Z
	
	99%/98%
	
	
	



Based on the results we reported in the "monitoring" sheet, Lenovo#1 to Lenovo#4, we suggest to add the following note to the observation:
Note: For Case 2-1 1 sources [Lenovo] observe UE-side monitoring may experience lower accuracy if the UE-side and NW-side have different backbone structure.  Different construction of the proxy modle can improve the monitoring performance by ~14%/~8%/ 2% for KPIth_1=0.02/0.05/0.1, respectively.

Also we did not quite understood the subbullets under the first bullets, i.e., 
Compared with monitoring Case 1 ….
Further elaboaration could be helpful; we can also remove these subbullets fot now.




	ZTE
	For the first Note, we observe that when training scenario is UMi, and testing scenario is InH, the monitoring accuracy reduces 37.42%, so we suggest adding our result and modifying as ‘subject to generalization Case 2 for the proxy model, 2 sources [Huawei, ZTE] observe -1.77%~-6%-37.42%/ -1.07%~-23.93%/ -0.16%~-14% compared with generalization Case 1 with the same testing scenario.’

	Ericsson
	For this note, we don’t agree:
· Note: Case 2-1/2-2 has no air-interface overhead compared with Case 1 which requires air-interface overhead.
Compared with Case 1, Case 2-1/2-1 adds additional model LCM complexity for training/deploying/monitoring/testing the proxy model, and adds air-interface overhead for monitoring the proxy model. Hence, the note needs some modification along these lines. 

	ZTE
	It seems our results are missing. For the first Note, we observe that when training scenario is UMi, and testing scenario is InH, the monitoring accuracy reduces 37.42%, so we suggest adding our result and modifying as ‘subject to generalization Case 2 for the proxy model, 2 sources [Huawei, ZTE] observe -1.77%~-6%-37.42%/ -1.07%~-23.93%/ -0.16%~-14% compared with generalization Case 1 with the same testing scenario.’

	Moderator
	@Lenovo we assume that “1-on-1 joint training is assumed.” in the note. The “comparison with Case 1” means the performance comparison between Case 1 and Case 2 – we may get a performance level understanding over these two cases.
@QC can you provide the correct results in the comments (“company view table”)?

	Lenovo
	@FL “1-on-1 joint training” is targeting the training of the CSI generation and reconstruction parts. The “proxy model” is not necessarily trained during the “1-1 joint training”.
The point that we have here is that monitoring based on a “proxy model” (Case 2-1) may experience some degradation is cases that the backbone of CSI-Generation and reconstruction are different. These are the results that we reported in Lenovo #1 and Lenovo #2 in which the proxy model is designed using an approach similar to normal Type-3. (Lenovo#2 has worst performance that Lenovo#1)
Then in Lenovo #3/#4 we have shown those degradation can be eliminated using other methods of constructing of the proxy model (Lenovo#4 improved the performance of Lenovo#2).

The note that we have suggested is trying to capture these observations.

Note: For Case 2-1 1 sources [Lenovo] observe UE-side monitoring may experience lower accuracy if the UE-side and NW-side have different backbone structure.  Different construction of the proxy model can improve the monitoring performance by ~14%/~8%/ 2% for KPIth_1=0.02/0.05/0.1, respectively.

We also note that our observation is still valid if we use Type-3 for training of the model. 

	Moderator
	@Lenovo But as the actual model is trained in 1-on-1 manner, there is not dataset delivery, right? When assuming UE directly obtains the model, it has no any information of the dataset for training the proxy model. Then how is iterative training achieved?
For same/different backbones, it is UE implementation whether same or different backbone is adopted as the actual encoder. How the model structure is adopted does not address additional information for the impact to NW-UE interaction.

	Lenovo
	Thaknks FL for the feedback.

In response to your first point, we agree that there could be some schem that the proxy model is trained somewhere else and “delivered” to the UE but this is not the scheme that we have in mind. In our view, the proxy model is trained at the UE-side for which we need to have a training dataset. This dataset can be used for iterative type-3 approach.

By the same/different backbones we do not mean "the same/different backbones” between the “encoder” and the “proxy model”. 
As we showed in the simulations, the issue is for the cases when the backbone of the “proxy model” is different from the “decoder” part (reconstruction model). 
We note that in most cases, we do not assume that the UE knows the backbone of the decoder part so there could be a mismatch between the backbone of the “proxy model” and the “decoder” which may lead to a lower monitoring accuracy of the proxy-based monitoring. 

The text that we area suggesting to add is explain this observation that there could be some loss due the mismatch between the backbone of the “proxy model” and then explain this loss can be compensated using different scheme for training of the proxy model.
Note: For Case 2-1 1 sources [Lenovo] observes that the UE-side monitoring may experience lower accuracy if the proxy-model and NW-side have different backbone structure.  Different training of the proxy model can improve the monitoring performance by ~14%/~8%/ 2% for KPIth_1=0.02/0.05/0.1, respectively.


	Moderator
	




Issue#3-x (On hold) Model complexity
Moderator note: Will be triggered after initial discussing with companies on how to present the complexity results.

3.1-2: Table 2. Evaluation results for CSI compression with model generalization
Issue#3-6 (Closed) Generalization-TxRU mappings

3.1-3: Table 3. Evaluation results for CSI compression with model scalability

Issue#3-7 [Rd3] (High priority) Scalability-Bandwidths
Moderator note: The only key remaining issue identified by Moderator is the generliazation aspect of bandwidths.
Proposed observation 3.1.7:
For the scalability verification of AI/ML based CSI compression over various bandwidths, compared to the generalization Case 1 where the AI/ML model is trained with dataset subject to a certain bandwidth#B and applied for inference with a same bandwidth#B,
· For generalization Case 2, if bandwidth#A is 20MHz & bandwidth#B is 10MHz, or bandwidth#A is 10MHz & bandwidth#B is 20MHz, or bandwidth#A is 10MHz & bandwidth#B is 5MHz:
· 2 sources [ZTE, Ericsson] observe that generalized performance can be achieved:
· For bandwidth#A is 20MHz & bandwidth#B is 10MHz, 1 source [ZTE] observe less than -1.28% degradation.
· For bandwidth#A is 10MHz & bandwidth#B is 20MHz, 2 sources [ZTE, Ericsson] observe less than -1.1% degradation.
· 1 source [InterDigital] observe that moderate/significant degradations are suffered under generalization Case 2:
· For bandwidth#A is 10MHz & bandwidth#B is 5MHz, 1 source [InterDigital] observe larger than -2.5% degradation.
· For generalization Case 3, 3 sources [NTT DOCOMO, Nokia, Qualcomm] observe that generalized performance of the AI/ML model can be achieved (0%~-2.97% loss) for bandwidth#B subject to each of 10MHz/52RB and 20MHz and 48RB, if the training dataset is constructed with data samples subject to multiple bandwidths including bandwidth#B.
· Minor loss (0%~-1.7%) are observed by 2 source [NTT DOCOMO, Nokia].
· Moderate loss (-1.91%~-2.97%) are observed by 2 sources [Nokia, NTT DOCOMO].
· Positive gains are observed by 2 sources [Nokia, Qualcomm].
· Note: Significant loss (-5.4%) is observed by 1 source [Qualcomm]
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· 1-on-1 joint training is assumed.
· The performance metric is SGCS in linear value for layer 1/2.
· Note: Results refer to Table X of R1-23xxxx

Table X Scalability of CSI compression-Bandwidths
	Training, Generalization Case 1
	10MHz/52RB
	
	20MHz
	5MHz
	48RB

	Training, Generalization Case 2
	20MHz
	48RB
	10MHz
	10MHz
	

	Training, Generalization Case 3
	20MHz+10MHz
	52RB+48RB
	20MHz+10MHz
	
	52RB+48RB

	Testing
	10MHz/52RB
	20MHz
	5MHz
	48RB

	
	Case
	CSI payload
	
	
	
	
	

	Nokia#1/#2
Splitting eigenvectors into patches
	Case 1
	X
	0.618, 0.66
	
	
	
	0.619, 0.677

	
	
	Y
	0.727
	
	
	
	0.728

	
	
	Z
	0.808
	
	
	
	0.806

	
	Case 2
	X
	
	
	
	
	

	
	
	Y
	
	
	
	
	

	
	
	Z
	
	
	
	
	

	
	Case 3
	X
	
	2.2%, -0.1%
	
	
	2.7%
-2.5%

	
	
	Y
	
	1.2%
	
	
	0.9%

	
	
	Z
	
	-1.7%
	
	
	-1.6%

	ZTE#1/#2,
BW/subband size Scaling
	Case 1
	X
	L1:0.7191
L2:0.5866
	
	L1:0.6926
L2:0.5495
	
	

	
	
	Y
	L1:0.8033
L2:0.6913
	
	L1:0.7835
L2:0.6525
	
	

	
	
	Z
	L1:0.8978
L2:0.8275
	
	L1:0.877
L2:0.7882
	
	

	
	Case 2
	X
	L1:-0.47%
L2:-1.28%
	
	L1:0%
L2:-0.27%
	
	

	
	
	Y
	L1:-0.22%
L2:-0.04%
	
	L1:-0.46%
L2:-0.49%
	
	

	
	
	Z
	L1:-0.85%
L2:-1.1%
	
	L1:-0.64%
L2:-0.44%
	
	

	
	Case 3
	X
	
	
	
	
	

	
	
	Y
	
	
	
	
	

	
	
	Z
	
	
	
	
	

	NTT DOCOMO#1/#2
Padding
	Case 1
	X
	L1:0.73
L2:0.63
L1:0.7697, 0.8037
L2:0.7087
	
	L1:0.68
L2:0.57
L1:0.8125, 0.7710
L2:0.6669
	
	

	
	
	Y
	L1: 0.8423, 0.8930
L2: 0.8232
	
	L1:0.8995, 0.8276
L2:0.74
	
	

	
	
	Z
	L1:0.9038, 0.9650
L2: 0.9425
	
	L1:0.9607, 0.9198
L2:0.8715
	
	

	
	Case 2
	X
	
	
	
	
	

	
	
	Y
	
	
	
	
	

	
	
	Z
	
	
	
	
	

	
	Case 3
	X
	L1:-1.37%
L2:-1.59%
L1:-0.69%, -0.37%
L2:-0.71%
	
	L1:-1.47%
L2:-1.75%
L1:0.55%, -0.58%
L2:-0.61%
	
	

	
	
	Y
	L1:0.02%, -2%
L2:-2.83%
	
	L1:1.10%, -1.18%
L2:-1.91%
	
	

	
	
	Z
	L1:0.07%, -0.66%
L2:-1.19%
	
	L1:1.04%, -0.83%
L2:-2.97%
	
	

	InterDigital#1
Zero padding
	Case 1
	X
	
	
	
	L1:0.623
L2:0.426
	

	
	
	Y
	
	
	
	L1:0.683
L2:0.525
	

	
	
	Z
	
	
	
	L1:0.745
L2:0.56
	

	
	Case 2
	X
	
	
	
	L1:-4.3%
L2:-3.3%
	

	
	
	Y
	
	
	
	L1:-2.5%
L2:-11.4%
	

	
	
	Z
	
	
	
	L1:-8.46%
L2:-12.7%
	

	
	Case 3
	X
	
	
	
	
	

	
	
	Y
	
	
	
	
	

	
	
	Z
	
	
	
	
	

	QC#1
Randomly truncation
	Case 1
	X
	
	
	0.75
	
	

	
	
	Y
	
	
	0.825
	
	

	
	
	Z
	
	
	
	
	

	
	Case 2
	X
	
	
	
	
	

	
	
	Y
	
	
	
	
	

	
	
	Z
	
	
	
	
	

	
	Case 3
	X
	
	
	4.4%
	
	

	
	
	Y
	
	
	-5.4%
	
	

	
	
	Z
	
	
	
	
	

	Ericsson#1
subband size scaling
	Case 1
	X
	
	
	L1:
0.728
L2:0.583
	
	

	
	
	Y
	
	
	L1:0.795
L2:0.670
	
	

	
	
	Z
	
	
	L1:0.852
L2:0.760
	
	

	
	Case 2
	X
	
	
	L1:-0.2%
L2:-0.5%
	
	

	
	
	Y
	
	
	L1:-1.1%
L2:-1%
	
	

	
	
	Z
	
	
	L1:-0.1%
L2:0%
	
	

	
	Case 3
	X
	
	
	
	
	

	
	
	Y
	
	
	
	
	

	
	
	Z
	
	
	
	
	

	Summary
	Case 1
	X
	
	
	
	
	

	
	
	Y
	
	
	
	
	

	
	
	Z
	
	
	
	
	

	
	Case 2
	Minor loss (<-1.6%)
	ZTE
	
	ZTE, Ericsson
	
	

	
	
	Moderate/significant loss (>-1.6%)
	
	
	
	Interdigital
	

	
	
	Positive gain
	
	
	
	
	

	
	Case 3
	Minor loss (<-1.8%)
	NTT DOCOMO
	Nokia
	NTT DOCOMO
	
	Nokia

	
	
	Moderate/significant loss (>-1.8%)
	NTT DOCOMO
	Nokia
	QC, NTT DOCOMO
	
	Nokia

	
	
	Positive gain
	
	Nokia
	QC
	
	Nokia




	Support/Can accept
	ZTE

	Object/Concern
	



	Company
	View

	
	

	
	

	
	





3.1-4: Table 4. Evaluation results for CSI compression of multi-vendor joint training without model generalization/scalability

Issue#3-8 [Rd3] (High priority) Type 2-Case 2 (1 NW part to M>1 UE parts)
Moderator note: Two remaining issues are identified by Moderator for training Type 2. This issue tries to draw observation from the aspect of Case 2 (joint training between 1 NW part model with M>1 UE part models).

Proposed observation 3.1.8:
For the evaluation of Type 2 training between 1 NW part model and M>1 separate UE part models (Case 2), as compared to joint training between 1 NW part model and the 1 part model,
· 7 sources [Huawei, Ericsson, Qualcomm, vivo, Fujitsu, InterDigital, MediaTek] observe minor degradation of -0%~-1.67% or positive gain;
· 3 sources [Huawei, Ericsson, Qualcomm, vivo, Fujitsu, InterDigital, MediaTek] observe moderate degradation of -2.5%~-6.5%.
· Note: among the above sources, 5 sources [Huawei, Ericsson, Qualcomm, vivo, Fujitsu] adopt simultaneous training, while 1 source [Qualcomm] adopts sequential training starting with NW side training.
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· The performance metric is SGCS for Layer 1.
· Same pair of NW part model and UE part model between 1-on-1 joint training and Type 2 training.
· M=2, 3, or 4 are considered.
· Note: Results refer to Table X of R1-230xxxx

Table X. Type 2 training for CSI compression - 1 NW to pair with M>1 UEs (Case 2)
	
	CSI payload
	Benchmark
(#A~D: NW part;
#1~4: UE part)
NW#A -UE#1/ UE#2/ UE#3/ UE#4
	N=2
UE#1/ UE#2
	N=3
UE#1/ UE#2/ UE#3
	N=4
UE#1/ UE#2/ UE#3/ UE#4

	HW#1- Simultaneous
	Descrip
	TF#A -TF#1/TF#2/CNN#1
	
	TF#A to pair with TF#1/TF#2 /CNN#1
	

	
	X
	
	
	
	

	
	Y
	
	
	
	

	
	Z
	0.918/0.913/0.857
	
	-1.4%/ -1.1%/ -6.5%
	

	E///#1- Simultaneous
	Descrip
	CNN#A - CNN#1/ CNN#2
	CNN#A to pair with CNN#1/ CNN#2
	
	

	
	X
	0.751 / 0.744;
	-0.8%/ -0.4%;
	
	

	
	Y
	0.808 / 0.812;
	0%/ 0%;
	
	

	
	Z
	0.865 / 0.864
	-1.3%/ -1.5%
	
	

	Qualcomm #1- Simultaneous
	Descrip
	TF#A -TF#1/TF#2/CNN#1
	
	TF#A to pair with TF#1/TF#2 /CNN#1
	

	
	X
	
	
	
	

	
	Y
	0.8227 / 0.8028 / 0.7854
	
	-1.67%/-0.15%/ +1.36%
	

	
	Z
	
	
	
	

	Qualcomm #2- Sequential
	Descrip
	Frozen TF#A - CNN#1
	TF#A to pair with CNN#1
	
	

	
	X
	
	
	
	

	
	Y
	0.7854
	+0.7%
	
	

	
	Z
	
	
	
	

	vivo #1- Simultaneous
	Descrip
	TF#A -TF#1/ TF#2/CNN#1;

TF#B -TF#1/ TF#2/CNN#1;

CNN#A -TF#1/ TF#2/CNN#1;
	
	TF#A to pair with TF#1/TF#2 /CNN#1;

TF#A to pair with TF#1/TF#2 /CNN#1;

TF#A to pair with TF#1/TF#2 /CNN#1;
	

	
	X
	0.750/0.742/0.726;

0.755/0.737/0.722;

0.746/0.736/0.724
	
	-0.8%/ +0.2%/ +0.0%;

-1.1%/ +0.3%/ +0.1%;

-0.0%/ +0.3%/ +0.2%
	

	
	Y
	818/0.807/0.795;

0.812/0.807/0.773;

0.807/0.798/0.794
	
	-1.1%/ -0.6%/
-0.1%;

+0.2%/ -0.3%/ +0.1%;

+0.2%/ +0.4%/ +0.6%
	

	
	Z
	0.893/0.886/0.876;

0.888/0.882/0.834;

0.880/0.877/0.878
	
	-0.5%/ -0.3%/ +0.1%;

-0.1%/ -0.1%/ +3.8%;

+0.2%/ -0.2%/ -0.1%
	

	Fujitsu #1- Simultaneous
	Descrip
	TF#A -TF#1/ CNN#1
	TF#A to pair with TF#1/CNN#1
	
	

	
	X
	
	-0.2%/ -2.79%
	
	

	
	Y
	
	-0.57%/ -2.46%
	
	

	
	Z
	
	-0.63%/ -0.74%
	
	

	InterDigital #1
	Descrip
	TF#A -TF#1/ EVCsiNet#1
	TF#A to pair with TF#1/ EVCsiNet#1
	
	

	
	X
	
	
	
	

	
	Y
	
	
	
	

	
	Z
	
	0%/+2%
	
	

	MediaTek#1/ 2/3
	Descrip
	
	
	
	

	
	X
	
	
	
	

	
	Y
	
	
	
	

	
	Z
	
	
	
	-2.7%/ -2.7%/ +1.4%/ -1.4%;

-1.4%/-1.4%/ +1.4%/-1.4%;

-1.4%/ +1.5%/ -2.5%/ -1.4%

	Summary
	Minor
	-0%~-1.67 or positive gain
	Huawei, Ericsson, Qualcomm, vivo, Fujitsu, InterDigital, MediaTek

	
	Modrt
	-2.5%~-6.5%
	Huawei, Fujitsu, MediaTek

	
	
	
	
	
	

	
	
	
	
	
	




	Support/Can accept
	

	Object/Concern
	



	Company
	View

	
	

	
	

	
	




Issue#3-9 [Rd3] (High priority) Type 2-Case 3 (1 UE part to N>1 NW parts)
Moderator note: Two remaining issues are identified by Moderator for training Type 2. This issue tries to draw observation from the aspect of Case 3 (joint training between N>1 NW part models with 1 UE part model).

Proposed observation 3.1.9:
For the evaluation of Type 2 training between 1 UE part model and N>1 separate NW part models (Case 3), as compared to joint training between 1 NW part model and the 1 part model,
· 2 sources [vivo, MediaTek] observe minor degradation of -0%~-0.8% or positive gain;
· 1 source [MediaTek] observe moderate degradation of -1.4%~-4.2%.
· Note: among the above sources, 1 source [vivo] adopts simultaneous training.
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· The performance metric is SGCS for Layer 1.
· Same pair of NW part model and UE part model between 1-on-1 joint training and Type 2 training.
· N=2, 3, or 4 are considered.
· Note: Results refer to Table X of R1-230xxxx

Table X. Type 2 training for CSI compression - 1 UE to pair with N>1 NWs (Case 3)
	
	CSI payload
	Benchmark
(#A~D: NW part;
#1~4: UE part)

NW#A/NW#B/ NW#C/NW#D-UE#1
	N=2
NW#A/NW#B/ NW#C
	N=3
NW#A/NW#B/ NW#C
	N=4
NW#A/NW#B/ NW#C/ NW#D

	vivo #1- Simultaneous
	Descrip
	TF#A/TF#B /CNN#A -TF#1;

TF#A/TF#B /CNN#A -TF#2;

TF#A/TF#B /CNN#A-CNN#1;
	
	TF#1 to pair with TF#A/TF#B /CNN#A;

TF#2 to pair with TF#A/TF#B /CNN#A;

CNN#1 to pair with TF#A/TF#B /CNN#A;
	

	
	X
	0.750/0.755/0.746;

0.742/0.737/0.736;

0.726/0.722/0.724
	
	-0.4%/-0.6%/
-0.2%;

+0.2%/+0.9%/ +0.4%;

+0.1%/+0.8%/
-0.2%/
	

	
	Y
	0.818/0.812/0.807;

0.807/0.807/0.798;

0.795/0.773/0.794
	
	-1.0%/-0.3%/
-0.4%;

-0.8%/-0.8%/
-0.5%;

-0.1%/+2.3%/
-0.4%
	

	
	Z
	0.893/0.888/0.880;

0.886/0.882/0.877

0.876/0.834/0.878
	
	-0.5%/-0.4%/
+0.1%

-0.4%/-0.6%/
-0.4%;

+0.0%/+2.8%/
-0.3%
	

	InterDigital #1
	Descrip
	
	
	
	

	
	X
	
	
	
	

	
	Y
	
	
	
	

	
	Z
	
	
	
	

	MediaTek#1/ 2/3
	Descrip
	
	
	
	

	
	X
	
	
	
	-4.1%/-1.4%/
0%/+1.4%;

-2.7%/-2.7%/
+4.4%/+4.4%;

-4.2%/-4.2%/
+4.3%/+4.6%

	
	Y
	
	
	
	

	
	Z
	
	
	
	

	Summary
	Minor
	-0%~-0.8 or positive gain
	vivo, MediaTek

	
	Modrt
	-1.4%~-4.2%
	MediaTek

	
	
	
	
	
	

	
	
	
	
	
	




	Support/Can accept
	

	Object/Concern
	



	Company
	View

	
	

	
	

	
	






3.1-5: Table 5. Evaluation results for CSI compression of separate training without model generalization/scalability
Issue#3-10 [Rd3] (Closed) NW first training-1 NW to 1 UE (Case 1)-Different backbones

Issue#3-11 (Closed) UE first training-1 NW to 1 UE (Case 1)-Different backbones

Issue#3-12 (Closed) NW first training-N>1 NW to 1 UE (Case 3)

Issue#3-13 [Rd3] (High priority) UE first training-1 NW to M>1 UE (Case 2)
Moderator note: For training Type 3, we already have drawn observations for Case 1 (1 NW to 1 UE) with the same backbone in previous meetings. This issue tries to draw observation from the aspect of UE first Case 3 (1 NW to M>1 UEs).
Updates: Add CMCC results. Update Xiaomi results.

Proposed observation 3.1.13:
For the evaluation of UE first separate training with dataset sharing manner for CSI compression, for the pairing between M>1 separate UE part models and 1 NW part model (Case 2), when taking 1-on-1 joint training between the NW part model and the UE part model as benchmark, larger performance loss is observed in general than the case of UE first separate training with 1 UE part model and 1 NW part model pairing (Case 1):
· 8 sources [Nokia, Qualcomm, Fujitsu, Lenovo, Apple, CATT, vivo, Xiaomi] observe minor loss of -0%~-1.82% compared to 1-on-1 joint training.
· 4 sources [Nokia, Lenovo, CATT, CMCC] observe moderate loss of -2.17%~-4.96% compared to 1-on-1 joint training.
· 2 sources [OPPO, MediaTek] observe significant loss of -11.56%~-73.7% compared to 1-on-1 joint training.
· Note: the dataset sharing behavior from above sources follows the example of the agreement in the RAN1#111 meeting, where “the set of information includes the input and output of the Network side CSI generation part, or includes the output of the Network side CSI generation part only”.
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· The performance metric is SGCS for Layer 1.
· Same size of training dataset for benchmark, NW part training and the UE part training
· Same pair of NW part model and UE part model between 1-on-1 joint training and UE first separate training.
· Quantization/dequantization method/parameters between NW side and UE side are aligned.
· M=2, 3, or 4 are considered.
· Note: Results refer to Table X of R1-230xxxx


Table X. UE first training for CSI compression - 1 NW to pair with M>1 UEs (Case 2)
	
	CSI payload
	Benchmark
(#A~D: NW part;
#1~4: UE part)
NW#A-UE#1/UE#2/ UE#3/UE#4
	M=2
UE#1/UE#2
	M=3
UE#1/UE#2/ UE#3
	M=4
UE#1/UE#2/ UE#3/UE#4

	Nokia#5
	Descrip
	TF#A-TF#1/TF#2
	TF#A to pair with TF#1 and TF#2
	
	

	
	X
	0.680/0.677
	-0.7%/1%
	
	

	
	Y
	0.788/0.771
	-5%/-3%
	
	

	
	Z
	0.859/0.846
	-0.5%/-0.6%
	
	

	Qualcomm#1
	Descrip
	TF#A-TF#1/CNN#1
	TF#A to pair with TF#1 and CNN#1
	
	

	
	X
	
	
	
	

	
	Y
	0.8062 / 0.7854
	-0.2%/ +0.3%
	
	

	
	Z
	
	
	
	

	Lenovo#1
	Descrip
	CNN#A-TF#1/CNN#1
	CNN#A to pair with TF#1 and CNN#1
	
	

	
	X
	
	
	
	

	
	Y
	0.893/0.882
	-2.3%/ +0.7%
	
	

	
	Z
	
	
	
	

	Lenovo#2
	Descrip
	
	
	
	

	
	X
	
	
	
	

	
	Y
	0.893/0.882
	+0.1%/ +1.2%
	
	

	
	Z
	
	
	
	

	Apple
	Descrip
	TF#A-TF#1/TF#2/TF#3
	
	TF#A to pair with TF#1/ TF#2/TF#3
	

	
	X
	0.725235
	
	-1.7%
	

	
	Y
	
	
	
	

	
	Z
	
	
	
	

	Fujitsu#1
	Descrip
	TF#A-TF#1/CNN#1
	TF#A to pair with TF#1 and CNN#1
	
	

	
	X
	0.725235
	-0.76%/-0.28%
	
	

	
	Y
	
	-1.82%/-0.24%
	
	

	
	Z
	
	-0.72%/+0.19%
	
	

	CATT#1
	Descrip
	TF#A-TF#1/TF#2/
CNN#1
	
	TF#A to pair with TF#1/
TF#2/CNN#1
	

	
	X
	0.6387/0.6245/
0.5419
	
	-2.41%/-2.45%
/-4.00%
	

	
	Y
	0.6995/0.6965/
0.5894
	
	-2.26%/-2.17%/
-3.95%
	

	
	Z
	0.7719/0.7605/
0.6490
	
	-1.31%/-1.58%/
-4.81%
	

	MediaTek #1/2/3
	Descrip
	
	
	
	

	
	X
	
	
	
	

	
	Y
	
	
	
	

	
	Z
	
	
	
	-54.2%/-61.5%/ -70.6%/ -61.87%;

-55.3%/ -65.9% / -73.7%/ -62.6%;

-48.9%/ -56.9%/ -61.3%/ -42.9%

	vivo#3
	Descrip
	TF#A-TF#1/TF#2/
CNN#1
	
	TF#A to pair with TF#1/
TF#2/CNN#1
	

	
	X
	0.750/0.742/0.726
	
	-1.5%/-1.2%/ 
-1.6%
	

	
	Y
	
	
	
	

	
	Z
	
	
	
	

	OPPO#2
	Descrip
	TF#A-TF#1/
CNN#1
	TF#A to pair with TF#1/
CNN#1
	
	

	
	X
	
	-4.96%/-11.56%
	
	

	
	Y
	
	
	
	

	
	Z
	
	
	
	

	Xiaomi#1
	Descrip
	TF#A-TF#1/TF#2/
CNN#1;

TF#B-TF#1/TF#2/
CNN#1;

CNN#A-TF#1/TF#2/
CNN#1
	
	TF#A to pair with TF#1/TF#2/
CNN#1;

TF#B to pair with TF#1/TF#2/
CNN#1;

CNN#A to pair with TF#1/TF#2/
CNN#1
	

	
	X
	
	
	
	

	
	Y
	0.8118/0.8093/ 0.7421;

0.81/0.8085/0.7408

0.7489/0.7467/ 0.7135
	
	-0.55%/ -0.52%/
-0.54%;

-0.62%/ -0.64% /
-0.54%;

-0.44%/-0.36% /
-0.43%
	

	
	Z
	
	
	
	

	CMCC#7
	Descrip
	TF#A-TF#1/TF#2
	TF#A to pair 
with TF#1 and TF#2
	
	

	
	X
	
	
	
	

	
	Y
	0.7656/0.7662
	-3.96%/-4.57%
	
	

	
	Z
	
	
	
	

	Summary
	
	
	
	
	

	
	-0%~-1.82%
	
	Nokia, Qualcomm, Fujitsu, Lenovo
	Apple, CATT, vivo, Xiaomi
	

	
	-2.17%~-4.96%
	
	Nokia, Lenovo, CMCC
	CATT
	

	
	-11.56%~-87%
	
	OPPO
	
	MediaTek,




	Support/Can accept
	

	Object/Concern
	



	Company
	View

	Lenovo
	

Please add Lenovo#2 results to the table:
	Lenovo#2
	Descrip
	CNN#A-TF#1/CNN#1
	CNN#A to pair with TF#1 and CNN#1
With iterative separate training
	
	

	
	X
	
	
	
	

	
	Y
	0.893/0.882
	+0.1%/ +1.2%
	
	

	
	Z
	
	
	
	[bookmark: _Hlk143376298]



As the note section “Note: the dataset sharing behavior” only discuss the simple case of separate training, and based on the results we have reported in Table.5 we suggest to add the following note:
Note: 1 company [Lenovo] reported that the possible degradation in UE-first case-2 (due to data/model mismatch) can be eliminated using iterative separate trading which bring the result in par with the 1-on-1 joint training.


	Xiaomi
	Similar with Issue#2-13, correct the absolute value of benchmark. 
Note that the benchmark value have been corrected in the table above. 

	CMCC
	It seems our result is missing, please add CMCC’s result, thanks!

	
	CSI payload
	Benchmark
(#A~D: NW part;
#1~4: UE part)
NW#A-UE#1/UE#2/ UE#3/UE#4
	M=2
UE#1/UE#2

	CMCC#7
	Descrip
	TF#A-TF#1/TF#2
	TF#A to pair 
with TF#1 and TF#2

	
	X
	
	

	
	Y
	0.7656/0.7662
	-3.96%/-4.57%

	
	Z
	
	




	Moderator
	@Lenovo we have a note that “the dataset sharing behavior from above sources follows the example of the agreement in the RAN1#111 meeting”. Does iterative training follow that agreement?

	Lenovo
	In fact, Table 5 is to capture results for Type-3 training.
One example of Type-3 training is the method the agreement in the RAN1#111 meeting which is captured in the “Note” of this observation.
However, there are other schemes of Type-3 training such as iterative Type-3 that we have reported the results. Since, you have the notes and all other results are based on the method the agreement in the RAN1#111, we have suggested this result in a note, such as:
Note: 1 company [Lenovo] reported that the possible degradation in UE-first case-2 (that may happen due to data/model mismatch) can be compensated using other implementation of Type-3, e.g., iterative separate training, and bring the result in par with the 1-on-1 joint training.

	Moderator
	@Lenovo as a compromise, add Lenovo results on iterative training to the table, but do not say what behavior it is. 
Reason: Each company may use some particular implementation (as it is clarified by Lenovo that iterative separate training is implementation of Type 3) during the training, and it is Moderator’s understanding that implementation results with small performance gap (<5% gap) do not need to be particularly mentioned. So, no change to the observation.

	Lenovo
	Thanks to the FL for the response. 
As can be seen in ours and other company’s results, there are minor to significant degerdations in Type-3 implimentaion compared to Joint-training when we use “Typical implimentaiton” of Type-3.
The main message of our results in Lenovo#2 is that this loss can be recovered if we use other implimenation of Type-3.  
In fact, Table.5 is to show the gain/loss of Type-3  (not limited to “Typical implimentaiton” of Type-3). Since other results are based on the Typical implimentaoin of Type-3, similar to other observations, we are proposing to capture our observation at least as a note, such as:

Note: 1 company [Lenovo] reported that the degradation in UE-first case-2 (that may happen due to data/backbone mismatch) can be compensated using other implementation of Type-3, (e.g., iterative separate training), and bring the result in par with the 1-on-1 joint training.

Regarding the performance gap: Please note that, the results illustrates that using alternative methods for Type-3 training, we can “completely” recover the loss that we observe using “typical type-3” compared to “joint training”. So, although the value of the gain is small but it is 100% of the “loss”. 





[bookmark: OLE_LINK13][bookmark: OLE_LINK14]
3.1-6: Others
Question 3.1.1: For the observations on CSI compression, what other issues/aspects do you think are missed for discussion?

	Company
	View

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	



3.2 4th round email discussions 
Issue#3-1 [Rd4] (High priority) CSI overhead reduction
Moderator note: No update on top of the 3rd round.
Update: Add a note to capture Futurewei’s comments.
Upd Proposed observation 3.1.1:
For the evaluation of AI/ML based CSI compression, compared to the benchmark, in terms of CSI feedback reduction,
· For Max rank = 1, 
· For CSI overhead A (small overhead), 1 source [ZTE] observes the CSI feedback reduction of 10.24% for FTP traffic; 
· For CSI overhead B (medium overhead), 3 sources [Huawei, ZTE, Futurewei] observe the CSI feedback reduction of 15.62%~60% for FTP traffic, and 2 sources [Huawei, Qualcomm] observes the CSI feedback reduction of 37%~66% for full buffer;
· For CSI overhead C (large overhead), 2 sources [Huawei, ZTE] observe the CSI feedback reduction of 14.37%~55% for FTP traffic, and 2 sources [Huawei, Qualcomm] observes the CSI feedback reduction of 50%~53% for full buffer;
· Note: For CSI overhead C (large overhead), 1 source [Futurewei] observes CSI feedback reduction of 75% for FTP traffic.
· For Max rank = 2, 
· For CSI overhead A (small overhead), 3 sources [Futurewei, Qualcomm, ZTE] observe the CSI feedback reduction of 20.83%~54% for FTP traffic, and 1 source [Qualcomm] observes the CSI feedback reduction of 56% for full buffer; 
· For CSI overhead B (medium overhead), 3 sources [Futurewei, Qualcomm, ZTE] observe the CSI feedback reduction of 22.22%~52% for FTP traffic, and 2 sources [Huawei, Qualcomm] observe the CSI feedback reduction of 52% for full buffer;
· For CSI overhead C (large overhead), 3 sources [Futurewei, Qualcomm, ZTE] observe the CSI feedback reduction of 10%~58.33% for FTP traffic, and 2 sources [Huawei, Qualcomm] observe the CSI feedback reduction of 22%~54% for full buffer;
· Note: For CSI overhead B (medium overhead), 1 source [Futurewei] observe CSI feedback reduction of up to ~83% for FTP traffic using particular VQ codebook solution.
· For Max rank = 4, 
· For CSI overhead A (small overhead), 2 sources [Qualcomm, ZTE] observe the CSI feedback reduction of 50%~79% for FTP traffic, and 1 source [ZTE] observes the CSI feedback reduction of 70.53% for full buffer; 
· For CSI overhead B (medium overhead), 2 sources [Qualcomm, ZTE] observe the CSI feedback reduction of 36.10%~78% for FTP traffic, and 1 source [ZTE] observes the CSI feedback reduction of 47.74% for full buffer;
· For CSI overhead C (large overhead), 2 sources [Qualcomm, ZTE] observe the CSI feedback reduction of 8%~58% for FTP traffic, and 1 source [ZTE] observes the CSI feedback reduction of 42.59% for full buffer;
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix of the current CSI is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· 1-on-1 joint training is assumed.
· The performance metric is CSI overhead reduction for Max rank 1/2/4.
· Benchmark is Rel-16 Type II codebook.
· Note: Results refer to Table X of R1-230xxxx

Table X. Gain of CSI compression over R16 Type II benchmark – CSI overhead reduction
	
	RU
	CSI overhead
	R1
	R2
	R4

	HW#1
(FTP)
	<=39%
	A
	
	
	

	
	
	B
	38%
	
	

	
	
	C
	47%
	
	

	
	40%-69%
	A
	
	
	

	
	
	B
	39%
	
	

	
	
	C
	55%
	
	

	
	>=70%
	A
	
	
	

	
	
	B
	50%
	
	

	
	
	C
	47%
	
	

	ZTE#1
(FTP)
	<=39%
	A
	
	
	

	
	
	B
	
	
	

	
	
	C
	
	
	

	
	40%-69%
	A
	
	48.60% 
	56.01%

	
	
	B
	
	39.80%
	36.10%

	
	
	C
	
	38.66%
	38.14%

	
	>=70%
	A
	10.24%
	44.44% 
	60.29%

	
	
	B
	15.62%
	38.12%
	36.41%

	
	
	C
	14.37%
	36.47%
	37.93%

	QC#1
(FTP)
Option 2-1
	<=39%
	A
	
	52%
	67%

	
	
	B
	
	46%
	70%

	
	
	C
	
	29%
	8%

	
	40%-69%
	A
	
	51%
	57%

	
	
	B
	
	49%
	61%

	
	
	C
	
	10%
	12%

	
	>=70%
	A
	
	54%
	56%

	
	
	B
	
	52%
	62%

	
	
	C
	
	12%
	21%

	QC#2
(FTP)
Option 3-1
	<=39%
	A
	
	
	50%

	
	
	B
	
	
	61%

	
	
	C
	
	
	13%

	
	40%-69%
	A
	
	
	65%

	
	
	B
	
	
	67%

	
	
	C
	
	
	41%

	
	>=70%
	A
	
	
	79%

	
	
	B
	
	
	78%

	
	
	C
	
	
	58%

	Futurewei#1
(FTP)
	<=39%
	A
	
	
	

	
	
	B
	
	
	

	
	
	C
	
	
	

	
	40%-69%
	A
	
	
	

	
	
	B
	
	
	

	
	
	C
	
	
	

	
	>=70%
	A
	
	20.83%;
83.33% (VQ-LUT)
	

	
	
	B
	60%
	22.22%
	

	
	
	C
	75%
	58.33%
	

	HW#2
(FB)
	
	A
	
	
	

	
	
	B
	37%
	52%
	

	
	
	C
	50%
	54%
	

	QC#2
(FB)
	
	A
	
	56%
	

	
	
	B
	66%
	52%
	

	
	
	C
	53%
	22%
	

	ZTE#2
(FB)
	
	A
	
	
	70.53%

	
	
	B
	
	
	47.74%

	
	
	C
	
	
	42.59%

	Sumamry-
FTP
	<=39%
	A
	
	52%
	50%~67%

	
	
	B
	38%
	46%
	61%~70%

	
	
	C
	47%
	29%
	8%~13%

	
	40%-69%
	A
	
	20.83%~54%
	56.01%~65%

	
	
	B
	39%
	22.22%~52%
	36.10%~67%

	
	
	C
	55%
	10%~58.33%
	12%~41%

	
	>=70%
	A
	10.24%
	44.44% 
	56%~79%

	
	
	B
	15.62%~50%
	38.12%
	36.41%~78%

	
	
	C
	14.37%~47%
	36.47%
	21%~58%

	Summary-FTP
	
	A
	10.24%
	20.83%~54%
	50%~79%

	
	
	B
	15.62%~60% 
	22.22%~52%
	36.10%~78%

	
	
	C
	14.37%~55%
	10%~58.33%
	8%~58%

	Summary-FB
	
	A
	
	56%
	70.53%

	
	
	B
	37%~66%
	52%
	47.74%

	
	
	C
	50%~53%
	22%~54%
	42.59%




	Support/Can accept
	ZTE

	Object/Concern
	



	Company
	View

	
	

	
	

	
	



Issue#3-3 [Rd4] (High priority) Model input/output
Moderator note: No update on top of the 3rd round.

Proposed observation 3.1.3
For the evaluation of CSI compression, for the type of AI/ML model input (for CSI generation part)/output (for CSI reconstruction part), a vast majority of companies adopt precoding matrix as model input/output.
· Note: For the evaluations of CSI compression with 1-on-1 joint training, 22 sources [Huawei, Nokia, Futurewei, Lenovo, ZTE, vivo, OPPO, Spreadtrum, Fujitsu, NTT DOCOMO, Xiaomi, Qualcomm, Intel, InterDigital, CATT, Apple, China Telecom, MediaTek, BJTU, ETRI, CMCC, Ericsson] take eigenvector(s) without angular-delay domain convertion as the model input/output; 2 sources [Ericsson, Samsung] takes eigenvectors with angular-delay domain representation as the model input/output. No company submitted explicit channel matrix as input.


	Support/Can accept
	China Telecom, ZTE, ETRI

	Object/Concern
	



	Company
	View

	Ericsson
	Ericsson have also provided results without angular-delay domain convertion and should be added to the group of 21 sources.

	
	

	
	



Issue#3-4 [Rd4] (High priority) Model Monitoring-Case 1
Moderator note: 
Updated based on QC comments. – One note is added for PC6 to reflect the performance gain of performing average over testing samples.
Upd Proposed observation 3.1.4:
For the evaluation of intermediate KPI based monitoring mechanism for CSI compression, for monitoring Case 1, in terms of monitoring accuracy with Option 1,
· For ground truth CSI format of R16 eType II CB, monitoring accuracy is increased with the increase of the resolution for the ground-truth CSI (number of bits for each sample of ground-truth CSI) in general, with the impact of increased overhead, wherein
· for ground truth CSI format of R16 eType II CB with PC#6, 4 sources [vivo, Ericsson, Intel, Qualcomm] observe KPIDiff as 13.2%~71.6%/ 28.5%~100%/ 68.4%~100% for KPIth_1=0.02/0.05/0.1, respectively.
· Note: two sources [vivo, Qualcomm] observed averaging on the test samples improves the monitoring accuracy.
· for ground truth CSI format of R16 eType II CB with PC#8, 5 sources observe [Apple, Huawei, ZTE, Ericsson, Intel] KPIDiff as 21%~43.0%/ 48.1%~79.1%/ 79.8%~97.1% for KPIth_1=0.02/0.05/0.1, respectively.
· for ground truth CSI format of R16 eType II CB with new parameter of 580-750bits CSI payload size, 2 sources [Ericsson, Intel] observe KPIDiff as 35.4%~63%/ 77.9%~93.0%/ 99.5%~99.9% for KPIth_1=0.02/0.05/0.1, respectively, which have 12.7%~20%/ 13.9%~29.8%/ 8%~31.1% gain over PC#8.
· for ground truth CSI format of R16 eType II CB with new parameter of around 1000bits CSI payload size, 4 sources [Huawei, ZTE, Ericsson, vivo] observe KPIDiff as 34.9%~89%/ 82.9%~100%/ 99.9%~100% for KPIth_1=0.02/0.05/0.1, respectively, which have 12.2%~68%/ 18%~43.62%/ 2.9%~31% gain over PC#8 from 3 sources [Huawei, ZTE, Ericsson] and 4.67%~10.6%/ 0%~5.88%/ 0%~0.49% gain over PC#6 from 1 source [vivo].
· for ground truth CSI format of R16 eType II CB with new parameter of around 1600bits CSI payload size, 2 sources [Huawei, Fujitsu] observe KPIDiff as 89.1%~97%/ 99.9%~100%/ 100% for KPIth_1=0.02/0.05/0.1, respectively, which have 76%/33%/3% gain over PC#8 from 1 source [Huawei].
· for ground truth CSI format of 4 bits scalar quantization, 2 sources [Ericsson, NTT DOCOMO] observe KPIDiff as 9.4%~47%/ 96.3%~100%/ 100% for KPIth_1=0.02/0.05/0.1, respectively.
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Time independency is assumed over the test samples for monitoring
· Precoding matrix is used as the model input.
· 1-on-1 joint training is assumed.
· The performance metric is monitoring accuracy for Layer 1.
· Note: Results refer to Table x of R1-230xxxx

Table X. Model monitoring with intermediate KPI-Case 1
	
	
	
	PC#6 (~280 bits)
	PC#8 (~330 bits)
	eType II, New Para#1
(580-750bits)
	eType II, New Para#2
(1014bits)
	eType II, New Para#3
(1579-1610bits)
	Other

	Apple
	Note
	
	
	
	
	
	
	

	
	KPI_th =0.02
	X
	
	35%
	
	
	
	

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	
	36%
	
	
	
	

	
	KPI_th =0.05
	X
	
	62%
	
	
	
	

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	
	65%
	
	
	
	

	
	KPI_th =0.1
	X
	
	83%
	
	
	
	

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	
	85%
	
	
	
	

	HW#1/2
/3
	Note
	
	
	
	
	1014bits
(L=10, p=0.9, beta=0.31)
	1610bits
(L=12, p=0.8, beta=0.5)
	

	
	KPI_th =0.02
	X
	
	
	
	
	
	

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	
	21%
	
	89%,
68% over PC8
	97%,
76% over PC8
	

	
	KPI_th =0.05
	X
	
	
	
	
	
	

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	
	67%
	
	100%,
33% over PC8
	100%,
33% over PC8
	

	
	KPI_th =0.1
	X
	
	
	
	
	
	

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	
	97%
	
	100%,
3% over PC8
	100%,
3% over PC8
	

	NTT DOCO MO#1/2

	Note
	
	
	
	
	
	
	Scalar
4bits/5 bits 

	
	KPI_th =0.02
	X
	
	
	
	
	
	47%/100%

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	
	
	
	
	
	

	
	KPI_th =0.05
	X
	
	
	
	
	
	100%/100%

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	
	
	
	
	
	

	
	KPI_th =0.1
	X
	
	
	
	
	
	100%/100%

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	
	
	
	
	
	

	vivo#1~
9
	Note
	
	1samp/
5samps/
10samps
	
	
	1014bits
(L=10, p=0.9, beta=0.31);
1samp/
5samps/
10samps/
	
	Scalar
16bits (~13000 bits)

	
	KPI_th =0.02
	X
	
	
	
	
	
	

	
	
	Y
	62.58%/
68.18%/
71.6%
	
	
	67.25%/
78.78%/
86.7%
4.67%/10.6%/
10.6% over PC6
	
	100%

	
	
	Z
	
	
	
	
	
	

	
	KPI_th =0.05
	X
	
	
	
	
	
	

	
	
	Y
	93.71%/
99.38%/
100%
	
	
	99.59%/
100%/
100%,
5.88%/0.62%/
0% over PC6
	
	100%

	
	
	Z
	
	
	
	
	
	

	
	KPI_th =0.1
	X
	
	
	
	
	
	

	
	
	Y
	99.51%/
100%/
100%
	
	
	100%/
100%/
100%,
0.49%/0%/
0% over PC6
	
	100%

	
	
	Z
	
	
	
	
	
	

	ZTE#1~3
	Note
	
	
	
	
	1014bits
(L=10, p=0.9, beta=0.31)
	
	

	
	KPI_th =0.02
	X
	
	
	
	
	
	

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	
	23.28%
	
	70.32%,
47.04% over PC8
	
	

	
	KPI_th =0.05
	X
	
	
	
	
	
	

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	
	54.9%
	
	98.52%,
43.62% over PC8
	
	

	
	KPI_th =0.1
	X
	
	
	
	
	
	

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	
	91.21%
	
	99.92%,
8.71% over PC8
	
	

	Fujitsu#1
/2
	Note
	
	
	
	
	
	1579bits (L=12, p=0.95, beta=0.5)
	

	
	KPI_th =0.02
	X
	
	
	
	
	89.1%
	

	
	
	Y
	
	
	
	
	90.95%
	

	
	
	Z
	
	
	
	
	92.55%
	

	
	KPI_th =0.05
	X
	
	
	
	
	100%
	

	
	
	Y
	
	
	
	
	99.9%
	

	
	
	Z
	
	
	
	
	100%
	

	
	KPI_th =0.1
	X
	
	
	
	
	100%
	

	
	
	Y
	
	
	
	
	100%
	

	
	
	Z
	
	
	
	
	100%
	

	E///#1 ResNet-like CNN
	Note
	
	
	
	750bits  (L=8, p=0.75, beta=0.5)
	1014bits
(L=10, p=0.9, beta=0.31)
	
	Scalar,
4 bits per subband (3328bits)

	
	KPI_th =0.02
	X
	13.2%
	22.7%
	35.4%,
12.7% over PC8
	34.9%,
12.2% over PC8
	
	28.7%

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	
	
	
	
	
	

	
	KPI_th =0.05
	X
	28.5%
	48.1%
	77.9%,
29.8% over PC8
	82.9%,
34.8% over PC8
	
	97.0%

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	
	
	
	
	
	

	
	KPI_th =0.1
	X
	68.4%
	79.8%
	99.5%,
31.1% over PC8
	99.9%,
31.5% over PC8
	
	100%

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	
	
	
	
	
	

	E///#2 CNN
	Note
	
	
	
	750bits  (L=8, p=0.75, beta=0.5)
	1014bits
(L=10, p=0.9, beta=0.31)
	
	Scalar,
4 bits per subband (3328bits)

	
	KPI_th =0.02
	X
	
	
	
	
	
	

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	32.3%
	35.5%
	48.8%,
13.3% over PC8
	66.9%,
31.4% over PC8
	
	9.4%

	
	KPI_th =0.05
	X
	
	
	
	
	
	

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	67.1%
	70.0%
	89.4%,
19.4% over PC8
	97.5%,
275% over PC8
	
	97.2%

	
	KPI_th =0.1
	X
	
	
	
	
	
	

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	93.3%
	93.0%
	99.9%,
6.6% over PC8
	100%,
7% over PC8
	
	100%

	E///#3 TF
	Note
	
	
	
	750bits  (L=8, p=0.75, beta=0.5)
	1014bits
(L=10, p=0.9, beta=0.31)
	
	Scalar,
4 bits per subband (3328bits)

	
	KPI_th =0.02
	X
	41.6%
	43.0%
	57.7%,
14.7% over PC8
	65.5%,
22.5% over PC8
	
	26.8%

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	
	
	
	
	
	

	
	KPI_th =0.05
	X
	77.2%
	79.1%
	93.0%,
13.9% over PC8
	97.1%,
18% over PC8
	
	96.3%

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	
	
	
	
	
	

	
	KPI_th =0.1
	X
	95.9%
	97.1%
	99.9%,
2.8% over PC8
	100%,
2.9% over PC8
	
	100%

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	
	
	
	
	
	

	Intel#1~4
	Note
	
	
	
	580bits  (L=8, p=0.5, beta=0.5)
	
	
	~3300 bits
(L, p, beta) = (16, 1, 1)

	
	KPI_th =0.02
	X
	
	
	
	
	
	

	
	
	Y
	39%
	43%
	63%,
20% over PC8
	
	
	74%

	
	
	Z
	
	
	
	
	
	

	
	KPI_th =0.05
	X
	
	
	
	
	
	

	
	
	Y
	67%
	70%
	92%,
22% over PC8
	
	
	99%

	
	
	Z
	
	
	
	
	
	

	
	KPI_th =0.1
	X
	
	
	
	
	
	

	
	
	Y
	89%
	91%
	99%,
8% over PC8
	
	
	100%

	
	
	Z
	
	
	
	
	
	

	QC#7~9
	Note
	
	1samp/
5samps/
10samps/
	
	
	
	
	

	
	KPI_th =0.02
	X
	
	
	
	
	
	

	
	
	Y
	36.64%/
38.06%/
37.55%
	
	
	
	
	

	
	
	Z
	
	
	
	
	
	

	
	KPI_th =0.05
	X
	
	
	
	
	
	

	
	
	Y
	71.04%/
76.56%/
79.03%
	
	
	
	
	

	
	
	Z
	
	
	
	
	
	

	
	KPI_th =0.1
	X
	
	
	
	
	
	

	
	
	Y
	93.74%/
97.36%/
98.58%
	
	
	
	
	

	
	
	Z
	
	
	
	
	
	

	Summary
	
	
	
	
	
	
	
	

	
	KPI_th =0.02
	
	13.2%~
71.6%
Vivo, E///, Intel, QC
	21%~
43.0%
Apple, HW, ZTE, E///, Intel
	35.4%~63%,
12.7%~20% over PC8
E///, Intel
	34.9%~89%
12.2%~68% over PC8
HW, ZTE, E///,

4.67%~10.6% over PC6
Vivo
	89.1%~97%
HW, Fujitsu
	Scalar 4bits:

9.4%~47%
E///, NTT DOCOMO

	
	KPI_th =0.05
	
	28.5%~
100%
Vivo, E///, Intel, QC
	48.1%~
79.1%
Apple, HW, ZTE, E///, Intel
	77.9%~
93.0%,
13.9%~
29.8% over PC8 
E///, Intel
	82.9%~100%
18%~43.62% over PC8
HW, ZTE, E///,

0%~5.88% over PC6
Vivo
	99.9%~100%
HW, Fujitsu
	Scalar 4bits:

96.3%~100%
E///, NTT DOCOMO

	
	KPI_th =0.1
	
	68.4%~
100%
Vivo, E///, Intel, QC
	79.8%~
97.1%
Apple, HW, ZTE, E///, Intel
	99.5%~
99.9%,
8%~
31.1% over PC8
E///, Intel
	99.9%~100%
2.9%~31% over PC8
HW, ZTE, E///,

0%~0.49% over PC6
Vivo
	100%
HW, Fujitsu
	Scalar 4bits:

100%
E///, NTT DOCOMO
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Issue#3-5 [Rd4] (High priority) Model Monitoring-Case 2
Moderator note: 
Update ZTE results for the table and observation text. Ericsson comments reflected in the updates by adding complexity analysis; 
Update: As per QC offline comments, “LCM complexity” is not subject to the evaluation agenda. For the air-interface resources for monitoring proxy model, it may depend on whether the proxy model will be monitored or will not be monitored. From Moderator perspective, we either remove both complexity analysis for Case 1 and Case 2, or keep both.
In addition, Case 2-1/2-2 air-interface resources changed to [no/less], to be further decided at Offline/GTW.
Update2: Add Lenovo results subject to iterative training to the table. No impact to the observation text.
Update3: Update QC results in the table.
Upd Proposed observation 3.1.5:
For the evaluation of intermediate KPI based monitoring mechanism for CSI compression, for Case 2, in terms of monitoring accuracy with Option 1,
· For Case 2-1 subject to generalization Case 1 for the proxy model, 5 sources [Huawei, Lenovo, vivo, ZTE, Fujitsu] observe KPIDiff as 31%~84%/ 65.63%~99.8%/ 95%~100% for KPIth_1=0.02/0.05/0.1, respectively;
· Compared with monitoring Case 1 with ground truth CSI format of R16 eType II CB with new parameter of around 1000bits CSI payload size,
· 2 sources [vivo, ZTE] observe +0.99%~+4.07% gain at KPIth_1=0.02;
· 3 sources [Huawei, vivo, ZTE] observe -6.03%~-58%/ -0.2%~-24%/ 0%~-5% degradation for KPIth_1=0.02/0.05/0.1, respectively;
· Compared with monitoring Case 1 with ground truth CSI format of R16 eType II CB with new parameter of around 1600bits CSI payload size, 2 sources [Huawei, Fujitsu] observe -16.35%~-66%/ -0.4%~-24%/ 0%~-24% degradation for KPIth_1=0.02/0.05/0.1, respectively.
· Note: For Case 2-1 subject to generalization Case 2 for the proxy model, 2 sources [Huawei, ZTE] observe -1.77%~-37.42% / -1.07%~-23.93%/ -0.16%~-14% compared with generalization Case 1 with the same testing scenario.
· Note: For Case 2-2, 1 source [Qualcomm] observes KPIDiff as 61%~72.1%/ 91.2%~96.6%/ 99.2%~99.75% under generalization Case 1 for the proxy model, and 60%~71.3%/ 90.4%~99.3%/ 99%~100% under generalization Case 3 for the proxy model, for KPIth_1=0.02/0.05/0.1, respectively.
· Note: for the complexity and overhead analysis:
· Case 2-1/2-2 has [no/smaller] air-interface overhead compared with Case 1 which requires air-interface overhead.
· [Case 2-1/2-2 may cause additional model LCM complexity (e.g., training, inference, monitoring), while Case 1 may cause additional quantization complexity if new quantization methods/parameters are introduced.]
· Note: “Generalization Case 1” means the proxy model is trained based on training dataset from one Scenario#A, and then tested for monitoring on a dataset from the same Scenario#A. “Generalization Case 2” means the proxy model is trained based on training dataset from one Scenario#B, and then tested for monitoring on a dataset from a different Scenario#A. “Generalization Case 3” means the proxy model is trained based on mixing datasets from multiple scenarios including Scenario#A, and then tested for monitoring on the dataset from Scenario#A.
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Time independency is assumed over the test samples for monitoring
· Precoding matrix is used as the model input.
· 1-on-1 joint training is assumed.
· The performance metric is monitoring accuracy for Layer 1.
· Note: Results refer to Table x of R1-230xxxx

Table X. Model monitoring with intermediate KPI-Case 2
	
	
	
	Case 1 

	Case 2-1, Generalization Case 1
	Case 2-1, Generalization Case 2
	Case 2-2
Generalization Case 1
	Case 2-2
Generalization Case 3

	HW#2/4/5
	Note
	
	1014bits
(L=10, p=0.9, beta=0.31);

1610bits
(L=12, p=0.8, beta=0.5)
	Train/test: UMa/UMa
	Train/test: UMa/InH
	
	

	
	KPI_th =0.02
	X
	
	
	
	
	

	
	
	Y
	
	
	
	
	

	
	
	Z
	89%;

97%
	31%
-58% over Case 1-1014bits;

-66% over Case 1-1610bits;
	25%
-6% over Case 2 (Genr-Case1)
	
	

	
	KPI_th =0.05
	X
	
	
	
	
	

	
	
	Y
	
	
	
	
	

	
	
	Z
	100%;

100%
	76%
-24% over Case 1-1014bits;

-24% over Case 1-1610bits;
	60%
-16% over Case 2 (Genr-Case1)
	
	

	
	KPI_th =0.1
	X
	
	
	
	
	

	
	
	Y
	
	
	
	
	

	
	
	Z
	100%;

100%
	95%
-5% over Case 1-1014bits;

-5% over Case 1-1610bits;
	81%
-14% over Case 2 (Genr-Case1)
	
	

	Lenovo
#1/2/3/4
	Note
	
	
	Similar/diff model structure
	
	
	

	
	KPI_th =0.02
	X
	
	
	
	
	

	
	
	Y
	
	
	
	
	

	
	
	Z
	
	78%/63%;
81%/77%
	
	
	

	
	KPI_th =0.05
	X
	
	
	
	
	

	
	
	Y
	
	
	
	
	

	
	
	Z
	
	94%/87%;
96%/95%
	
	
	

	
	KPI_th =0.1
	X
	
	
	
	
	

	
	
	Y
	
	
	
	
	

	
	
	Z
	
	98%/96%;
99%/98%
	
	
	

	Vivo#4~6/10~12
	Note
	
	1014bits
(L=10, p=0.9, beta=0.31),
1samp/
5samps/
10samps
	1samp/
5samps/
10samps
	
	
	

	
	KPI_th =0.02
	X
	
	
	
	
	

	
	
	Y
	67.25%/
78.78%/
86.7%
	71.32%/
72.75%/
77.6%
4.07%/
-6.03%/
-9.1% over Case 1
	
	
	

	
	
	Z
	
	
	
	
	

	
	KPI_th =0.05
	X
	
	
	
	
	

	
	
	Y
	99.59%/
100%/
100%

	95.18%/
99.55%/
99.8%
-4.41%/
-0.45%/
-0.2% over Case 1
	
	
	

	
	
	Z
	
	
	
	
	

	
	KPI_th =0.1
	X
	
	
	
	
	

	
	
	Y
	100%/
100%/
100%

	99.56%/
99.98%/
100%
-0.44%/
-0.02%/
0% over Case 1
	
	
	

	
	
	Z
	
	
	
	
	

	ZTE#2/3~11
	Note
	
	1014bits
(L=10, p=0.9, beta=0.31)
	Train/test: UMa/UMa;
UMi/UMi;
InH;InH
	Train/test: {UMi/UMa;
InH/UMa;}
{UMa/UMi;
InH /UMi;}
{UMa/ InH;
UMi/ InH;}
	
	

	
	KPI_th =0.02
	X
	
	
	
	
	

	
	
	Y
	
	
	
	
	

	
	
	Z
	70.32%
	71.31%; 65.63%;  84%
0.99%/ -4.69%/-13.68% over Case 1

	{60.54%;66.67}
{67.4%;57.82%}
{60.79%;46.58%}
{-10.77%;-4.64%}
{-1.77%;-7.81%}
{-23.21%;-37.42%}
over Case 2 (Genr-Case1)
	
	

	
	KPI_th =0.05
	X
	
	
	
	
	

	
	
	Y
	
	
	
	
	

	
	
	Z
	98.52%
	94.21%;  94.39%; 97.33%
-4.31%/
-4.31%/
-1.19% over Case 1
	{90.73%;92.24%}
{93.32%; 88.86%}
{80.27%;73.4%}
{-3.48%;-1.97%}
{-1.07%;-5.53%}
{-17.06%;-23.93%}
over Case 2 (Genr-Case1)
	
	

	
	KPI_th =0.1
	X
	
	
	
	
	

	
	
	Y
	
	
	
	
	

	
	
	Z
	99.92%
	99.22%; 99.3%; 99.74%
-0.7%/ 
-0.62%/
-0.18% over Case 1
	{98.45%;99.04%}
{99.14%; 98.36%}
{90.80%;88.38%}
{-0.77%;-0.18%}
{-0.16%;-0.94%}
{-8.94%;-11.36%}
over Case 2 (Genr-Case1)
	
	

	Fujitsu#1/2
	Note
	
	1579bits (L=12, p=0.95, beta=0.5)
	
	
	
	

	
	KPI_th =0.02
	X
	89.1%
	39.1%
-50% over Case 1
	
	
	

	
	
	Y
	90.95%
	44.75%
-46.2% over Case 1
	
	
	

	
	
	Z
	92.55%
	76.2%
-16.35% over Case 1
	
	
	

	
	KPI_th =0.05
	X
	100%
	77.95%
-22.05% over Case 1
	
	
	

	
	
	Y
	99.9%
	82.1%
-17.8% over Case 1
	
	
	

	
	
	Z
	100%
	99.6%
-0.4% over Case 1
	
	
	

	
	KPI_th =0.1
	X
	100%
	97.3%
-2.7 % over Case 1
	
	
	

	
	
	Y
	100%
	98.5%
-1.5% over Case 1
	
	
	

	
	
	Z
	100%
	100%
-0% over Case 1
	
	
	

	QC#1~6
	Note
	
	
	
	
	Train/test: 
Dense Urban / Dense Urban, 1 sample; 
Dense Urban / Dense Urban, 5 samples avg
	Train/test: 
{ (Dense Urban + Random)  / Dense Urban, 1 sample; 
(Dense Urban + Random) / Random, 1 sample}
{(Dense Urban + Urban Macro) / Dense Urban , 5 samples avg; (Dense Urban + Urban Macro) / Urban Macro, 5 samples avg},

	
	KPI_th =0.02
	X
	
	
	
	
	

	
	
	Y
	
	
	
	61%/72.1%
	{60%; 71.3%}
{63.96%, 62.5%}

	
	
	Z
	
	
	
	
	

	
	KPI_th =0.05
	X
	
	
	
	
	

	
	
	Y
	
	
	
	91.2%/96.6%
	{90.4%; 99.3%}
{93.17%; 93.2%}

	
	
	Z
	
	
	
	
	

	
	KPI_th =0.1
	X
	
	
	
	
	

	
	
	Y
	
	
	
	99.2%/99.75%
	{99%; 100%}
{99.59%; 99.6%}

	
	
	Z
	
	
	
	
	

	Summary
	Note
	
	
	
	
	
	

	
	KPI_th =0.02
	
	~1000bits:
34.9%~89%
HW, ZTE, E///,
Vivo

~1600bits:
89.1%~97%
HW, Fujitsu
	31%~84%
HW, Lenovo, vivo, ZTE, Fujitsu

+0.99%~+4.07% over Case 1-1000bits ZTE, Vivo

-6.03%~-58% over Case 1-1000bits
HW, ZTE, Vivo

-16.35%~-66% over Case 1-1600bits
HW, Fujitsu
	
-1.77%~-37.42% over Case 2 (Genr-Case1)
HW, ZTE


	61%~72.1%
	60%~71.3%
QC

	
	KPI_th =0.05
	
	~1000bits: 82.9%~100%
HW, ZTE, E///,
Vivo

~1600bits:
99.9%~100%
HW, Fujitsu
	65.63%~99.8%
HW, Lenovo, vivo, ZTE, Fujitsu

-0.2%~-24% over Case 1-1000bits
HW, ZTE, Vivo

-0.4%~-24% over Case 1-1600bits
HW, Fujitsu
	
-1.07%~-23.93% over Case 2 (Genr-Case1)

HW, ZTE
	91.2%~96.6%
	90.4%~
99.3%
QC

	
	KPI_th =0.1
	
	~1000bits: 99.9%~100%
HW, ZTE, E///,
Vivo

~1600bits:
100%
HW, Fujitsu
	95%~100%
HW, Lenovo, vivo, ZTE, Fujitsu

0%~-5% over Case 1-1000bits
HW, ZTE, Vivo

0%~-24% over Case 1-1600bits
HW, Fujitsu
	
-0.16%~-14% over Case 2 (Genr-Case1)
HW, ZTE
	99.2%~99.75%
	99%~100%
QC
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Issue#3-7 [Rd4] (High priority) Scalability-Bandwidths
Moderator note: The only key remaining issue identified by Moderator is the generliazation aspect of bandwidths.
Proposed observation 3.1.7:
For the scalability verification of AI/ML based CSI compression over various bandwidths, compared to the generalization Case 1 where the AI/ML model is trained with dataset subject to a certain bandwidth#B and applied for inference with a same bandwidth#B,
· For generalization Case 2, if bandwidth#A is 20MHz & bandwidth#B is 10MHz, or bandwidth#A is 10MHz & bandwidth#B is 20MHz, or bandwidth#A is 10MHz & bandwidth#B is 5MHz:
· 2 sources [ZTE, Ericsson] observe that generalized performance can be achieved:
· For bandwidth#A is 20MHz & bandwidth#B is 10MHz, 1 source [ZTE] observe less than -1.28% degradation.
· For bandwidth#A is 10MHz & bandwidth#B is 20MHz, 2 sources [ZTE, Ericsson] observe less than -1.1% degradation.
· 1 source [InterDigital] observe that moderate/significant degradations are suffered under generalization Case 2:
· For bandwidth#A is 10MHz & bandwidth#B is 5MHz, 1 source [InterDigital] observe larger than -2.5% degradation.
· For generalization Case 3, 3 sources [NTT DOCOMO, Nokia, Qualcomm] observe that generalized performance of the AI/ML model can be achieved (0%~-2.97% loss) for bandwidth#B subject to each of 10MHz/52RB and 20MHz and 48RB, if the training dataset is constructed with data samples subject to multiple bandwidths including bandwidth#B.
· Minor loss (0%~-1.7%) are observed by 2 source [NTT DOCOMO, Nokia].
· Moderate loss (-1.91%~-2.97%) are observed by 2 sources [Nokia, NTT DOCOMO].
· Positive gains are observed by 2 sources [Nokia, Qualcomm].
· Note: Significant loss (-5.4%) is observed by 1 source [Qualcomm]
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· 1-on-1 joint training is assumed.
· The performance metric is SGCS in linear value for layer 1/2.
· Note: Results refer to Table X of R1-23xxxx

Table X Scalability of CSI compression-Bandwidths
	Training, Generalization Case 1
	10MHz/52RB
	
	20MHz
	5MHz
	48RB

	Training, Generalization Case 2
	20MHz
	48RB
	10MHz
	10MHz
	

	Training, Generalization Case 3
	20MHz+10MHz
	52RB+48RB
	20MHz+10MHz
	
	52RB+48RB

	Testing
	10MHz/52RB
	20MHz
	5MHz
	48RB

	
	Case
	CSI payload
	
	
	
	
	

	Nokia#1/#2
Splitting eigenvectors into patches
	Case 1
	X
	0.618, 0.66
	
	
	
	0.619, 0.677

	
	
	Y
	0.727
	
	
	
	0.728

	
	
	Z
	0.808
	
	
	
	0.806

	
	Case 2
	X
	
	
	
	
	

	
	
	Y
	
	
	
	
	

	
	
	Z
	
	
	
	
	

	
	Case 3
	X
	
	2.2%, -0.1%
	
	
	2.7%
-2.5%

	
	
	Y
	
	1.2%
	
	
	0.9%

	
	
	Z
	
	-1.7%
	
	
	-1.6%

	ZTE#1/#2,
BW/subband size Scaling
	Case 1
	X
	L1:0.7191
L2:0.5866
	
	L1:0.6926
L2:0.5495
	
	

	
	
	Y
	L1:0.8033
L2:0.6913
	
	L1:0.7835
L2:0.6525
	
	

	
	
	Z
	L1:0.8978
L2:0.8275
	
	L1:0.877
L2:0.7882
	
	

	
	Case 2
	X
	L1:-0.47%
L2:-1.28%
	
	L1:0%
L2:-0.27%
	
	

	
	
	Y
	L1:-0.22%
L2:-0.04%
	
	L1:-0.46%
L2:-0.49%
	
	

	
	
	Z
	L1:-0.85%
L2:-1.1%
	
	L1:-0.64%
L2:-0.44%
	
	

	
	Case 3
	X
	
	
	
	
	

	
	
	Y
	
	
	
	
	

	
	
	Z
	
	
	
	
	

	NTT DOCOMO#1/#2
Padding
	Case 1
	X
	L1:0.7697, 0.8037
L2:0.7087
	
	L1:0.8125, 0.7710
L2:0.6669
	
	

	
	
	Y
	L1: 0.8423, 0.8930
L2: 0.8232
	
	L1:0.8995, 0.8276
L2:0.74
	
	

	
	
	Z
	L1:0.9038, 0.9650
L2: 0.9425
	
	L1:0.9607, 0.9198
L2:0.8715
	
	

	
	Case 2
	X
	
	
	
	
	

	
	
	Y
	
	
	
	
	

	
	
	Z
	
	
	
	
	

	
	Case 3
	X
	
L1:-0.69%, -0.37%
L2:-0.71%
	
	L1:0.55%, -0.58%
L2:-0.61%
	
	

	
	
	Y
	L1:0.02%, -2%
L2:-2.83%
	
	L1:1.10%, -1.18%
L2:-1.91%
	
	

	
	
	Z
	L1:0.07%, -0.66%
L2:-1.19%
	
	L1:1.04%, -0.83%
L2:-2.97%
	
	

	InterDigital#1
Zero padding
	Case 1
	X
	
	
	
	L1:0.623
L2:0.426
	

	
	
	Y
	
	
	
	L1:0.683
L2:0.525
	

	
	
	Z
	
	
	
	L1:0.745
L2:0.56
	

	
	Case 2
	X
	
	
	
	L1:-4.3%
L2:-3.3%
	

	
	
	Y
	
	
	
	L1:-2.5%
L2:-11.4%
	

	
	
	Z
	
	
	
	L1:-8.46%
L2:-12.7%
	

	
	Case 3
	X
	
	
	
	
	

	
	
	Y
	
	
	
	
	

	
	
	Z
	
	
	
	
	

	QC#1
Randomly truncation
	Case 1
	X
	
	
	0.75
	
	

	
	
	Y
	
	
	0.825
	
	

	
	
	Z
	
	
	
	
	

	
	Case 2
	X
	
	
	
	
	

	
	
	Y
	
	
	
	
	

	
	
	Z
	
	
	
	
	

	
	Case 3
	X
	
	
	4.4%
	
	

	
	
	Y
	
	
	-5.4%
	
	

	
	
	Z
	
	
	
	
	

	Ericsson#1
subband size scaling
	Case 1
	X
	
	
	L1:
0.728
L2:0.583
	
	

	
	
	Y
	
	
	L1:0.795
L2:0.670
	
	

	
	
	Z
	
	
	L1:0.852
L2:0.760
	
	

	
	Case 2
	X
	
	
	L1:-0.2%
L2:-0.5%
	
	

	
	
	Y
	
	
	L1:-1.1%
L2:-1%
	
	

	
	
	Z
	
	
	L1:-0.1%
L2:0%
	
	

	
	Case 3
	X
	
	
	
	
	

	
	
	Y
	
	
	
	
	

	
	
	Z
	
	
	
	
	

	Summary
	Case 1
	X
	
	
	
	
	

	
	
	Y
	
	
	
	
	

	
	
	Z
	
	
	
	
	

	
	Case 2
	Minor loss (<-1.6%)
	ZTE
	
	ZTE, Ericsson
	
	

	
	
	Moderate/significant loss (>-1.6%)
	
	
	
	Interdigital
	

	
	
	Positive gain
	
	
	
	
	

	
	Case 3
	Minor loss (<-1.8%)
	NTT DOCOMO
	Nokia
	NTT DOCOMO
	
	Nokia

	
	
	Moderate/significant loss (>-1.8%)
	NTT DOCOMO
	Nokia
	QC, NTT DOCOMO
	
	Nokia

	
	
	Positive gain
	
	Nokia
	QC
	
	Nokia
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Issue#3-8 [Rd4] (High priority) Type 2-Case 2 (1 NW part to M>1 UE parts)
Moderator note: No update on top of previous rounds.

Proposed observation 3.1.8:
For the evaluation of Type 2 training between 1 NW part model and M>1 separate UE part models (Case 2), as compared to joint training between 1 NW part model and the 1 part model,
· 7 sources [Huawei, Ericsson, Qualcomm, vivo, Fujitsu, InterDigital, MediaTek] observe minor degradation of -0%~-1.67% or positive gain;
· 3 sources [Huawei, Ericsson, Qualcomm, vivo, Fujitsu, InterDigital, MediaTek] observe moderate degradation of -2.5%~-6.5%.
· Note: among the above sources, 5 sources [Huawei, Ericsson, Qualcomm, vivo, Fujitsu] adopt simultaneous training, while 1 source [Qualcomm] adopts sequential training starting with NW side training.
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· The performance metric is SGCS for Layer 1.
· Same pair of NW part model and UE part model between 1-on-1 joint training and Type 2 training.
· M=2, 3, or 4 are considered.
· Note: Results refer to Table X of R1-230xxxx

Table X. Type 2 training for CSI compression - 1 NW to pair with M>1 UEs (Case 2)
	
	CSI payload
	Benchmark
(#A~D: NW part;
#1~4: UE part)
NW#A -UE#1/ UE#2/ UE#3/ UE#4
	N=2
UE#1/ UE#2
	N=3
UE#1/ UE#2/ UE#3
	N=4
UE#1/ UE#2/ UE#3/ UE#4

	HW#1- Simultaneous
	Descrip
	TF#A -TF#1/TF#2/CNN#1
	
	TF#A to pair with TF#1/TF#2 /CNN#1
	

	
	X
	
	
	
	

	
	Y
	
	
	
	

	
	Z
	0.918/0.913/0.857
	
	-1.4%/ -1.1%/ -6.5%
	

	E///#1- Simultaneous
	Descrip
	CNN#A - CNN#1/ CNN#2
	CNN#A to pair with CNN#1/ CNN#2
	
	

	
	X
	0.751 / 0.744;
	-0.8%/ -0.4%;
	
	

	
	Y
	0.808 / 0.812;
	0%/ 0%;
	
	

	
	Z
	0.865 / 0.864
	-1.3%/ -1.5%
	
	

	Qualcomm #1- Simultaneous
	Descrip
	TF#A -TF#1/TF#2/CNN#1
	
	TF#A to pair with TF#1/TF#2 /CNN#1
	

	
	X
	
	
	
	

	
	Y
	0.8227 / 0.8028 / 0.7854
	
	-1.67%/-0.15%/ +1.36%
	

	
	Z
	
	
	
	

	Qualcomm #2- Sequential
	Descrip
	Frozen TF#A - CNN#1
	TF#A to pair with CNN#1
	
	

	
	X
	
	
	
	

	
	Y
	0.7854
	+0.7%
	
	

	
	Z
	
	
	
	

	vivo #1- Simultaneous
	Descrip
	TF#A -TF#1/ TF#2/CNN#1;

TF#B -TF#1/ TF#2/CNN#1;

CNN#A -TF#1/ TF#2/CNN#1;
	
	TF#A to pair with TF#1/TF#2 /CNN#1;

TF#A to pair with TF#1/TF#2 /CNN#1;

TF#A to pair with TF#1/TF#2 /CNN#1;
	

	
	X
	0.750/0.742/0.726;

0.755/0.737/0.722;

0.746/0.736/0.724
	
	-0.8%/ +0.2%/ +0.0%;

-1.1%/ +0.3%/ +0.1%;

-0.0%/ +0.3%/ +0.2%
	

	
	Y
	818/0.807/0.795;

0.812/0.807/0.773;

0.807/0.798/0.794
	
	-1.1%/ -0.6%/
-0.1%;

+0.2%/ -0.3%/ +0.1%;

+0.2%/ +0.4%/ +0.6%
	

	
	Z
	0.893/0.886/0.876;

0.888/0.882/0.834;

0.880/0.877/0.878
	
	-0.5%/ -0.3%/ +0.1%;

-0.1%/ -0.1%/ +3.8%;

+0.2%/ -0.2%/ -0.1%
	

	Fujitsu #1- Simultaneous
	Descrip
	TF#A -TF#1/ CNN#1
	TF#A to pair with TF#1/CNN#1
	
	

	
	X
	
	-0.2%/ -2.79%
	
	

	
	Y
	
	-0.57%/ -2.46%
	
	

	
	Z
	
	-0.63%/ -0.74%
	
	

	InterDigital #1
	Descrip
	TF#A -TF#1/ EVCsiNet#1
	TF#A to pair with TF#1/ EVCsiNet#1
	
	

	
	X
	
	
	
	

	
	Y
	
	
	
	

	
	Z
	
	0%/+2%
	
	

	MediaTek#1/ 2/3
	Descrip
	
	
	
	

	
	X
	
	
	
	

	
	Y
	
	
	
	

	
	Z
	
	
	
	-2.7%/ -2.7%/ +1.4%/ -1.4%;

-1.4%/-1.4%/ +1.4%/-1.4%;

-1.4%/ +1.5%/ -2.5%/ -1.4%

	Summary
	Minor
	-0%~-1.67 or positive gain
	Huawei, Ericsson, Qualcomm, vivo, Fujitsu, InterDigital, MediaTek

	
	Modrt
	-2.5%~-6.5%
	Huawei, Fujitsu, MediaTek
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Issue#3-9 [Rd4] (High priority) Type 2-Case 3 (1 UE part to N>1 NW parts)
Moderator note: No update on top of previous rounds.

Proposed observation 3.1.9:
For the evaluation of Type 2 training between 1 UE part model and N>1 separate NW part models (Case 3), as compared to joint training between 1 NW part model and the 1 part model,
· 2 sources [vivo, MediaTek] observe minor degradation of -0%~-0.8% or positive gain;
· 1 source [MediaTek] observe moderate degradation of -1.4%~-4.2%.
· Note: among the above sources, 1 source [vivo] adopts simultaneous training.
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· The performance metric is SGCS for Layer 1.
· Same pair of NW part model and UE part model between 1-on-1 joint training and Type 2 training.
· N=2, 3, or 4 are considered.
· Note: Results refer to Table X of R1-230xxxx

Table X. Type 2 training for CSI compression - 1 UE to pair with N>1 NWs (Case 3)
	
	CSI payload
	Benchmark
(#A~D: NW part;
#1~4: UE part)

NW#A/NW#B/ NW#C/NW#D-UE#1
	N=2
NW#A/NW#B/ NW#C
	N=3
NW#A/NW#B/ NW#C
	N=4
NW#A/NW#B/ NW#C/ NW#D

	vivo #1- Simultaneous
	Descrip
	TF#A/TF#B /CNN#A -TF#1;

TF#A/TF#B /CNN#A -TF#2;

TF#A/TF#B /CNN#A-CNN#1;
	
	TF#1 to pair with TF#A/TF#B /CNN#A;

TF#2 to pair with TF#A/TF#B /CNN#A;

CNN#1 to pair with TF#A/TF#B /CNN#A;
	

	
	X
	0.750/0.755/0.746;

0.742/0.737/0.736;

0.726/0.722/0.724
	
	-0.4%/-0.6%/
-0.2%;

+0.2%/+0.9%/ +0.4%;

+0.1%/+0.8%/
-0.2%/
	

	
	Y
	0.818/0.812/0.807;

0.807/0.807/0.798;

0.795/0.773/0.794
	
	-1.0%/-0.3%/
-0.4%;

-0.8%/-0.8%/
-0.5%;

-0.1%/+2.3%/
-0.4%
	

	
	Z
	0.893/0.888/0.880;

0.886/0.882/0.877

0.876/0.834/0.878
	
	-0.5%/-0.4%/
+0.1%

-0.4%/-0.6%/
-0.4%;

+0.0%/+2.8%/
-0.3%
	

	InterDigital #1
	Descrip
	
	
	
	

	
	X
	
	
	
	

	
	Y
	
	
	
	

	
	Z
	
	
	
	

	MediaTek#1/ 2/3
	Descrip
	
	
	
	

	
	X
	
	
	
	-4.1%/-1.4%/
0%/+1.4%;

-2.7%/-2.7%/
+4.4%/+4.4%;

-4.2%/-4.2%/
+4.3%/+4.6%

	
	Y
	
	
	
	

	
	Z
	
	
	
	

	Summary
	Minor
	-0%~-0.8 or positive gain
	vivo, MediaTek

	
	Modrt
	-1.4%~-4.2%
	MediaTek
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Issue#3-13 [Rd4] (High priority) UE first training-1 NW to M>1 UE (Case 2)
Moderator note: No update on top of previous rounds.

Proposed observation 3.1.13:
For the evaluation of UE first separate training with dataset sharing manner for CSI compression, for the pairing between M>1 separate UE part models and 1 NW part model (Case 2), when taking 1-on-1 joint training between the NW part model and the UE part model as benchmark, larger performance loss is observed in general than the case of UE first separate training with 1 UE part model and 1 NW part model pairing (Case 1):
· 8 sources [Nokia, Qualcomm, Fujitsu, Lenovo, Apple, CATT, vivo, Xiaomi] observe minor loss of -0%~-1.82% compared to 1-on-1 joint training.
· 4 sources [Nokia, Lenovo, CATT, CMCC] observe moderate loss of -2.17%~-4.96% compared to 1-on-1 joint training.
· 2 sources [OPPO, MediaTek] observe significant loss of -11.56%~-73.7% compared to 1-on-1 joint training.
· Note: the dataset sharing behavior from above sources follows the example of the agreement in the RAN1#111 meeting, where “the set of information includes the input and output of the Network side CSI generation part, or includes the output of the Network side CSI generation part only”.
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· The performance metric is SGCS for Layer 1.
· Same size of training dataset for benchmark, NW part training and the UE part training
· Same pair of NW part model and UE part model between 1-on-1 joint training and UE first separate training.
· Quantization/dequantization method/parameters between NW side and UE side are aligned.
· M=2, 3, or 4 are considered.
· Note: Results refer to Table X of R1-230xxxx


Table X. UE first training for CSI compression - 1 NW to pair with M>1 UEs (Case 2)
	
	CSI payload
	Benchmark
(#A~D: NW part;
#1~4: UE part)
NW#A-UE#1/UE#2/ UE#3/UE#4
	M=2
UE#1/UE#2
	M=3
UE#1/UE#2/ UE#3
	M=4
UE#1/UE#2/ UE#3/UE#4

	Nokia#5
	Descrip
	TF#A-TF#1/TF#2
	TF#A to pair with TF#1 and TF#2
	
	

	
	X
	0.680/0.677
	-0.7%/1%
	
	

	
	Y
	0.788/0.771
	-5%/-3%
	
	

	
	Z
	0.859/0.846
	-0.5%/-0.6%
	
	

	Qualcomm#1
	Descrip
	TF#A-TF#1/CNN#1
	TF#A to pair with TF#1 and CNN#1
	
	

	
	X
	
	
	
	

	
	Y
	0.8062 / 0.7854
	-0.2%/ +0.3%
	
	

	
	Z
	
	
	
	

	Lenovo#1
	Descrip
	CNN#A-TF#1/CNN#1
	CNN#A to pair with TF#1 and CNN#1
	
	

	
	X
	
	
	
	

	
	Y
	0.893/0.882
	-2.3%/ +0.7%
	
	

	
	Z
	
	
	
	

	Lenovo#2
	Descrip
	
	
	
	

	
	X
	
	
	
	

	
	Y
	0.893/0.882
	+0.1%/ +1.2%
	
	

	
	Z
	
	
	
	

	Apple
	Descrip
	TF#A-TF#1/TF#2/TF#3
	
	TF#A to pair with TF#1/ TF#2/TF#3
	

	
	X
	0.725235
	
	-1.7%
	

	
	Y
	
	
	
	

	
	Z
	
	
	
	

	Fujitsu#1
	Descrip
	TF#A-TF#1/CNN#1
	TF#A to pair with TF#1 and CNN#1
	
	

	
	X
	0.725235
	-0.76%/-0.28%
	
	

	
	Y
	
	-1.82%/-0.24%
	
	

	
	Z
	
	-0.72%/+0.19%
	
	

	CATT#1
	Descrip
	TF#A-TF#1/TF#2/
CNN#1
	
	TF#A to pair with TF#1/
TF#2/CNN#1
	

	
	X
	0.6387/0.6245/
0.5419
	
	-2.41%/-2.45%
/-4.00%
	

	
	Y
	0.6995/0.6965/
0.5894
	
	-2.26%/-2.17%/
-3.95%
	

	
	Z
	0.7719/0.7605/
0.6490
	
	-1.31%/-1.58%/
-4.81%
	

	MediaTek #1/2/3
	Descrip
	
	
	
	

	
	X
	
	
	
	

	
	Y
	
	
	
	

	
	Z
	
	
	
	-54.2%/-61.5%/ -70.6%/ -61.87%;

-55.3%/ -65.9% / -73.7%/ -62.6%;

-48.9%/ -56.9%/ -61.3%/ -42.9%

	vivo#3
	Descrip
	TF#A-TF#1/TF#2/
CNN#1
	
	TF#A to pair with TF#1/
TF#2/CNN#1
	

	
	X
	0.750/0.742/0.726
	
	-1.5%/-1.2%/ 
-1.6%
	

	
	Y
	
	
	
	

	
	Z
	
	
	
	

	OPPO#2
	Descrip
	TF#A-TF#1/
CNN#1
	TF#A to pair with TF#1/
CNN#1
	
	

	
	X
	
	-4.96%/-11.56%
	
	

	
	Y
	
	
	
	

	
	Z
	
	
	
	

	Xiaomi#1
	Descrip
	TF#A-TF#1/TF#2/
CNN#1;

TF#B-TF#1/TF#2/
CNN#1;

CNN#A-TF#1/TF#2/
CNN#1
	
	TF#A to pair with TF#1/TF#2/
CNN#1;

TF#B to pair with TF#1/TF#2/
CNN#1;

CNN#A to pair with TF#1/TF#2/
CNN#1
	

	
	X
	
	
	
	

	
	Y
	0.8118/0.8093/ 0.7421;

0.81/0.8085/0.7408

0.7489/0.7467/ 0.7135
	
	-0.55%/ -0.52%/
-0.54%;

-0.62%/ -0.64% /
-0.54%;

-0.44%/-0.36% /
-0.43%
	

	
	Z
	
	
	
	

	CMCC#7
	Descrip
	TF#A-TF#1/TF#2
	TF#A to pair 
with TF#1 and TF#2
	
	

	
	X
	
	
	
	

	
	Y
	0.7656/0.7662
	-3.96%/-4.57%
	
	

	
	Z
	
	
	
	

	Summary
	
	
	
	
	

	
	-0%~-1.82%
	
	Nokia, Qualcomm, Fujitsu, Lenovo
	Apple, CATT, vivo, Xiaomi
	

	
	-2.17%~-4.96%
	
	Nokia, Lenovo, CMCC
	CATT
	

	
	-11.56%~-87%
	
	OPPO
	
	MediaTek,
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	Company
	View

	Moderator
	@Lenovo After reviewing the 110b meeting conclusion, it is Moderator’s understanding that UE first training does not include iterative training mode.
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4 New observations for CSI prediction
4.1 1st/2nd/3rd round email discussions
4.1-1: Table 6. Evaluation results for CSI prediction without model generalization/scalability
Issue#4-1 [Rd3] (High priority) Benchmark#1-SGCS gain- Impact of observation window size
Moderator note: This issue has been discussed in the 113 meeting. Some results updated for this meeting. Let’s see if we can achieve observation at this meeting.

Proposed observation 4.1.1:
For the AI/ML based CSI prediction, compared to the Benchmark#1 of the nearest historical CSI, in terms of SGCS, from observation window length perspective, in general the gain of AI/ML based solution is slightly increased with the increase of the length for the observation window:
· When the observation window is increased from 5/5ms to 8/5ms, the gain over benchmark is increased by 0.28%~2.19%, as observed by 2 sources [Xiaomi, CATT].
· When the observation window is increased from 5/5ms to 15/5ms, the gain over benchmark is increased by 5.59%~10.32%, as observed by 1 source [CMCC].
· When the observation window is increased from 4/5ms to 8/5ms and 10/5ms, the gain over benchmark is increased by 0.96%~4.23% and 1%~4.42%, respectively, as observed by 2 sources [ZTE, vivo].
· Note: the above results are based on the following assumptions
· The UE speed is 30km/h.
· A future 4ms or 5ms instance from the prediction output is considered for calculating the metric.
· Raw channel matrix is considered as model input
· The performance metric is SGCS in linear value for layer 1.
· No post processing is considered.
· Note: Results refer to Table x of R1-230xxxx

Table X. Gain of CSI prediction over Benchmark#1–Impact of observation window length
	30km/h
	4/5ms
	5/5ms
	8/5ms
	10/5ms
	15/5ms

	ZTE#1/3
	22.05%
	
	26.28%
4.23% gain over 4/5ms
	26.47%
4.42% gain over 4/5ms
	

	Xiaomi#1~6
	
	14.56%
	16.75%
2.19% gain over 5/5ms
	
	

	CMCC#6/8/9
	
	41.75%
	
	
	47.44%~52.07%
5.59%~10.32% gain over 5/5ms

	CATT
	
	7.57%
	7.85%
0.28% gain over 5/5ms
	
	

	vivo
	11.76%
	12.38%
0.62% gain over 4/5ms
	12.72%
0.96% gain over 4/5ms
	12.76%
1% gain over 4/5ms
	12.78%
1.02% gain over 4/5ms





	Support/Can accept
	ZTE

	Object/Concern
	



	Company
	View

	
	

	
	

	
	






Issue#4-2 [Rd3] (High priority) Benchmark#1-SGCS gain- Impact of prediction window length
Moderator note: This issue has been discussed in the 113 meeting. Some results updated for this meeting. Let’s see if we can achieve observation at this meeting.

Proposed observation 4.1.2:
For the AI/ML based CSI prediction, compared to the Benchmark#1 of the nearest historical CSI, in terms of SGCS/NMSE, from prediction window length perspective, in general the gain of AI/ML based solution is related with the prediction length in terms of the distance to the applicable time of the predicted CSI:
· When the prediction length is increased from 10ms to 15ms, the gain over benchmark is reduced (gap from -1.13%~-51%), as observed by 3 sources [ZTE, ETRI, MediaTek].
· When the prediction length is increased from 2.5ms/3ms to 5ms, the gain over benchmark is increased (gap from +5.85%~+13%), as observed by 2 sources [Apple, vivo].
· When the prediction length is increased from 5ms to 10ms, 5 sources [ZTE, Apple, ETRI, CMCC, OPPO] observe the gain over benchmark is reduced (gap from -1%~-12.1%) while 2 sources [MediaTek, vivo] observe the gain over benchmark is increased (+11.65%~+45.5%).
· Note: the above results are based on the following assumptions
· The UE speed is 30km/h.
· The observation window considers to start as early as 15ms~50ms.
· Raw channel matrix is considered as model input
· The performance metric is SGCS in linear value for layer 1.
· No post processing is considered.
· [bookmark: _Hlk143275174]Note: Results refer to Table x of R1-230xxxx

Table X. Gain of CSI prediction over Benchmark#1–Impact of prediction window length
	30km/h
	Prediction window length

	
	+2.5ms/3ms
	+5ms
	+7.5ms
	+10ms
	+15ms

	ZTE#1
	
	22.05%
	
	10.04%
Gap with +5ms: -12.1%
	7.48%
Gap with +10ms: -2.56%

	ZTE#2
	
	26.47%
	
	23.93%
Gap with +5ms: -2.54%
	13.36%
Gap with +10ms: -10.57%

	Apple#1
	7.2442%
(+2.5ms)
	20.2232%
Gap with +2.5/3ms: +13%
	23.1582%
	10.4327%
Gap with +5ms: -9.79%
	

	MTK#4
	
	76.6%
	
	122.0%
Gap with +5ms: +45.4%
	71.0%
Gap with +10ms: -51%

	ETRI#1
	
	10.43%
	
	8.75%
Gap with +5ms: -1.68%
	7.62%
Gap with +10ms: -1.13%

	CMCC#5
	
	47.44%
	
	36.56%
Gap with +5ms: -10.88%
	

	OPPO#1
	
	6%
	
	5%
Gap with +5ms: -1%
	5%

	vivo #1
	6.89%
(+3ms)
	12.74%
Gap with +2.5/3ms: +5.85%
	21.11%
(+8ms)
	24.39%
Gap with +5ms:
+11.65%
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4.1-2: Table 7. Evaluation results for CSI prediction with model generalization (Place holder)
Moderator note: No remaining issues identified by Moderator. Will be added if comments are further received.

4.1-3: Others
Question 4.1.1: For the observations on CSI prediction, what other issues/aspects do you think are missed for discussion?

	Company
	View

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	



4.2 4th round email discussions 
Issue#4-1 [Rd4] (High priority) Benchmark#1-SGCS gain- Impact of observation window size
Moderator note: No updates on top of previous rounds.

Proposed observation 4.1.1:
For the AI/ML based CSI prediction, compared to the Benchmark#1 of the nearest historical CSI, in terms of SGCS, from observation window length perspective, in general the gain of AI/ML based solution is slightly increased with the increase of the length for the observation window:
· When the observation window is increased from 5/5ms to 8/5ms, the gain over benchmark is increased by 0.28%~2.19%, as observed by 2 sources [Xiaomi, CATT].
· When the observation window is increased from 5/5ms to 15/5ms, the gain over benchmark is increased by 5.59%~10.32%, as observed by 1 source [CMCC].
· When the observation window is increased from 4/5ms to 8/5ms and 10/5ms, the gain over benchmark is increased by 0.96%~4.23% and 1%~4.42%, respectively, as observed by 2 sources [ZTE, vivo].
· Note: the above results are based on the following assumptions
· The UE speed is 30km/h.
· A future 4ms or 5ms instance from the prediction output is considered for calculating the metric.
· Raw channel matrix is considered as model input
· The performance metric is SGCS in linear value for layer 1.
· No post processing is considered.
· Note: Results refer to Table x of R1-230xxxx

Table X. Gain of CSI prediction over Benchmark#1–Impact of observation window length
	30km/h
	4/5ms
	5/5ms
	8/5ms
	10/5ms
	15/5ms

	ZTE#1/3
	22.05%
	
	26.28%
4.23% gain over 4/5ms
	26.47%
4.42% gain over 4/5ms
	

	Xiaomi#1~6
	
	14.56%
	16.75%
2.19% gain over 5/5ms
	
	

	CMCC#6/8/9
	
	41.75%
	
	
	47.44%~52.07%
5.59%~10.32% gain over 5/5ms

	CATT
	
	7.57%
	7.85%
0.28% gain over 5/5ms
	
	

	vivo
	11.76%
	12.38%
0.62% gain over 4/5ms
	12.72%
0.96% gain over 4/5ms
	12.76%
1% gain over 4/5ms
	12.78%
1.02% gain over 4/5ms





	Support/Can accept
	ZTE
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	Company
	View

	
	

	
	

	
	




Issue#4-2 [Rd4] (High priority) Benchmark#1-SGCS gain- Impact of prediction window length
Moderator note: No updates on top of previous rounds.

Proposed observation 4.1.2:
For the AI/ML based CSI prediction, compared to the Benchmark#1 of the nearest historical CSI, in terms of SGCS/NMSE, from prediction window length perspective, in general the gain of AI/ML based solution is related with the prediction length in terms of the distance to the applicable time of the predicted CSI:
· When the prediction length is increased from 10ms to 15ms, the gain over benchmark is reduced (gap from -1.13%~-51%), as observed by 3 sources [ZTE, ETRI, MediaTek].
· When the prediction length is increased from 2.5ms/3ms to 5ms, the gain over benchmark is increased (gap from +5.85%~+13%), as observed by 2 sources [Apple, vivo].
· When the prediction length is increased from 5ms to 10ms, 5 sources [ZTE, Apple, ETRI, CMCC, OPPO] observe the gain over benchmark is reduced (gap from -1%~-12.1%) while 2 sources [MediaTek, vivo] observe the gain over benchmark is increased (+11.65%~+45.5%).
· Note: the above results are based on the following assumptions
· The UE speed is 30km/h.
· The observation window considers to start as early as 15ms~50ms.
· Raw channel matrix is considered as model input
· The performance metric is SGCS in linear value for layer 1.
· No post processing is considered.
· Note: Results refer to Table x of R1-230xxxx

Table X. Gain of CSI prediction over Benchmark#1–Impact of prediction window length
	30km/h
	Prediction window length

	
	+2.5ms/3ms
	+5ms
	+7.5ms
	+10ms
	+15ms

	ZTE#1
	
	22.05%
	
	10.04%
Gap with +5ms: -12.1%
	7.48%
Gap with +10ms: -2.56%

	ZTE#2
	
	26.47%
	
	23.93%
Gap with +5ms: -2.54%
	13.36%
Gap with +10ms: -10.57%

	Apple#1
	7.2442%
(+2.5ms)
	20.2232%
Gap with +2.5/3ms: +13%
	23.1582%
	10.4327%
Gap with +5ms: -9.79%
	

	MTK#4
	
	76.6%
	
	122.0%
Gap with +5ms: +45.4%
	71.0%
Gap with +10ms: -51%

	ETRI#1
	
	10.43%
	
	8.75%
Gap with +5ms: -1.68%
	7.62%
Gap with +10ms: -1.13%

	CMCC#5
	
	47.44%
	
	36.56%
Gap with +5ms: -10.88%
	

	OPPO#1
	
	6%
	
	5%
Gap with +5ms: -1%
	5%

	vivo #1
	6.89%
(+3ms)
	12.74%
Gap with +2.5/3ms: +5.85%
	21.11%
(+8ms)
	24.39%
Gap with +5ms:
+11.65%
	




	Support/Can accept
	ZTE, ETRI
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5 Potential proposals for GTW/offline
5.1 21 Aug (Mon.) GTW
Issue#5-1 Update of previous observations

Proposal 5.1: For the evaluation of CSI enhancements, update the observations drawn in previous meetings to Updated Observation 2.1.8, Updated Observation 2.1.10, Updated Observation 2.1.12, Observation 2.1.15, and Updated Observation 2.1.20 in R1-2308340.

Updated Observation 2.1.8:
For the generalization verification of AI/ML based CSI compression over various deployment scenarios, compared to the generalization Case 1 where the AI/ML model is trained with dataset subject to a certain deployment scenario#B and applied for inference with a same deployment scenario#B,
· For generalization Case 2, generalized performance may be achieved for some certain combinations of deployment scenario#A and deployment scenario#B but not for others:
· If deployment scenario#A is UMi & deployment scenario#B is UMa, deployment scenario#A is UMa & deployment scenario#B is UMi, or deployment scenario#A is UMa & deployment scenario#B is InH:
· 14 sources [Xiaomi, InterDigital, MediaTek, vivo, Intel, ZTE, OPPO, Huawei, CATT, Futurewei, Spreadtrum, NTT DOCOMO, Nokia, Ericsson] observe that generalized performance can be achieved:
· For deployment scenario#A is UMi & deployment scenario#B is UMa, 9 sources [Xiaomi, InterDigital, MediaTek, vivo, Intel, ZTE, CATT, Futurewei, Spreadtrum] observe less than -1.6% degradation or positive gain.
· For deployment scenario#A is UMa & deployment scenario#B is UMi, 10 sources [vivo, OPPO, MediaTek, Intel, Xiaomi, Futurewei, Spreadtrum, NTT DOCOMO, Nokia, Ericsson] observe less than -1.5% degradation or positive gain.
· For deployment scenario#A is UMa & deployment scenario#B is InH, 2 sources [Huawei, CATT] observe less than -0.6% degradation or positive gain
· 13 sources [Intel, NTT DOCOMO, Xiaomi, Interdigital, OPPO, CATT, ZTE, Lenovo, MediaTek, Spreadtrum, Mavenir, Nokia, CMCC] observe that moderate/significant degradations are suffered under generalization Case 2:
· For deployment scenario#A is UMi & deployment scenario#B is UMa, 10 sources [MediaTek, Intel, NTT DOCOMO, Xiaomi, Interdigital, OPPO, CATT, Spreadtrum, Mavenir, Nokia] observe -1.69%~-21.1% degradation.
· For deployment scenario#A is UMa & deployment scenario#B is UMi, 9 sources [NTT DOCOMO, ZTE, InterDigital, CATT, Xiaomi, Intel, Spreadtrum, Nokia, Mavenir] observe -1.7%~-8.1% degradation.
· For deployment scenario#A is UMa & deployment scenario#B is InH, 3 sources [ZTE, Lenovo, Nokia] observe -1.74%~-31.6% degradation.
· If deployment scenario#A is InH & deployment scenario#B is Uma/UMi, significant performance degradations are observed under generalization Case 2:
· For deployment scenario#A is InH & deployment scenario#B is UMa, 5 sources [Huawei, CATT, Lenovo, ZTE, Nokia] observe -5.55%~ -27.7% degradation.
· For deployment scenario#A is InH & deployment scenario#B is UMi, 3 sources [vivo, ZTE, CMCC] observe -8.63%~-20% degradation.
· For generalization Case 3, generalized performance of the AI/ML model can be achieved (0%~-4% loss or positive gain) for deployment scenario#B subject to any of UMa, UMi, and InH, if the training dataset is constructed with data samples subject to multiple deployment scenarios including deployment scenario#B, as observed by 15 sources [CATT, Xiaomi, NTT DOCOMO, Interdigital, MediaTek, Futurewei, vivo, OPPO, Intel, Huawei, ZTE, Mavenir, Spreadtrum, Nokia, CMCC].
· Minor loss (0%~-1.6%) are observed by 15 sources [CATT, Xiaomi, NTT DOCOMO, Interdigital, MediaTek, Futurewei, vivo, OPPO, Intel, Huawei, ZTE, Mavenir, Spreadtrum, Nokia, CMCC].
· Moderate loss (-1.69%~-4%) are observed by 8 sources [Xiaomi, CATT, vivo, NTT DOCOMO, Intel, Mavenir, CMCC, Nokia].
· Positive gains are observed by 11 sources [ZTE, Interdigital, MediaTek, vivo, Intel, Xiaomi, Futurewei, CATT, Nokia, Futurewei, NTT DOCOMO].
· Note: Significant degradations of up to -6.7% are still observed by 2 sources [Intel, Xiaomi] for deployment scenario#B subject to UMa, and by 2 sources [Intel, CATT] for deployment scenario#B subject to UMi.
· Note: For generalization Case 2, if deployment scenario#A is UMi & deployment scenario#B is InH, 3 sources [vivo, ZTE, CMCC] observe different trends, where significant performance degradations of -27.8%~-32.86% are observed by [vivo, CMCC], while moderate performance degradations of -1.44%~-2.41% are observed by [ZTE].
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· 1-on-1 joint training is assumed.
· The performance metric is SGCS in linear value for layer 1/2.
· Note: Results refer to Table 5.1 of R1-2308340

Table 5.1 Generalization of CSI compression-Deployment scenarios
	Training, Generalization Case 1
	UMa
	
	
	UMi
	
	
	InH
	
	

	Training, Generalization Case 2
	
	UMi
	InH
	
	UMa
	InH
	
	UMa
	UMi

	Training, Generalization Case 3
	Uma+
UMi
	Uma+
InH
	Uma+
UMi+
InH
	Uma+
UMi
	Umi+
InH
	Uma+
UMi+
InH
	Uma+
InH
	Umi+
InH
	Uma+
UMi+
InH

	Testing
	UMa
	UMi
	InH

	
	Case
	
	
	
	
	
	
	
	
	
	

	HW#1/#2
	Case 1
	X
	
	
	
	
	
	
	
	
	

	
	
	Y
	
	
	
	
	
	
	
	
	

	
	
	Z
	0.916
	
	
	
	
	
	0.968
	
	

	
	Case 2
	X
	
	
	
	
	
	
	
	
	

	
	
	Y
	
	
	
	
	
	
	
	
	

	
	
	Z
	
	
	-7%
	
	
	
	
	-0.6%
	

	
	Case 3
	X
	
	
	
	
	
	
	
	
	

	
	
	Y
	
	
	
	
	
	
	
	
	

	
	
	Z
	
	-1%
	
	
	
	
	-0.4%
	
	

	Futurewei#1#2
	Case 1
	X
	0.815
	
	
	0.75
	
	
	
	
	

	
	
	Y
	
	
	
	
	
	
	
	
	

	
	
	Z
	
	
	
	
	
	
	
	
	

	
	Case 2
	X
	
	-0.75%
	
	
	0.18%
	
	
	
	

	
	
	Y
	
	
	
	
	
	
	
	
	

	
	
	Z
	
	
	
	
	
	
	
	
	

	
	Case 3
	X
	-0.04%
	
	
	1.34%
	
	
	
	
	

	
	
	Y
	
	
	
	
	
	
	
	
	

	
	
	Z
	
	
	
	
	
	
	
	
	

	Lenovo#1#2
	Case 1
	X
	
	
	
	
	
	
	
	
	

	
	
	Y
	
	
	
	
	
	
	
	
	

	
	
	Z
	77.2
	
	
	
	
	
	96.4
	
	

	
	Case 2
	X
	
	
	
	
	
	
	
	
	

	
	
	Y
	
	
	
	
	
	
	
	
	

	
	
	Z
	
	
	-21.76%
	
	
	
	
	-3.6%
	

	
	Case 3
	X
	
	
	
	
	
	
	
	
	

	
	
	Y
	
	
	
	
	
	
	
	
	

	
	
	Z
	
	
	
	
	
	
	
	
	

	Intel#1/#2
	Case 1
	X
	L1:0.7103
L2:0.5290
	
	
	L1:0.7208
L2:0.5610
	
	
	
	
	

	
	
	Y
	L1:0.8431
L2:0.7143
	
	
	L1:0.8603
L2:7273
	
	
	
	
	

	
	
	Z
	L1:0.9166
L2:0.8415
	
	
	L1:0.9320
L2:0.8600
	
	
	
	
	

	
	Case 2
	X
	
	L1:-3.8%
L2:-4.6%
	
	
	L1:-2.5%
L2:-8.1%
	
	
	
	

	
	
	Y
	
	L1:-1.6%
L2:-2.4%
	
	
	L1:-2.5%
L2:-3.6%
	
	
	
	

	
	
	Z
	
	L1:-0.4%
L2:-3.1%
	
	
	L1:-1.2%
L2:-1.4%
	
	
	
	

	
	Case 3
	X
	L1:2.2%
L2:-4.5%
	
	
	L1:2.1%
L2:-5.5%
	
	
	
	
	

	
	
	Y
	L1:0.1%
L2:-6.7%
	
	
	L1:-0.9%
L2:-6.4%
	
	
	
	
	

	
	
	Z
	L1:0.1%
L2:-2.1%
	
	
	L1:-0.2%
L2:-0.2%
	
	
	
	
	

	Vivo#1#2#3#4
	Case 1
	X
	0.8002
	
	
	0.8111,
0.8035
	
	
	0.8574
	
	

	
	
	Y
	0.8265
	
	
	0.8596,
0.8564
	
	
	0.9025
	
	

	
	
	Z
	0.8954
	
	
	0.9125,
0.9093
	
	
	0.9411
	
	

	
	Case 2
	X
	
	0.04%
	
	
	-0.1%
	-20%
	
	
	-29.9%

	
	
	Y
	
	-0.5%
	
	
	-0.75%
	-20%
	
	
	-29.6%

	
	
	Z
	
	-0.5%
	
	
	-0.26%
	-18%
	
	
	-27.8%

	
	Case 3
	X
	0.17%
	
	
	0.1%
	-0.8%
	
	
	-0.3%
	

	
	
	Y
	0.35%
	
	
	0.02%
	-3.3%
	
	
	0.5%
	

	
	
	Z
	0.3%
	
	
	0.06%
	-4%
	
	
	0.7%
	

	OPPO#1#2
	Case 1
	X
	0.786
	
	
	0.784
	
	
	
	
	

	
	
	Y
	
	
	
	
	
	
	
	
	

	
	
	Z
	
	
	
	
	
	
	
	
	

	
	Case 2
	X
	
	-1.8%
	
	
	-1.4%
	
	
	
	

	
	
	Y
	
	
	
	
	
	
	
	
	

	
	
	Z
	
	
	
	
	
	
	
	
	

	
	Case 3
	X
	-0.6%
	
	
	-1.1%
	
	
	
	
	

	
	
	Y
	
	
	
	
	
	
	
	
	

	
	
	Z
	
	
	
	
	
	
	
	
	

	CMCC
	Case 1
	X
	
	
	
	0.6829
	
	
	0.8545
	
	

	
	
	Y
	
	
	
	0.7958
	
	
	0.9098
	
	

	
	
	Z
	
	
	
	0.8928
	
	
	0.948
	
	

	
	Case 2
	X
	
	
	
	
	
	-14.22%
	
	
	-30.79%

	
	
	Y
	
	
	
	
	
	-15.41%
	
	
	-32.86%

	
	
	Z
	
	
	
	
	
	-16.01%
	
	
	-30.71%

	
	Case 3
	X
	
	
	
	
	-1.11%
	
	
	-1.71%
	

	
	
	Y
	
	
	
	
	-1.43%
	
	
	-1.69%
	

	
	
	Z
	
	
	
	
	-1.27%
	
	
	-0.83%
	

	CATT
	Case 1
	X
	0.677
	
	
	0.646
	
	
	0.841
	
	

	
	
	Y
	0.756
	
	
	0.746
	
	
	0.872
	
	

	
	
	Z
	0.816
	
	
	0.84
	
	
	0.904
	
	

	
	Case 2
	X
	
	1.18%
	-13.74%
	
	-4.8%
	
	
	4.64%
	

	
	
	Y
	
	1.46%
	-19.44%
	
	-4.02%
	
	
	3.21%
	

	
	
	Z
	
	-2.21%
	-20.96%
	
	-4.76%
	
	
	-0.11%
	

	
	Case 3
	X
	-1.48%
	-1.92%
	
	-4.49%
	
	
	4.76%
	
	

	
	
	Y
	-1.85%
	-2.78%
	
	-4.96%
	
	
	3.78%
	
	

	
	
	Z
	-0.74%
	-1.35%
	
	-4.64%
	
	
	2.10%
	
	

	Xiaomi#1#2
	Case 1
	X
	L1: 0.7168
L2:
0.564
	
	
	L1:0.7094
L2:0.5529
	
	
	
	
	

	
	
	Y
	L1:0.7767
L2:0.6476
	
	
	L1:0.7864
L2:0.6522
	
	
	
	
	

	
	
	Z
	L1:0.8893
L2:0.8108
	
	
	L1:0.8834
L2:0.7983
	
	
	
	
	

	
	Case 2
	X
	
	L1:-0.2%
L2: -1.8%
	
	
	L1:-3.4%
L2:-4.4%
	
	
	
	

	
	
	Y
	
	L1: -0.2%
L2: -2.8%
	
	
	L1: -3.2%
L2: -3.2%
	
	
	
	

	
	
	Z
	
	L1: -3%
L2: -6.3%
	
	
	L1: -0.5%
L2: 0.4%
	
	
	
	

	
	Case 3
	X
	L1: -1%
L2: -0.5%
	
	
	L1: 2.3%
L2: 3.8%
	
	
	
	
	

	
	
	Y
	L1: -0.3%
L2: -1.7%
	
	
	L1: -1.3%
L2: -3.3%
	
	
	
	
	

	
	
	Z
	L1: -2.6%
L2: -4.8%
	
	
	L1: -2.8%
L2: -6%
	
	
	
	
	

	ZTE#1#2#3#4#5#6#7#8
	Case 1
	X
	
	
	
	
	
	
	
	
	

	
	
	Y
	
	
	
	
	
	
	
	
	

	
	
	Z
	L1:0.9218
L2:0.8661
	
	
	L1:0.9314
L2:0.8812
	
	
	L1:0.9504
L2:0.9309
	
	

	
	Case 2
	X
	
	
	
	
	
	
	
	
	

	
	
	Y
	
	
	
	
	
	
	
	
	

	
	
	Z
	
	L1:0.09%
L2:-0.29%
	L1:-5.55%
L2:-7.96%
	
	L1:-1.9%
L2:-2.86%
	L1:-8.63%
L2:-12.79%
	
	L1:-1.74%
L2:-2.38%
	L1:-1.44%
L2:-2.41%

	
	Case 3
	X
	
	
	
	
	
	
	
	
	

	
	
	Y
	
	
	
	
	
	
	
	
	

	
	
	Z
	L1:0.09%
L2:0.08%
	
	L1:-0.08%
L2:-0.1%
	L1:-0.92%
L2:-1.32%
	
	L1:-1.04%
L2:-1.37%
	
	
	L1:1.1%
L2:1.19%

	NTT DOCOMO#1#2#3#4#5#6
	Case 1
	X
	L1:0.7269/0.7274
L2:0.6091
	
	
	L1:0.6704/0.7027
L2: 0.5841
	
	
	
	
	

	
	
	Y
	L1:0.808/0.786
L2: 0.786
	
	
	L1:0.7685/
0.7608
L2: 0.6397
	
	
	
	
	

	
	
	Z
	L1:0.9001/
0.8654
L2: 0.7832
	
	
	L1:0.8855/0.8527
L2: 0.768
	
	
	
	
	

	
	Case 2
	X
	
	L1:-7.73%/ -2.23%
L2: -4.97%
	
	
	L1:3.31%/-1.31%
L2:-1.73%
	
	
	
	

	
	
	Y
	
	L1：-5.63%/-5.62%
L2：-11.69%
	
	
	L1:1.65%/-0.11%
L2:1.39%
	
	
	
	

	
	
	Z
	
	L1：-2.89%/-5.12%
L2：-8.18%
	
	
	L1:0.05%/-0.87%
L2:-0.98%
	
	
	
	

	
	Case 3
	X
	L1:-2.55%/-0.62%
 L2:-1.1%
	
	
	L1:1.82%/-0.56%
L2:-0.51%
	
	
	
	
	

	
	
	Y
	L1:-3.12%/-0.31%
L2:-2.57%
	
	
	L1:0.27%/2.85%
L2:4.22%
	
	
	
	
	

	
	
	Z
	L1:-1.77%/1.4%
L2:1.29%
	
	
	L1: -0.33%/2.18%
L2:3.09%
	
	
	
	
	

	InterDigital#1#2
	Case 1
	X
	L1:0.623
L2:0.444
	
	
	L1:0.652
L2:0.469
	
	
	
	
	

	
	
	Y
	L1:0.71
L2:0.536
	
	
	L1:0.741
L2:0.57
	
	
	
	
	

	
	
	Z
	L1:0.803
L2:0.671
	
	
	L1:0.829
L2:0.694
	
	
	
	
	

	
	Case 2
	X
	
	L1: -0.8%
L2:-2.25%
	
	
	L1:-3.68%
L2:-4.26%
	
	
	
	

	
	
	Y
	
	L1:-1.69%
L2:-3.36%
	
	
	L1:-2.83%
L2:-4.56%
	
	
	
	

	
	
	Z
	
	L1:-3.6%
L2:-7.75%
	
	
	L1:-1.81%
L2:-1.87%
	
	
	
	

	
	Case 3
	X
	L1:2.1%
L2:0%
	
	
	L1:1.07%
L2:0.64%
	
	
	
	
	

	
	
	Y
	L1:1.83%
L2:2.05%
	
	
	L1:1.62%
L2:1.75%
	
	
	
	
	

	
	
	Z
	L1:1.868%
L2:2.23%
	
	
	L1:1.93%
L2:3.9%
	
	
	
	
	

	MTK#1#2
	Case 1
	X
	0.696 
	
	
	0.704
	
	
	
	
	

	
	
	Y
	0.771
	
	
	0.767
	
	
	
	
	

	
	
	Z
	0.831
	
	
	0.826
	
	
	
	
	

	
	Case 2
	X
	
	-1.4%
	
	
	-0.9%
	
	
	
	

	
	
	Y
	
	-2.8%
	
	
	0.2%
	
	
	
	

	
	
	Z
	
	-2.1%
	
	
	0.1%
	
	
	
	

	
	Case 3
	X
	-1.6%
	
	
	-0.8%
	
	
	
	
	

	
	
	Y
	-1.0%
	
	
	0.1%
	
	
	
	
	

	
	
	Z
	-0.5%
	
	
	0.2%
	
	
	
	
	

	Mavenir
	Case 1
	X
	
	
	
	
	
	
	
	
	

	
	
	Y
	
	
	
	
	
	
	
	
	

	
	
	Z
	0.912
	
	
	0.908
	
	
	
	
	

	
	Case 2
	X
	
	
	
	
	
	
	
	
	

	
	
	Y
	
	
	
	
	
	
	
	
	

	
	
	Z
	
	-2.8%
	
	
	-2.3%
	
	
	
	

	
	Case 3
	X
	
	
	
	
	
	
	
	
	

	
	
	Y
	
	
	
	
	
	
	
	
	

	
	
	Z
	-1.5%
	
	
	-1.8%
	
	
	
	
	

	Spreadtrum#1#2
	Case 1
	X
	0.796
	
	
	0.788
	
	
	
	
	

	
	
	Y
	0.849
	
	
	0.842
	
	
	
	
	

	
	
	Z
	0.893
	
	
	0.887
	
	
	
	
	

	
	Case 2
	X
	
	-1.5%
	
	
	-1.5%
	
	
	
	

	
	
	Y
	
	-1.8%
	
	
	-1.5%
	
	
	
	

	
	
	Z
	
	-1.5%
	
	
	-1.7%
	
	
	
	

	
	Case 3
	X
	-0.75%
	
	
	-0.76%
	
	
	
	
	

	
	
	Y
	-0.82%
	
	
	-0.84%
	
	
	
	
	

	
	
	Z
	-0.9%
	
	
	-0.9%
	
	
	
	
	

	Nokia
	Case 1
	X
	0.691 
	
	
	0.661
	
	
	0.737
	
	

	
	
	Y
	0.796
	
	
	0.785 
	
	
	0.837
	
	

	
	
	Z
	0.880 
	
	
	0.860 
	
	
	0.909
	
	

	
	Case 2
	X
	
	-17.4%
	-26.9%
	
	-0.2%
	
	
	-27.0%
	

	
	
	Y
	
	-21.1%
	-27.7%
	
	-2.5%
	
	
	-31.6%
	

	
	
	Z
	
	-17.9%
	-25.5%
	
	-0.5%
	
	
	-24.1%
	

	
	Case 3
	X
	-0.1%
	
	-1.1%
	2.5%
	
	
	
	
	-1.6%

	
	
	Y
	1.1%
	
	-1.6%
	2.8%
	
	
	
	
	-1.6%

	
	
	Z
	-1.0%
	
	-1.8%

	1.5%
	
	
	
	
	-0.9%


	Ericsson
	Case 1
	X
	L1:0.728
L2: 0.579
	
	
	L1:0.735
L2:0.598
	
	
	
	
	

	
	
	Y
	L1:0.794
L2:0.670
	
	
	L1:0.806
L2:0.690
	
	
	
	
	

	
	
	Z
	L1:0.859
L2:0.770
	
	
	L1:0.866
L2:0.786
	
	
	
	
	

	
	Case 2
	X
	
	
	
	
	L1:-0.3%
L2:-0.8%
	
	
	
	

	
	
	Y
	
	
	
	
	L1:-1%
L2:-0.9%
	
	
	
	

	
	
	Z
	
	
	
	
	L1:0%
L2:0%
	
	
	
	

	
	Case 3
	X
	
	
	
	
	
	
	
	
	

	
	
	Y
	
	
	
	
	
	
	
	
	

	
	
	Z
	
	
	
	
	
	
	
	
	

	Summary
	Case 2
	Minor loss (>-1.6%)
	
	Xiaomi, Interdigital, MTK, vivo, Intel, ZTE,
CATT, Futurewei, Spreadtrum
	
	
	Vivo, Oppo, MTK, Intel, Xiaomi,
Futurewei, Spreadtrum, NTT DOCOMO, Nokia, Ericsson
	
	
	HW, CATT
	ZTE

	
	
	Moderate (-1.6%~-4%)
	
	Intel, NTT DOCOMO, Xiaomi, Interdigital, OPPO, CATT,MTK, Spreadtrum, Mavenir
	
	
	ZTE, Interdigital,  Xiaomi, Intel, NTT DOCOMO, Spreadtrum, Nokia, Mavenir
	
	
	Lenovo, ZTE
	ZTE

	
	
	Significant loss (<-4%)
	
	FW, Intel, Xiaomi, Interdigital, NTT DOCOMO, Nokia
	HW, Lenovo, CATT, ZTE, Nokia
	
	CATT, Interdigital, Xiaomi, Intel
	ZTE, vivo, CMCC
	
	Nokia
	Vivo, CMCC

	
	Case 3
	Minor loss (>-1.6%)
	CATT, Xiaomi, NTT DOCOMO, MTK, Interdigital,OPPO, Mavenir, Futurewei, Spreadtrum, Nokia
	HW, CATT
	ZTE, Nokia
	Intel, vivo, xiaomi, OPPO, MTK,
ZTE, NTT DOCOMO, Spreadtrum
	Vivo, CMCC
	ZTE
	HW
	vivo, CMCC
	Nokia

	
	
	Moderate loss (-1.6% ~ -4%)
	NTT DOCOMO, CATT, Xiaomi, Intel
	CATT
	Nokia
	Xiaomi, Mavenir
	vivo
	
	
	CMCC
	

	
	
	Significant loss (<-4%)
	Intel, Xiaomi,
	
	
	Intel, CATT, Xiaomi
	
	
	
	
	

	
	
	Positive gain
	Intel, vivo, Interdigital, ZTE
Nokia, NTT DOCOMO
	
	
	Vivo, Interdigital, MTK, Intel, xiaomi, Futurewei, Nokia, NTT DOCOMO
	
	
	CATT
	Vivo
	ZTE




Updated Observation 2.1.10:
For the generalization verification of AI/ML based CSI compression over various carrier frequencies, compared to the generalization Case 1 where the AI/ML model is trained with dataset subject to a certain carrier frequency#B and applied for inference with a same carrier frequency#B,
· For generalization Case 2, generalized performance may be achieved in general
· If carrier frequency#A is 3.5/4GHz & carrier frequency#B is 2GHz, 3 sources [NTT DOCOMO, Nokia, MediaTek] observe generalized performance of less than -0.8% degradation.
· If carrier frequency#A is 2GHz & carrier frequency#B is 3.5/4GHz, 5 sources [NTT DOCOMO, Nokia, vivo, MediaTek, Ericsson] observe generalized performance of less than -1.06% degradation or positive gain.
· Note: 2 sources [Nokia, Ericsson] observe significant degradations up to -6.6%.
· For generalization Case 3, generalized performance of the AI/ML model may be achieved (0%~-1.2% loss or positive gain) for carrier frequency#B subject to any of 2GHz and 3.5/4GHz, if the training dataset is constructed with data samples subject to multiple carrier frequencies including carrier frequency#B, as observed by 4 sources [NTT DOCOMO, Nokia, vivo, MediaTek].
· Minor loss (0%~-1.2%) are observed by 4 sources [Nokia, vivo, MediaTek, NTT DOCOMO].
· Positive gains are observed by 4 sources [NTT DOCOMO, Nokia, vivo, MediaTek].
· Note: Significant degradations of up to -4.9% are still observed by 1 source [Nokia] for carrier frequency#B subject to 3.5/4GHz
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· 1-on-1 joint training is assumed.
· The performance metric is SGCS in linear value for layer 1.
· Antenna layouts are assumed as the same over the different frequency carriers.
· Note: Results refer to Table 5.2 of R1-2308340

Table 5.2. Generalization of CSI compression– carrier frequencies
	Training, Generalization Case 1
	2GHz
	
	
	3.5/4GHz
	
	

	Training, Generalization Case 2
	
	3.5/4GHz
	
	
	2GHz
	

	Training, Generalization Case 3
	2GHz+3.5/4GHz
	5.5GHz+3.5/4GHz
	
	2GHz+3.5/4GHz
	5.5G+3.5/4GHz
	

	Testing
	2GHz
	3.5/4GHz

	
	Case
	CSI payload
	
	
	
	
	
	

	vivo#1/#2
	Case 1
	X
	
	
	
	0.788
	
	

	
	
	Y
	
	
	
	0.847
	
	

	
	
	Z
	
	
	
	0.9013
	
	

	
	Case 2
	X
	
	
	
	
	0.782/-0.76%
	

	
	
	Y
	
	
	
	
	0.838/-1%
	

	
	
	Z
	
	
	
	
	0.8992/-0.23%
	

	
	Case 3
	X
	
	
	
	0.788/0%
	0.789/0.127%
	

	
	
	Y
	
	
	
	0.845/-0.236%
	0.848/0.12%
	

	
	
	Z
	
	
	
	0.9015/0.02%
	0.9002/-0.12%
	

	NTT DOCOMO #1#2#3#4#5#6
	Case 1
	X
	0.7255
	
	
	0.7269
	
	

	
	
	Y
	0.8049
	
	
	0.808
	
	

	
	
	Z
	0.8901
	
	
	0.9001
	
	

	
	Case 2
	X
	
	-0.14%
	
	
	0.15%
	

	
	
	Y
	
	0.24%
	
	
	-0.37%
	

	
	
	Z
	
	1.08%
	
	
	-1.06%
	

	
	Case 3
	X
	-0.36%
	
	
	-0.22%
	
	

	
	
	Y
	0.21%
	
	
	-0.1%
	
	

	
	
	Z
	-0.51%
	
	
	-1.2%
	
	

	Nokia#1#2
	Case 1
	X
	0.715
	
	
	0.691
	
	

	
	
	Y
	0.763
	
	
	0.796
	
	

	
	
	Z
	0.886
	
	
	0.880
	
	

	
	Case 2
	X
	
	-0.8% 
	
	
	0.1%
	

	
	
	Y
	
	4.8% 
	
	
	-6.6% 
	

	
	
	Z
	
	0.1%
	
	
	-0.9% 
	

	
	Case 3
	X
	-0.1%
	
	
	0.3% 
	
	

	
	
	Y
	1.0% 
	
	
	-4.9% 
	
	

	
	
	Z
	0.1%
	
	
	-0.3% 
	
	

	MTK#1#2
	Case 1
	X
	0.696 
	
	
	0.702
	
	

	
	
	Y
	0.771
	
	
	0.773
	
	

	
	
	Z
	0.831 
	
	
	0.835
	
	

	
	Case 2
	X
	
	0.3%
	
	
	-0.1%
	

	
	
	Y
	
	-0.5%
	
	
	0.5%
	

	
	
	Z
	
	-0.2%
	
	
	0.4%
	

	
	Case 3
	X
	0.0%
	
	
	-0.3%
	
	

	
	
	Y
	-0.8%
	
	
	-0.3%
	
	

	
	
	Z
	-0.2%
	
	
	0.1%
	
	

	Ericsson
	Case 1
	X
	
	
	
	0.756
	
	

	
	
	Y
	
	
	
	0.818
	
	

	
	
	Z
	
	
	
	0.871
	
	

	
	Case 2
	X
	
	
	
	
	-0.8%
	

	
	
	Y
	
	
	
	
	-2.4%
	

	
	
	Z
	
	
	
	
	0.2%
	

	
	Case 3
	X
	
	
	
	
	
	

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	
	
	
	
	
	

	Summary
	Case 2
	Minor loss (>-1.8%)
	
	NTT DOCOMO, Nokia, MTK
	
	
	Vivo, Nokia, MTK, NTT DOCOMO, Ericsson
	

	
	
	Moderate/significant loss (<-1.8%)
	
	
	
	
	Nokia, Ericsson
	

	
	
	Positive gain
	
	MTK, Nokia, NTT DOCOMO
	
	
	NTT DOCOMO, Nokia, MTK, Ericsson
	

	
	Case 3
	Minor loss (>-1.6%)
	Nokia, MTK, NTT DOCOMO
	
	
	Nokia, Vivo MTK, NTT DOCOMO
	Vivo
	

	
	
	Significant loss (<-4%)
	
	
	
	Nokia
	
	

	
	
	Positive gain
	NTT DOCOMO, Nokia
	
	
	Vivo, Nokia, MTK
	vivo
	




Updated Observation 2.1.12:
For the scalability verification of AI/ML based CSI compression over various Tx port numbers, compared to the generalization Case 1 where the AI/ML model is trained with dataset subject to a certain Tx port number#B and applied for inference with a same Tx port number#B,
· For generalization Case 2, significant performance degradations are observed in general, if Tx port number#A is 32 & Tx port number#B is 16, as -3.37%~-21.8% degradations are observed by 4 sources [OPPO, Fujitsu, ZTE, vivo]
· For generalization Case 3, generalized performance of the AI/ML model can be achieved (0%~-3.94% loss or positive gains) for Tx port number#B subject to any of 16 and 32, if the training dataset is constructed with data samples subject to multiple Tx port numbers including Tx port number#B, and an appropriate scalability solution is performed to scale the dimension of the AI/ML model, as observed by 9 sources [Huawei, OPPO, NTT DOCOMO, CATT, ZTE, Fujistu, Nokia, Mavenir, Qualcomm].
· Minor loss (0%~-1.6%) are observed by 8 sources [Huawei, OPPO, Fujistu, CATT, ZTE, NTT DOCOMO, Mavenir, Qualcomm].
· Moderate loss (-2.02%~ -3.94%) are observed by 4 sources [Nokia, CATT, NTT DOCOMO, Qualcomm].
· Positive gains are observed by 5 sources [OPPO, ZTE, Fujistu, CATT, NTT DOCOMO].
· Note: Significant degradations of up to -9.76% are still observed by 2 sources [CATT, Mavenir] for Tx port number#B subject to 32 ports, and for Tx port number#B subject to 16 ports
· Note: Pre/post-processing of truncation/padding is adopted by 6 sources [Huawei, OPPO, NTT DOCOMO, ZTE, Fujistu, Nokia], and adaptation layer in the AL/ML model is adopted by 1 source [CATT].
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· 1-on-1 joint training is assumed.
· The performance metric is SGCS in linear value for layer 1/2/3/4.
· Note: Results refer to Table 5.3 of R1-2308340

Table 5.3 Scalability of CSI compression-Tx port numbers
	Training, Generalization Case 1
	32ports
	
	16ports
	32ports

	Training, Generalization Case 2
	
	16ports
	
	32ports

	Training, Generalization Case 3
	32ports+16ports
	
	32ports+16ports
	

	Testing
	32ports
	16ports

	
	Case
	CSI payload
	
	
	
	

	HW#1/#2
	Case 1
	X
	0.767
	
	0.831
	

	
	
	Y
	0.861
	
	0.894
	

	
	
	Z
	0.918
	
	0.944
	

	
	Case 2
	X
	
	
	
	

	
	
	Y
	
	
	
	

	
	
	Z
	
	
	
	

	
	Case 3
	X
	-0.1%
	
	-0.5%
	

	
	
	Y
	-1%
	
	-0.2%
	

	
	
	Z
	-0.5%
	
	-0.2%
	

	OPPO#1#2
	Case 1
	X
	0.855
	
	0.886
	

	
	
	Y
	
	
	
	

	
	
	Z
	
	
	
	

	
	Case 2
	X
	
	
	
	-21.8%

	
	
	Y
	
	
	
	

	
	
	Z
	
	
	
	

	
	Case 3
	X
	-0.2%
	
	1.35%
	

	
	
	Y
	
	
	
	

	
	
	Z
	
	
	
	

	Fujitsu
	Case 1
	X
	
	
	0.8401
	

	
	
	Y
	
	
	0.8924
	

	
	
	Z
	
	
	0.9568
	

	
	Case 2
	X
	
	
	
	-11.6%

	
	
	Y
	
	
	
	-12.26%

	
	
	Z
	
	
	
	-8.8%

	
	Case 3
	X
	
	
	-1%
	

	
	
	Y
	
	
	0.01%
	

	
	
	Z
	
	
	0.18%
	

	Nokia#1#2
	Case 1
	X
	0.7061
	
	0.7964, 0.7426
	

	
	
	Y
	0.7604
	
	0.8571
	

	
	
	Z
	0.8317
	
	
	

	
	Case 2
	X
	0.7061
	
	0.7964, 0.7426
	

	
	
	Y
	0.7604
	
	0.8571
	

	
	
	Z
	0.8317
	
	
	

	
	Case 3
	X
	-2.68%
	
	-2.94%/-2.64%
	

	
	
	Y
	-3.42%
	
	-2.38%
	

	
	
	Z
	-3.62%
	
	
	

	ZTE#1#2
	Case 1
	X
	
	
	
	

	
	
	Y
	
	
	
	

	
	
	Z
	L1:0.9218
L2:0.8771
	
	L1:0.947
L2:0.9047
	

	
	Case 2
	X
	
	
	
	

	
	
	Y
	
	
	
	

	
	
	Z
	
	
	
	L1:-3.37%
L2:-5.77%

	
	Case 3
	X
	
	
	
	

	
	
	Y
	
	
	
	

	
	
	Z
	L1:-0.89%
L2:-1.47%
	
	L1:0.88%
L2:1.34%
	

	NTT DOCOMO#1#2
	Case 1
	X
	L1:0.7269, 0.7274
L2: 0.6091
	
	L1:0.7697, 0.771
L2: 0.6669
	

	
	
	Y
	L1:0.808, 0.786
L2: 0.6768
	
	L1:0.8423, 0.8276
L2: 0.74
	

	
	
	Z
	L1:0.9001, 0.8654
L2: 0.7832
	
	L1:0.9038, 0.9198
L2: 0.8715
	

	
	Case 2
	X
	L1:0.7269, 0.7274
L2: 0.6091
	
	L1:0.7697, 0.771
L2: 0.6669
	

	
	
	Y
	L1:0.808, 0.786
L2: 0.6768
	
	L1:0.8423, 0.8276
L2: 0.74
	

	
	
	Z
	L1:0.9001, 0.8654
L2: 0.7832
	
	L1:0.9038, 0.9198
L2: 0.8715
	

	
	Case 3
	X
	L1: -0.76%/-0.8%
L2:-1.23%
	
	L1:-0.53%/-0.86%
L2:0.01%
	

	
	
	Y
	L1:-3.69%/-2.39%
L2:-3.89%
	
	L1:-3.03%/-1.52%
L2:-1.12%
	

	
	
	Z
	L1:-2.91%/0.14%
L2:-0.43%
	
	L1:0.82%/-2.02%
L2:-2.91%
	

	Vivo#1
	Case 1
	X
	
	
	
	

	
	
	Y
	
	
	
	

	
	
	Z
	
	
	
	

	
	Case 2
	X
	
	
	
	

	
	
	Y
	
	
	
	-15.2%

	
	
	Z
	
	
	
	

	
	Case 3
	X
	
	
	
	

	
	
	Y
	
	
	
	

	
	
	Z
	
	
	
	

	CATT#1#2
	Case 1
	X
	
L1: 0.8301, 0.8046
L2: 0.6053
L3: 0.2589
L4: 0.1345
	
	L1: 0.8672, 0.8231
L2: 0.6247
L3: 0.2666
L4: 0.1516
	

	
	
	Y
	
L1: 0.8588, 0.8351
L2: 0.7081
L3: 0.4279
L4: 0.3137
	
	
L1: 0.8888, 0.8708
L2: 0.7978
L3: 0.4454
L4: 0.3333
	

	
	
	Z
	
	
	
	

	
	Case 2
	X
	
	
	
	

	
	
	Y
	
	
	
	

	
	
	Z
	
	
	
	

	
	Case 3
	X
	L1: 0.41%/-3.9523%
L2: -0.4791%
L3: -1.5836%
L4: -0.8178%
	
	L1: 0.069%/-5.4793%
L2: -2.2251%
L3: -1.3878%
L4: -9.7625%
	

	
	
	Y
	L1: 2.56%/-0.0838%
L2: -4.999%
L3: -2.15%
L4: -2.805%
	
	L1: 0.0563%/-0.345%
L2: -1.366%
L3: -6.803%
L4: -2.910%
	

	
	
	Z
	L1: -0.136%/-0.196%
L2: -1.390%
L3: -2.202%
L4: -4.652%
	
	L1: -0.288%/-0.672%
L2: -1.364%
L3: -1.243%
L4: -3.943%
	

	Mavenir
	Case 1
	X
	
	
	
	

	
	
	Y
	0.896
	
	0.927
	

	
	
	Z
	
	
	
	

	
	Case 2
	X
	
	
	
	

	
	
	Y
	
	
	
	

	
	
	Z
	
	
	
	

	
	Case 3
	X
	
	
	
	

	
	
	Y
	-7.9%
	
	-1.6%
	

	
	
	Z
	
	
	
	

	Qualcomm
	Case 1
	X
	
	
	
	

	
	
	Y
	0.825/0.809
	
	0.855
	

	
	
	Z
	
	
	
	

	
	Case 2
	X
	
	
	
	

	
	
	Y
	
	
	
	

	
	
	Z
	
	
	
	

	
	Case 3
	X
	
	
	
	

	
	
	Y
	-2.3%/-0.74%
	
	-1.17%
	

	
	
	Z
	
	
	
	

	Summary
	Case 2
	Minor loss (>-1.8%)
	
	
	
	

	
	
	Moderate/significant loss (<-1.8%)
	
	
	
	Oppo, Fujistu, ZTE

	
	
	Positive gain
	
	
	
	

	
	Case 3
	Minor loss (>-1.8%)
	HW, OPPO, NTT DOCOMO, CATT, ZTE, Qualcomm
	
	HW, Fujistu, NTT DOCOMO, CATT, Mavenir, Qualcomm
	
	

	
	
	Moderate loss (-1.8%~-4%)
	CATT, NTT DOCOMO, Nokia, Qualcomm
	
	CATT, Nokia, NTT DOCOMO
	

	
	
	Significant loss (<-4%)
	CATT, Mavenir
	
	CATT
	

	
	
	Positive gain
	NTT DOCOMO, CATT
	
	OPPO, ZTE, Fujistu, NTT DOCOMO, CATT
	





Updated Observation 2.1.15:
For the evaluation of NW/UE first separate training with dataset sharing manner for CSI compression, for the pairing of 1 NW to 1 UE (Case 1), as compared to the case where the same set of dataset is applied for training the NW part model and training the UE part model, if the dataset#2 applied for training the UE/NW part model is a subset of the dataset#1 applied for training the NW/UE part model,
· If the dataset#2 is appropriately selected, minor additional performance degradation can be achieved, as -0%~-0.59% gap is observed from 3 sources [Huawei, CMCC, CATT]. 
· If the dataset#2 has a significantly reduced size compared to dataset#1, moderate/significant additional performance degradation may occur, as -0.6%~-4.83% gap is observed from 4 sources [CMCC, vivo, OPPO, HW].
· Note: the dataset sharing behavior from above sources follows the example of the agreement in the RAN1#111 meeting, where “the set of information includes the input and output of the Network side CSI generation part, or includes the output of the Network side CSI generation part only”.
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· The performance metric is SGCS for Layer 1/2.
· Note: Results refer to Table 5.4 of R1-2308340

Table 5.4. NW/UE first training for CSI compression -1 NW to 1 UE (Case 1) with various dataset settings
	
	CSI payload
	Benchmark
(#A~D: NW part;
#1~4: UE part)
dataset size
	Same backbone, same/diff dataset size
	Diff backbone;
same/diff dataset size

	HW#1/3-NW first
	Descrip
	TF#A-TF#1, 300k
	TF#A-TF#1, 300k/100k
	

	
	X
	0.767
	-0.3%/-0.7%
Gap: -0.4%
	

	
	Y
	0.861
	-0.1%/-0.3%
Gap: -0.2%
	

	
	Z
	0.918
	-0.1%/-0.3%
Gap: -0.1%
	

	
	Descrip
	CNN#A-CNN#1, 300k
	CNN#A-CNN#1, 300k/100k
	

	
	X
	0.726
	-0.3%/-0.7%
Gap: -0.4%
	

	
	Y
	0.787
	-0.5%/-0.6%
Gap: -0.1%
	

	
	Z
	0.859
	-0.3%/-0.6%
Gap: -0.3%
	

	CMCC#1~7-NW first
	Descrip
	TF#A-TF#1, 154k
	TF#A-TF#1, 154k/100k/50k/  10k/5k
	

	
	X
	
	
	

	
	Y
	
	-0.22%/-0.22%/-0.55%/-1.86%/-2.95%
Gap: 0/-0.3%/-1.64%/-2.73%
	

	
	Z
	
	
	

	
	Descrip
	TF#A-EVCsiNet#1, 154k
	
	TF#A-EVCsiNet#1, 154k/100k/50k/  10k/5k

	
	X
	
	
	

	
	Y
	
	
	-2.03%/-2.59%/-3.92%/-6.38%/-7.71%
Gap: -0.56%/-1.33%/-2.46%/-1.33

	
	Z
	
	
	

	
	Descrip
	TF#A- MLP-Mixer#1, 
154k
	
	TF#A- MLP-Mixer#1, 154k/100k/50k/  10k/5k

	
	X
	
	
	

	
	Y
	
	
	-0.09%/-0.31%/-0.86%/-5.69%/-8.55%
Gap: -0.23%/-0.55%/-4.83%/-2.86

	
	Z
	
	
	

	vivo#1/2-NW first
	Descrip
	TF#A-TF#1, 300k;
TF#A-TF#2, 300k;
	TF#A-TF#1, 300k/50k;
TF#A-TF#2, 300k/50k;
	

	
	X
	0.750;
0.742
	-0.6%/-2.6%
Gap: -2.0%;

-0.1%/-1.8%
Gap: -1.7%;
	

	
	Y
	
	
	

	
	Z
	
	
	

	
	Descrip
	TF#A-CNN#1, 300k
	
	TF#A-CNN#1, 300k/50k

	
	X
	0.726
	
	-2.8%/-7.0%
Gap: -4.2%

	
	Y
	
	
	

	
	Z
	
	
	

	CATT#2/3
	Descrip
	TF#A-TF#1, 360k;
	TF#A-TF#1, 360k/180k;

	

	
	X
	0.681
	-0.29%/-0.88%
Gap: -0.59%
	

	
	Y
	0.72
	-0.14%/-0.56%
Gap: -0.42%
	

	
	Z
	0.816
	-0.25%/-0.49%
Gap: -0.24%
	

	OPPO#1
	Descrip
	TF#A-TF#1, 600k;
	TF#A-TF#1, 600k/300k/100k/50k;

	

	
	X
	0.787
	-0.89%/-1.91%/-4.57%/-6.61%
Gap: -1.02%/-2.66%/-2.04%
	

	
	Y
	
	
	

	
	Z
	
	
	

	HW#1/3-UE first
	Descrip
	TF#A-TF#1, 300k
	TF#A-TF#1, 300k/100k
	

	
	X
	0.767
	0%/-1.3%
Gap: -1.3%
	

	
	Y
	0.861
	0%/-0.9%
Gap: -0.9%
	

	
	Z
	0.918
	0%/-0.5%
Gap: -0.5%
	

	
	Descrip
	CNN#A-CNN#1, 300k
	CNN#A-CNN#1, 300k/100k
	

	
	X
	0.726
	-0.8%/-0.8%
Gap: 0%
	

	
	Y
	0.787
	-0.6%/-1.1%
Gap: -0.5%
	

	
	Z
	0.859
	-0.6%/-0.5%
Gap: +0.1%
	

	vivo#1/2-UE first
	Descrip
	TF#A-TF#1, 300k;
TF#B-TF#1, 300k;
	TF#A-TF#1, 300k/50k;
TF#B-TF#1, 300k/50k;
	

	
	X
	0.750;
0.755
	-0.4%/-2.0%
Gap: -1.6%;

-0.7%/-2.0%
Gap: -1.3%;
	

	
	Y
	
	
	

	
	Z
	
	
	

	
	Descrip
	CNN#A-TF#1, 300k
	
	TF#A-CNN#1, 300k/50k

	
	X
	0.746
	
	-0.8%/-2.7%
Gap: -1.9%

	
	Y
	
	
	

	
	Z
	
	
	

	Summary-NW first: gap of additional loss
	-0%~-0.59%
	
	HW, CMCC, CATT
	CMCC

	
	-0.6%~-4.83%
	
	CMCC, vivo, OPPO
	CMCC, vivo

	Summary-UE first: gap of additional loss
	-0%~-0.59%
	
	HW, 
	

	
	-0.6%~-4.83%
	
	HW, vivo
	vivo




Updated Observation 2.1.20:
For the generalization verification of AI/ML based CSI prediction over various UE speeds, compared to the generalization Case 1 where the AI/ML model is trained with dataset subject to a certain UE speed#B and applied for inference with a same UE speed#B,
· For generalization Case 2, generalized performance may be achieved for some certain combinations of UE speed#A and UE speed#B but not for others:
· If UE speed#B is 10 km/h & UE speed#A is 30 km/h, 2 sources [Spreadtrum, MediaTek] observe a generalized performance of less than -1.4% degradation.
· Note: 1 company [InterDigital] still observes significant degradation (-11.3%~-13.4% loss).
· If UE speed#B is either 30 km/h or 60 km/h or 120 km/h, or if UE speed#B is 10km/h and UE speed#A is either 60km/h or 120km/h, 11 sources [Samsung, Interdigital, Fujitsu, ZTE, ETRI, vivo, Huawei, CATT, Spreadtrum, MediaTek, CMCC] observe that moderate/significant performance degradations are suffered:
· For UE speed#B is 10 km/h & UE speed#A is either 60 km/h or 120 km/h, 1 source [Spreadtrum] observes moderate degradation (-2.3% loss), 3 sources [Samsung, MediaTek, CMCC] observe significant degradation (-5.5%~-61% loss).
· For UE speed#B is 30 km/h & UE speed#A is either 10 km/h, 60 km/h or 120 km/h, 2 sources [CATT, Spreadtrum] observe moderate degradation (-2.01%~-4.62% loss), 9 sources [Interdigital, Fujitsu, vivo, ZTE, Huawei, ETRI, Spreadtrum, CMCC, MediaTek] observe significant degradation (-5%~-72.37% loss).
· For UE speed#B is 60 km/h & UE speed#A is either 10 km/h, 30 km/h or 120 km/h, 1 source [ZTE] observes moderate degradation (-3% loss), 10 sources [Samsung, Xiaomi, Fujitsu, ETRI, ZTE, vivo, Spreadtrum, CMCC, MediaTek, Huawei, CATT] observe significant degradation (-7.8%~-76.85% loss).
· For UE speed#B is 120 km/h & UE speed#A is either 30 km/h or 60 km/h, 1 source [ZTE] observes moderate degradation (-3.4% loss), 5 sources [ZTE, ETRI, vivo, Samsung, MediaTek] observe significant degradation (-7.55%~-56.3% loss).
· For generalization Case 3, generalized performance of the AI/ML model can be achieved in general (0%~-4.65% loss) for UE speed#B subject to any of 10 km/h, 30 km/h, 60 km/h and 120 km/h, if the training dataset is constructed with data samples subject to multiple UE speeds including UE speed#B, as observed by 11 sources [Xiaomi, Interdigital, Apple, Huawei, ZTE, Samsung, ETRI, vivo, Spreadtrum, MediaTek, Fujistu].
· For UE speed#B is 10 km/h, minor loss (-0.2%~-1.7%) are observed by 4 sources [Xiaomi, Spreadtrum, MediaTek, InterDigital].
· For UE speed#B is 30 km/h, minor loss (-0.2%~-1.34%) or positive gain are observed by 5 sources [Apple, Huawei, Fujitsu, InterDigital, MediaTek], moderate loss (-4.07%~-4.2%) are observed by 2 sources [vivo, Spreadtrum].
· For UE speed#B is 60 km/h, minor loss (-0.05%~-2%) are observed by 4 sources [ZTE, Apple, Huawei, Spreadtrum], moderate loss (-3.76%~-4.65%) are observed by 2 sources [vivo, Fujistu].
· For UE speed#B is 120 km/h, moderate loss (-2%~-4.45%) are observed by 4 sources [vivo, Samsung, ETRI, ZTE].
· Note: For generalization Case 3, 6 sources [ETRI, ZTE, Samsung, CMCC, Xiaomi, MediaTek] observe significant performance degradations (-5%~-43.6% loss) for UE speed#B subject to 10 km/h, 30 km/h, 60 km/h, 120km/h, but compared with generalization Case 2, in general the performance are still improved.
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Raw channel matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· The performance metric is SGCS in linear value for layer 1/2/3/4.
· No spatial consistency is considered
· Note: Results refer to Table 5.5 of R1-2308340

Table 5.5 Generalization of CSI prediction-UE speeds
	Training
Genr-Case 1
(km/h)
	10
	
	
	
	30
	
	
	
	60
	
	
	
	120
	
	

	Training
Genr-Case 2
(km/h)
	
	30
	60
	120
	
	10
	60
	120
	
	10
	30
	120
	
	30
	60

	Training
Genr-Case 3
(km/h)
	X+10, X is one or combination of {30, 60, 120}
	X+30, X is one or combination of {10, 60, 120}
	X+60, X is one or combination of {10, 30, 120}
	X+120, X is one or combination of {10, 30, 60}

	Test
	10km/h
	30km/h
	60km/h
	120km/h

	HW
	Case 1
	
	
	
	
	0.979
	
	
	
	0.861
	
	
	
	
	
	

	
	Case 2
	
	
	
	
	
	
	-6%
	
	
	
	-31%
	
	
	
	

	
	Case 3
	
	-0.9%
	-1.4%
	

	Apple
	Case 1
	
	
	
	
	L1:	0.9984
L2:	0.9977
L3:	0.9968
L4:	0.997
	
	
	
	L1:	0.8201
L2:	0.7578
L3:	0.6651
L4:	0.6441
	
	
	
	
	
	

	
	Case 2
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	Case 3
	
	L1: -0.46%
L2: -0.73%
L3: -1.34%
L4: -1.24%
	L1: -1.26%
L2: -1.65%
L3: -0.4%
L4: -2%
	

	ZTE
	Case 1
	
	
	
	
	0.9576
	
	
	
	0.7435
	
	
	
	0.7289
	
	

	
	Case 2
	
	
	
	
	
	
	-18.44%
	-21.02%
	
	
	-14.34%
	-3%
	
	-28.44%
	-3.4%

	
	Case 3
	
	-10.29%
	-0.05%
	-3.1%

	ETRI
	Case 1
	
	
	
	
	0.8841
	
	
	
	0.7987
	
	
	
	0.7273
	
	

	
	Case 2
	
	
	
	
	
	
	-16.7%
	-45.6%
	
	
	-11.6%
	-36.1%
	
	-32.3%
	-27.4%

	
	Case 3
	
	-13.3%
-22.2%
	-5%
	-2%

	SS
	Case 1
	0.9596
	
	
	
	
	
	
	
	0.5745
	
	
	
	0.4727
	
	

	
	Case 2
	
	
	-53%
	-61%
	
	
	
	
	
	-18%
	
	-26.4%
	
	
	-13%

	
	Case 3
	-8%
	
	-6.7%
	-2.6%

	Fujitsu 
	Case 1
	
	
	
	
	L1:0.977
L2:0.966
	
	
	
	L1:0.768
L2:0.709
	
	
	
	
	
	

	
	Case 2
	
	
	
	
	
	
	L1: -5%
L2:-6.6%
	
	
	
	L1:-29%
L2:-29%
	
	
	
	

	
	Case 3
	
	L1:-0.2%, L2: -0.3%
	L1:-4.17%, L2: -4.65%
	

	vivo
	Case 1
	
	
	
	
	0.9896
	
	
	
	0.8102
	
	
	
	0.6156
	
	

	
	Case 2
	
	
	
	
	
	
	-6.8%
	-10.7%
	
	
	-30.8%
	-7.81%
	
	-18%
	-7.55%

	
	Case 3
	
	-4.07%
	-3.76%
	-4.45%

	CMCC
	Case 1
	0.984
	
	
	
	0.8633
	
	
	
	0.6057
	
	
	
	
	
	

	
	Case 2
	
	
	-26.79%
	
	
	-72.37%
	-25.58%
	
	
	-76.85%
	-33.14%
	
	
	
	

	
	Case 3
	-16.87%
	-15.44%
	-6.77%
	

	InterDi gital
	Case 1
	L1: 0.99657
L2: 0.99607
	
	
	
	L1: 0.83469
L2: 0.79447
	
	
	
	
	
	
	
	
	
	

	
	Case 2
	
	L1: -11.3%
L2: -13.4%
	
	
	
	L1: -8.4%
L2: -10.7%
	
	
	
	
	
	
	
	
	

	
	Case 3
	
L1: -1.4%
L2: -1.7%
	L1: 9.4%
L2: 12%
	
	

	MTK
	Case 1
	0.9997
	
	
	
	0.9957
	
	
	
	0.4326
	
	
	
	0.3304
	
	

	
	Case 2
	
	0%
	
	-5.5%
	
	
	
	-51.5%
	
	
	-56.3%
	-32.6%
	
	-56.3%
	

	
	Case 3
	-0.2%
	-0.7%
	-13.5%
	-43.6%

	Xiaomi
	Case 1
	0.9999
	
	
	
	0.9731
	
	
	
	0.7581
	
	
	
	
	
	

	
	Case 2
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	Case 3
	-0.89%
	-5.43%
	-10.63%
	

	CATT
	Case 1
	
	
	
	
	0.9453, 0.9635
	
	
	
	0.902, 0.9159
	
	
	
	
	
	

	
	Case 2
	
	
	
	
	
	
	-2.01%, -4.62%
	
	
	
	-20.73%, -18.33%
	
	
	
	

	
	Case 3
	
	
	
	

	Spreadtrum
	Case 1
	0.994
	
	
	
	0.948
	
	
	
	0.83
	
	
	
	
	
	

	
	Case 2
	
	-1.4%
	-2.3%
	
	
	-26.9%
	-3.6%
	
	
	-26.1%
	-20.6%
	
	
	
	

	
	Case 3
	-1.2%
	-4.2%
	-1.9%
	

	Summ ary
	Case 1
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	Case 2
	
	0%~ -1.4% [2 companies]

-11.3%~13.4% [1 company]
	-2.3%[1 company], 
-26.79%~-53%[2 companies]
	-5.5%~ -61%[2 companies]
	
	-8.4%~ -72.37%[3 companies]
	-2.01%~-4.62%[2 companies];

-5~
-25.8%[6 companies]
	-10.7%~-51.5[4 companies]
	
	-18%~-76.85%[3 companies]
	-11.6%~-56.3%[9 companies]
	-3%[1 company],
-7.81%~-36[4 companies]
	
	-18%~-56.3%[4 companies]
	-3.4%[1 company], 
7.55~-27.4[3companies]


	
	Case 3
	-0.2% ~ -1.7%[4 companies];

-8%~-16.87% [2 company]
	-0.2%~-1.34% [4 companies];
-4.07%~-4.2% [2 companies];
-5.43%~-22.2% [4 companies];
Positive gain [1 company]
	-0.05~2% [4 companies]
-3.76%~-4.65% [2 company]
-5%~-13.5% [5 companies]
	-2~-4.45% [4 companies]
-43.6% [1 company]

	Case 2
	Minor(>-2%)
	
	Spreadtrum, MediaTek
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	Modr(-2~-5% loss)
	
	
	Spreadtrum
	
	
	
	CATT, Spreadtrum
	
	
	
	
	ZTE
	
	
	ZTE

	
	Signf(<-5% loss)
	
	InterDigital
	SS, CMCC
	SS, MediaTek
	
	Interdigital, Spreadtrum, CMCC
	ZTE, ETRI,
vivo, HW, Fujitsu, CMCC
	vivo, ETRI,ZTE, MediaTek
	
	SS, Spreadtrum, CMCC
	Fujitsu, ETRI, ZTE, vivo, HW, CMCC, MediaTek, CATT, Spreadtrum
	Vivo, SS, ETRI,MediaTek
	
	ZTE, ETRI, vivo, MediaTek
	Vivo,SS, ETRI

	Case 3
	Minor(>-2%)
	Xiaomi, Interdigital, Spreadtrum, MediaTek, 
	Apple, HW, Fujitsu, Interdigital, MediaTek
	ZTE, Apple, HW, Spreadtrum
	

	
	Modr(-2~-5% loss)
	
	vivo Spreadtrum
	vivo Fujitsu
	Vivo, SS, ETRI, ZTE

	
	Signf(<-5% loss)
	SS, CMCC
	ETRI, ZTE,CMCC, Xiaomi
	ETRI, SS, Xiaomi, MediaTek, CMCC
	MediaTek





Issue#5-2 Update of previous observations
Proposal 5.2: For the evaluation of CSI enhancements, update the observations drawn in previous meetings to Updated Observation 2.1.1, Updated Observation 2.1.4, Updated Observation 2.1.5, Observation 2.1.9, Updated Observation 2.1.11, and Updated Observation 2.1.16 in R1-2308340.


Issue#2-1 (High priority) SGCS gain over benchmark

Updated Observation 2.1.1:
For the evaluation of AI/ML based CSI compression, compared to the benchmark, in terms of SGCS,
· For Max rank 1, Layer 1,
· 14 sources [Huawei, Nokia, ZTE, vivo, OPPO, ETRI, Fujitsu, CMCC, China Telecom, Apple, Spreadtrum, NTT DOCOMO, Intel, CATT] observe the performance gain of 2.6%~ 8.8% at CSI payload X (small payload);
· 18 sources [Huawei, Nokia, Futurewei, ZTE, vivo, OPPO, ETRI, Fujitsu, NTT DOCOMO, Xiaomi, China Telecom, MediaTek, BJTU, Apple, Spreadtrum, Intel, QC, CATT] observe the performance gain of 0.9%~ 8.1% at CSI payload Y (medium payload);
· 16 sources [Huawei, Nokia, Futurewei, Lenovo, ZTE, vivo, OPPO, ETRI, Fujitsu, BJTU, Apple, Spreadtrum, NTT DOCOMO, Intel, CATT, MediaTek] observe the performance gain of 0.9%~ 7% at CSI payload Z (large payload);
· Note: 3 source [Futurewei, QC, MediaTek] observes the performance gain of 0%, 10.2%~11.6% at CSI payload X (small payload), 0.9% at CSI payload Y (medium payload), -0.3% at CSI payload Z (large payload) which biases from the majority range. 
· For Max rank 2, Layer 1,
· 15 sources [Huawei, Nokia, Futurewei, ZTE, vivo, OPPO, Fujitsu, Ericsson, Xiaomi, Qualcomm, Intel, Apple, NTT DOCOMO, CATT, MediaTek] observe the performance gain of 3.9%~ 11% at CSI payload X (small payload);
· 13 sources [Huawei, Nokia, Futurewei, ZTE, vivo, OPPO, Fujitsu, NTT DOCOMO, Ericsson, Qualcomm, Apple, Xiaomi, CATT] observe the performance gain of 0.7%~ 4.5% at CSI payload Y (medium payload);
· 14 sources [Huawei, Nokia, Futurewei, ZTE, vivo, OPPO, Fujitsu, Ericsson, Apple, NTT DOCOMO, Xiaomi, Intel, CATT, MediaTek] observe the performance gain of -0.2%~ 6.5% at CSI payload Z (large payload);
· Note: 4 source [Intel, MediaTek, ETRI, Futurewei] observes the performance gain of 12.7%~15.6% at CSI payload X (small payload), 5%~10.6% at CSI payload Y (medium payload), 7.1% at CSI payload Z (large payload) which biases from the majority range. 
· For Max rank 2, Layer 2, more gains are observed in general compared with Layer 1 of Max rank 2:
· 13 sources [Huawei, Nokia, ZTE, vivo, OPPO, Fujitsu, NTT DOCOMO, Ericsson, Xiaomi, Qualcomm, Intel, Apple, ETRI] observe the performance gain of 5.92%~ 30.2% at CSI payload X (small payload);
· 13 sources [Huawei, Nokia, ZTE, vivo, OPPO, Fujitsu, NTT DOCOMO, Ericsson, Xiaomi, Qualcomm, Intel, Apple, ETRI] observe the performance gain of 1.5%~ 23.08% at CSI payload Y (medium payload);
· 11 sources [Huawei, Nokia, ZTE, vivo, OPPO, Fujitsu, NTT DOCOMO, Ericsson, Intel, Apple, ETRI] observe the performance gain of 4.4%~ 12.99% at CSI payload Z (large payload);
· Note: 4 source [MediaTek, Futurewei, CATT, Xiaomi, Ericsson] observes the performance gain of -7.4%~1.1%, 49.3% at CSI payload X (small payload), -0.3%~1.5%, 41.7% at CSI payload Y (medium payload), -0.4%~2.2%, 45.9% at CSI payload Z (large payload) which biases from the majority range. 
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix of the current CSI is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· 1-on-1 joint training is assumed.
· The performance metric is SGCS for Layer 1 of Max rank 1 or Layer 1/2 of Max rank 2.
· Benchmark is Rel-16 Type II codebook.
· Note: Results refer to Table 5.6 of R1-2308340

Table 5.6 Gain of CSI compression over R16 Type II benchmark - SGCS
	
	
	SGCS L1, R1
	SGCS L1, R2
	SGCS L1, R4
	SGCS L2, R2
	SGCS L2, R4
	SGCS L3, R4
	SGCS L4, R4

	HW#1 

	X
	8.8%
	8.8%
	
	14%
	
	
	

	
	Y
	4.5%
	4.5%
	
	7%
	
	
	

	
	Z
	6.5%
	6.5%
	
	9%
	
	
	

	Nokia #1 

	X
	5.6%
	4.2%
	
	14.3%
	
	
	

	
	Y
	1.2%
	1.3%
	
	3.6%
	
	
	

	
	Z
	2.2%
	-0.2%
	
	5.9%
	
	
	

	Futurewei#1 
	X
	10.2%
	4.04%
	
	1.13%
	
	
	

	
	Y
	4.4%
	3.13%
	
	1.45%
	
	
	

	
	Z
	4.6%
	1.4%
	
	-0.39%
	
	
	

	Futurewei#2 
	X
	11.6%
	12.07%
	
	-7.36%
	
	
	

	
	Y
	0.9%
	
	
	
	
	
	

	
	Z
	-0.3%
	
	
	
	
	
	

	Lenovo#1 

	X
	
	
	
	
	
	
	

	
	Y
	
	
	
	
	
	
	

	
	Z
	1.7%
	
	
	
	
	
	

	ZTE#1 

	X
	6.43%
	4.67%
	3.96%
	5.92%
	6.77%
	32.12%
	91.85%

	
	Y
	6.44%
	4.04%
	3.11%
	5.90%
	3.72%
	15.02%
	37.16%

	
	Z
	6.97%
	6.44%
	5.64%
	9.95%
	4.79%
	14.92%
	31.94%

	Vivo#1 

	X
	4.97%
	
	
	
	
	
	

	
	Y
	3.54%
	
	
	
	
	
	

	
	Z
	6.44%
	
	
	
	
	
	

	Vivo#2 

	X
	6.09%
	6.08%
	
	17.8%
	
	
	

	
	Y
	3.61%
	3.59%
	
	9.23%
	
	
	

	
	Z
	6.28%
	6.32%
	
	12.19%
	
	
	

	OPPO#1 

	X
	8.45%
	8.45%
	
	30.2%
	
	
	

	
	Y
	3.8%
	3.8%
	
	23.08%
	
	
	

	
	Z
	3.45%
	3.45%
	
	12.99%
	
	
	

	ETRI#1 

	X
	5.66%
	15.6%
	
	11.1%
	
	
	

	
	Y
	1.4%
	10.6%
	
	5.49%
	
	
	

	
	Z
	4.56%
	7.1%
	
	5.68%
	
	
	

	Spreadtrum#1
	X
	8.29%
	
	
	
	
	
	

	
	Y
	5.99%
	
	
	
	
	
	

	
	Z
	6.18%
	
	
	
	
	
	

	Fujitsu#1 

	X
	2.6%
	5.40%
	
	9.50%
	
	
	

	
	Y
	0.9%
	2.60%
	
	1.90%
	
	
	

	
	Z
	2.1%
	4.40%
	
	5.50%
	
	
	

	NTT DOCOMO#1

	X
	3.75%
	6.17%
	
	14.04%
	
	
	

	
	Y
	4.20%
	1.60%
	
	6.68%
	
	
	

	
	Z
	5.03%
	0.57%
	
	4.66%
	
	
	

	CMCC 

	X
	4.74%
	
	
	
	
	
	

	
	Y
	
	
	
	
	
	
	

	
	Z
	
	
	
	
	
	
	

	E///#1
CNN, eType-II processing
	X
	
	3.9%
	
	10.9%
	
	
	

	
	Y
	
	0.7%
	
	1.5%
	
	
	

	
	Z
	
	2.2%
	
	4.4%
	
	
	

	E///#2 
TF, no processing
	X
	
	3.9%
	
	12.9%
	
	
	

	
	Y
	
	0.9%
	
	2.2%
	
	
	

	
	Z
	
	0.7%
	
	2.2%
	
	
	

	E///#3 
TF, eType-II processing
	
	
	6.1%
	
	14.4%
	
	
	

	
	
	
	2.6%
	
	4.3%
	
	
	

	
	
	
	3.5%
	
	5.5%
	
	
	

	Xiaomi#1 

	X
	
	4.16%
	
	12.04%
	
	
	

	
	Y
	7.31%
	2.68%
	
	3.67%
	
	
	

	
	Z
	
	0.74%
	
	0.42%
	
	
	

	QC#1 

	X
	11%
	11%
	17%
	26%
	25%
	101%
	177%

	
	Y
	4%
	4%
	20%
	8%
	18%
	18%
	16%

	
	Z
	
	
	11%
	
	6%
	-1%
	-5%

	CATT

	X
	5.33% 
	4.39%
	
	49.31% 
	
	
	

	
	Y
	1.88% 
	1.38%
	
	41.73%
	
	
	

	
	Z
	4.46% 
	4.21%
	
	45.87%
	
	
	

	Apple#1 

	X
	7%
	7%
	11%
	12%
	13%
	92%
	166%

	
	Y
	4%
	4%
	6%
	4%
	-2%
	7%
	10%

	
	Z
	6%
	6%
	5%
	2%
	-5%
	-7%
	-7%

	Apple#2 
CQI/RI option 1a/2a
	X
	
	
	17.70%
	
	29%
	131%
	240%

	
	Y
	
	
	
	
	
	
	

	
	Z
	
	
	6%
	
	4.30%
	18%
	31%

	China Telecom#1

	X
	7.7%
4.2%
	
	
	
	
	
	

	
	Y
	8.1%
	
	
	
	
	
	

	
	Z
	
	
	
	
	
	
	

	MTK#1 

	X
	0.2%
	5.60%
	
	-3.60%
	
	
	

	
	Y
	2%
	5.00%
	
	-0.30%
	
	
	

	
	Z
	2%
	4.10%
	
	0.50%
	
	
	

	Intel#1 

	X
	7.9%
	7.9%
	
	9.5%
	
	
	

	
	Y
	5.6%
	5.6%
	
	2.2%
	
	
	

	
	Z
	6.4%
	6.4%
	
	5.5%
	
	
	

	BJTU

	X
	
	
	
	
	
	
	

	
	Y
	8%
	
	
	
	
	
	

	
	Z
	7%
	
	
	
	
	
	

	Benchmark SGCS
	X
	0.647~0.735
	0.66~0.72
	0.59~0.74
	0.48~0.56
	0.34~0.56
	0.15~0.44
	0.11~0.34

	
	Y
	0.74~0.82
	0.76~0.82
	0.72~0.79
	0.61~0.7
	0.42~0.64
	0.5~0.51
	0.38~0.40

	
	Z
	0.83~0.87
	0.83~0.87
	0.80~0.88
	0.73~0.79
	0.70~0.76
	0.55~0.61
	0.43~0.51

	Summary
	X
	2.6%~ 8.8%
	3.9%~ 11%
	3.64%~ 17%
	5.92%~ 30.2%
	6.77%~ 54.3%
	32.12%~101%
	72%~ 177%

	
	Y
	0.9%~ 8.1%
	0.7%~ 4.5%
	3.11%~ 20%
	1.5%~ 23.08%
	3.72%~ 42.2%
	8%~ 18%
	16%~ 37.16%

	
	Z
	0.9%~ 7%
	-0.2% 6.5%
	5%~ 11%
	4.4%~ 12.99%
	2%~ 6%
	-1%~ 17%
	-5%~ 31.94%



Issue#2-4 (High priority) Mean UPT, full buffer
Moderator note: The original observation is drawn at 113 meeting. Same as Issue#2-1, the principle is not to change the value ranges determined in the last meeting – the companies are captured to the observations only if the new results fall into the old range.
Note: For the table, updated contents are highlighted; if the updated results do not fall into the old range (and not captured to the updated observation), they are marked with grey color.

Updated Observation 2.1.4:
For the evaluation of AI/ML based CSI compression, compared to the benchmark, in terms of mean UPT under full buffer, more gains are achieved by Max rank 2 compared with Max rank 1 in general:
· For Max rank 1, 8 sources [Huawei, Nokia, vivo, OPPO, Fujitsu, Qualcomm, Intel, MediaTek] observe the performance gain of 1.1%~11%
· 6 sources [Huawei, Nokia, vivo, OPPO, Fujitsu, Intel] observe the performance gain of 6%~11% at CSI overhead A (small overhead);
· 6 sources [Huawei, Nokia, vivo, OPPO, Fujitsu, Intel] observe the performance gain of 3%~7% at CSI overhead B (medium overhead);
· 8 sources [Huawei, Nokia, vivo, OPPO, Fujitsu, Qualcomm, Intel, MediaTek] observe the performance gain of 1.1%~11% at CSI overhead C (large overhead);
· For Max rank 2, 9 sources [Huawei, Nokia, vivo, Fujitsu, Qualcomm, Intel, InterDigital, Xiaomi, MediaTek] observe the performance gain of 0.2%~15%
· 9 sources [Huawei, Nokia, vivo, Fujitsu, Qualcomm, Intel, InterDigital, Xiaomi, MediaTek] observe the performance gain of 4%~15% at CSI overhead A (small overhead);
· 7 sources [Huawei, Nokia, vivo, Fujitsu, Qualcomm, Intel, InterDigital] observe the performance gain of 4%~10% at CSI overhead B (medium overhead);
· 9 sources [Huawei, Nokia, vivo, Fujitsu, Qualcomm, Intel, InterDigital, Xiaomi, MediaTek] observe the performance gain of -0.2%~14% at CSI overhead C (large overhead);
· Note: For Max rank 4, 1 source [ZTE] observes gain of 7.44%~9.95% over CSI overhead A/B/C.
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix of the current CSI is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· 1-on-1 joint training is assumed.
· Benchmark is Rel-16 Type II codebook.
· Note: Results refer to Table 5.7 of R1-2308340

Table 5.7. Gain of CSI compression over R16 Type II benchmark – Mean UPT, full buffer
	
	CSI overhead
	R1
	R2
	R4

	HW#1
	A
	11%
	15%
	

	
	B
	7%
	9%
	

	
	C
	11%
	14%
	

	Nokia #1
	A
	6.5%
	8.5%
	

	
	B
	5.8%
	5%
	

	
	C
	1.1%
	-0.2%
	

	vivo#1
	A
	7.92%
	11.15%
	

	
	B
	6.02%
	7.09%
	

	
	C
	9.53%
	10.28%
	

	OPPO#1
	A
	6%
	
	

	
	B
	3%
	
	

	
	C
	3%
	
	

	Fujitsu#1
	A
	9%
	9.2%
	

	
	B
	5.6%
	7%
	

	
	C
	2%
	13.7%
	

	Xiaomi#1
	A
	
	4.62%
	

	
	B
	
	2.16%
	

	
	C
	
	0.75%
	

	QC#1
	A
	14%
	8%
	

	
	B
	9%
	10%
	

	
	C
	8%
	3%
	

	Intel#1
	A
	7.0%
	7.1%
	

	
	B
	6.5%
	5.3%
	

	
	C
	6.0%
	4.7%
	

	InterDigital#1
	A
	
	4%
	

	
	B
	
	4%
	

	
	C
	
	0.8%
	

	ZTE#1
	A
	
	
	8.51%

	
	B
	
	
	7.44%

	
	C
	
	
	9.95%

	MediaTek#1
	A
	2.6%
	7%
	

	
	B
	0.6%
	2%
	

	
	C
	1.3%
	6%
	

	Summary
	A
	6%~11%
	4%~15%
	8.51%

	
	B
	3%~7%
	4%~10%
	7.44%

	
	C
	1.1%~11%
	0.2%~14%
	9.95%



Issue#2-5 (High priority) 5% UPT, full buffer
Moderator note: The original observation is drawn at 113 meeting. Same as Issue#2-1, the principle is not to change the value ranges determined in the last meeting – the companies are captured to the observations only if the new results fall into the old range.
Note: For the table, updated contents are highlighted; if the updated results do not fall into the old range (and not captured to the updated observation), they are marked with grey color.

Updated Observation 2.1.5:
For the evaluation of AI/ML based CSI compression, compared to the benchmark, in terms of 5% UPT under full buffer,
· For Max rank 1, 5 sources [Nokia, vivo, Fujitsu, Qualcomm, Intel] observe the performance gain of 0%~20.9%
· 5 sources [Nokia, vivo, Fujitsu, Qualcomm, Intel] observe the performance gain of 2.5%~20.9% at CSI overhead A (small overhead);
· 5 sources [Nokia, vivo, Fujitsu, Qualcomm, Intel] observe the performance gain of 2.3%~17.4% at CSI overhead B (medium overhead);
· 4 sources [Nokia, vivo, Fujitsu, Intel] observe the performance gain of 0%~6.62% at CSI overhead C (large overhead);
· For Max rank 2, 6 sources [Nokia, vivo, Fujitsu, Qualcomm, Intel, Xiaomi] observe the performance gain of -7%~14.9%
· 6 sources [Nokia, vivo, Fujitsu, Qualcomm, Intel, Xiaomi] observe the performance gain of 4.1%~14.9% at CSI overhead A (small overhead);
· 5 sources [Nokia, vivo, Fujitsu, Qualcomm, Intel] observe the performance gain of 0.3%~4% at CSI overhead B (medium overhead);
· 6 sources [Nokia, vivo, Fujitsu, Qualcomm, Intel, Xiaomi] observe the performance gain of -7%~6.03% at CSI overhead C (large overhead);
· Note: For Max rank 4, 1 source [ZTE] observes gain of 3.59%~6.15% over CSI overhead A/B/C.
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix of the current CSI is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· 1-on-1 joint training is assumed.
· Benchmark is Rel-16 Type II codebook.
· Note: Results refer to Table 5.8 of R1-2308340


Table 5.8. Gain of CSI compression over R16 Type II benchmark – 5% UPT, full buffer
	
	CSI overhead
	R1
	R2
	R4

	Nokia #1
	A
	2.5%
	4.1%
	

	
	B
	2.3%
	0.3%
	

	
	C
	0%
	-2.11%
	

	vivo#1
	A
	8.81%
	13.8%
	

	
	B
	8.66%
	3.05%
	

	
	C
	6.62%
	6.03%
	

	Fujitsu#1
	A
	20.9%
	14.90%
	

	
	B
	17.4%
	3.50%
	

	
	C
	6.1%
	-7%
	

	Xiaomi#1
	A
	
	6.36%
	

	
	B
	
	5.45%
	

	
	C
	
	3.07%
	

	QC#1
	A
	15%
	9%
	

	
	B
	5%
	3%
	

	
	C
	8%
	0
	

	Intel#1
	A
	5.5%
	5%
	

	
	B
	3.6%
	2.0%
	

	
	C
	4.6%
	1.3%
	

	ZTE#1
	A
	
	
	5.36%

	
	B
	
	
	4.72%

	
	C
	
	
	3.59%

	Summary
	A
	2.5%~20.9%
	4.1%~14.9%
	5.36%

	
	B
	2.3%~17.4%
	0.3%~4%
	4.72%

	
	C
	0%~6.62%
	-7%~6.03%
	3.59%



Issue#2-9 (High priority) Generalization-UE distributions

Updated Observation 2.1.9:
For the generalization verification of AI/ML based CSI compression over various UE distributions, compared to the generalization Case 1 where the AI/ML model is trained with dataset subject to a certain UE distribution#B and applied for inference with a same UE distribution#B,
· For generalization Case 2, generalized performance may be achieved for some certain combinations of UE distribution#A and UE distribution#B but not for others
· If UE distribution#A is Outdoor & UE distribution#B is Indoor, 7 sources [Nokia, Qualcomm, Huawei, NTT DOCOMO, Spreadtrum, MediaTek, vivo] observe that moderate/significant degradations of -1.9%~-11.5% degradation are suffered, 
· Note: 1 source [NTT DOCOMO] observes minor degradation of -0.48%~-0.93% for partial cases.
· If UE distribution#A is Indoor & UE distribution#B is Outdoor, 7 sources [NTT DOCOMO, Nokia, Qualcomm, Huawei, Spreadtrum, MediaTek, vivo] observe minor loss of less than -1.11% degradation or positive gain
· For generalization Case 3, generalized performance of the AI/ML model can be achieved (0%~-1.54% loss or positive gain) for UE distribution#B subject to any of Outdoor and Indoor, if the training dataset is constructed with data samples subject to multiple UE distributions including UE distribution#B, as observed by 6 sources [NTT DOCOMO, Nokia, Qualcomm, Huawei, Spreadtrum, MediaTek].
· Minor loss (0%~-1.54%) are observed by 5 sources [NTT DOCOMO, Nokia, Huawei, Spreadtrum, MediaTek].
· Positive gains are observed by 4 sources [NTT DOCOMO, Nokia, Qualcomm, Huawei].
· Note: Moderate degradations of up to -3.9% are still observed by 2 source [Nokia, NTT DOCOMO] for UE distribution#B subject to Indoor.
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· 1-on-1 joint training is assumed.
· The performance metric is SGCS in linear value for layer 1/2.
· Note: Results refer to Table 5.9 of R1-2308340

Table 5.9 Generalization of CSI compression-UE distributions
	Training, Generalization Case 1
	Indoor
	
	
	Outdoor
	
	

	Training, Generalization Case 2
	
	Outdoor
	
	
	Indoor
	

	Training, Generalization Case 3
	I:O=5:5
	I:O=8:2
	
	I:O=5:5
	I:O=8:2
	

	Testing
	Indoor
	Outdoor

	
	Case
	CSI payload
	
	
	
	
	
	

	HW#1/#2
	Case 1
	X
	
	
	
	
	
	

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	0.916
	
	
	0.948
	
	

	
	Case 2
	X
	
	
	
	
	
	

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	
	-3%
	
	
	0.1%
	

	
	Case 3
	X
	
	
	
	
	
	

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	-0.2%
	
	
	0.1%
	
	

	QC#1/#2
	Case 1
	X
	
	
	
	
	
	

	
	
	Y
	0.7624
	
	
	0.8915
	
	

	
	
	Z
	
	
	
	
	
	

	
	Case 2
	X
	
	
	
	
	
	

	
	
	Y
	
	-11.5%
	
	
	+0.96%
	

	
	
	Z
	
	
	
	
	
	

	
	Case 3
	X
	
	
	
	
	
	

	
	
	Y
	
	+ 0.9%
	
	
	+1.8%
	

	
	
	Z
	
	
	
	
	
	

	Nokia#1/#2
	Case 1
	X
	0.685
	
	
	0.837
	
	

	
	
	Y
	0.741
	
	
	0.854
	
	

	
	
	Z
	0.881
	
	
	0.926
	
	

	
	Case 2
	X
	
	-2.9% 
	
	
	-0.7%
	

	
	
	Y
	
	-5.5% 
	
	
	1.2% 
	

	
	
	Z
	
	-3.4%
	
	
	0.5%
	

	
	Case 3
	X
	
	2.5% 
	
	
	-0.2% 
	

	
	
	Y
	
	-3.9% 
	
	
	0.1% 
	

	
	
	Z
	
	-1.0%
	
	
	0.4% 
	

	NTT DOCOMO#1#2#3#4#5#6
	Case 1
	X
	L1:0.7163, 0.7193
L2:0.5882
	
	
	L1:0.8601, 0.8638
L2:0.8203
	
	

	
	
	Y
	L1:0.7401, 0.7345
L2:0.6083
	
	
	L1:0.8719, 0.8761
L2: 0.8366
	
	

	
	
	Z
	L1:0.7542, 0.7560
L2:0.6421
	
	
	L1:0.8835, 0.8848
L2: 0.847
	
	

	
	Case 2
	X
	
	L1:-3.14%/-2.39%
L2:-4.56%
	
	
	L1:-0.07%/-0.2%
L2:0.09%
	

	
	
	Y
	
	L1:-2.58%/-0.48%
L2:-0.66%
	
	
	L1:0.24%/-0.7%
L2:-1.11%
	

	
	
	Z
	
	L1:-0.93%/-0.89%
L2:-2.1%
	
	
	L1:-0.01%/-0.08%
L2:-0.05%
	

	
	Case 3
	X
	L1:-1.17%/-0.39%
L2:-0.66%
	
	
	L1:0.15%/0.3%
L2:0.61%
	
	

	
	
	Y
	L1:-1.93%/0.56%
L2: 1.33%
	
	
	L1:-0.14%/0.1%
L2:0.23%
	
	

	
	
	Z
	L1:-0.16%/-0.77%
L2:-1.54%
	
	
	L1:0.11%/-0.19%
L2:-0.21%
	
	

	Spreadtrum
	Case 1
	X
	0.701
	
	
	0.796
	
	

	
	
	Y
	0.762
	
	
	0.849
	
	

	
	
	Z
	0.82
	
	
	0.893
	
	

	
	Case 2
	X
	
	-2.18%
	
	
	-0.9%
	

	
	
	Y
	
	-2.4%
	
	
	-1.1%
	

	
	
	Z
	
	-2.3%
	
	
	-1.0%
	

	
	Case 3
	X
	
	-1%
	
	
	-1%
	

	
	
	Y
	
	-0.9%
	
	
	-1.2%
	

	
	
	Z
	
	-1%
	
	
	-1%
	

	Mediatek
	Case 1
	X
	0.656
	
	
	0.749
	
	

	
	
	Y
	0.734
	
	
	0.800
	
	

	
	
	Z
	0.805
	
	
	0.843
	
	

	
	Case 2
	X
	
	-3.4%
	
	
	-0.7%
	

	
	
	Y
	
	-1.9%
	
	
	-1.0%
	

	
	
	Z
	
	-2.4%
	
	
	-0.5%
	

	
	Case 3
	X
	-0.6%
	
	
	-0.0%
	
	

	
	
	Y
	-0.8%
	
	
	-0.5%
	
	

	
	
	Z
	-0.2%
	
	
	-0.0%
	
	

	vivo
	Case 1
	X
	
	
	
	
	
	

	
	
	Y
	0.837
	
	
	0.889
	
	

	
	
	Z
	0.898
	
	
	0.923
	
	

	
	Case 2
	X
	
	
	
	
	
	

	
	
	Y
	
	-2.1%
	
	
	1.0%
	

	
	
	Z
	
	-2.3%
	
	
	1.2%
	

	
	Case 3
	X
	
	
	
	
	
	

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	
	
	
	
	
	

	Summary
	Case 2
	Minor loss (>-1.6%)
	
	NTT DOCOMO
	
	
	Nokia, NTT DOCOMO, Spreadtrum, MediaTek
	

	
	
	Moderate/significant loss (<-1.6%)
	
	Nokia, QC, HW, NTT DOCOMO, Spreadtrum, MediaTek, vivo
	
	
	
	

	
	
	Positive gain
	
	
	
	
	QC, Nokia, HW, NTT DOCOMO, vivo
	

	
	Case 3
	Minor loss (>-1.6%)
	NTT DOCOMO, HW, MediaTek
	Nokia, Spreadtrum
	
	NTT DOCOMO, MediaTek
	Nokia, Spreadtrum
	

	
	
	Moderate loss (-1.6%~-4%
	NTT DOCOMO
	Nokia
	
	
	
	

	
	
	Positive gain
	NTT DOCOMO
	QC, Nokia, 
	
	NTT DOCOMO, HW
	QC, Nokia, 
	




Issue#2-11 (High priority) Scalability for CSI compression – CSI payload sizes

Updated Observation 2.1.11:
For the scalability verification of AI/ML based CSI compression over various CSI payload sizes, compared to the generalization Case 1 where the AI/ML model is trained with dataset subject to a certain CSI payload size#B and applied for inference with a same CSI payload size#B,
· For generalization Case 2, significant performance degradations are observed in general, as -5.3%~-14.7% degradations are observed by 2 sources [Ericsson, OPPO].
· Generalized performance of the AI/ML model can be achieved (-0%~-5.9%loss) under generalization Case 3 for the inference on CSI payload size#B, if the training dataset is constructed with data samples subject to multiple CSI payload sizes including CSI payload size#B, and an appropriate scalability solution is performed to scale the dimension of the AI/ML model, shown by 13 sources [Huawei, MediatTek, CMCC, Futurewei, CATT, Nokia, vivo, Ericsson, Fujistu, Xiaomi, NTT DOCOMO, OPPO, Qualcomm] (10 sources [Huawei, MediatTek, CMCC, Futurewei, CATT, Nokia, vivo, Ericsson, Fujistu, Xiaomi] showing -0%~-2.2% loss, 7 sources [OPPO, Nokia, NTT DOCOMO, CATT, MediaTek, Qulcomm, vivo] showing -2.3%~-5.9% loss, 5 sources [Ericsson, CATT, Qualcomm, vivo, NTT DOCOMO] showing positive gain). The scalability solution is adopted as follows:
· Pre/post-processing of truncation/padding, adopted by 6 sources [OPPO, Fujistu, CMCC, vivo, Xiaomi, Futurewei], showing -0% ~-5.9% loss or positive gain.
· Various quantization granularities, adopted by 1 source [Ericsson], showing -0.7% loss or positive gain.
· Adaptation layer in the AL/ML model, adopted by 6 sources [Huawei, Mediatek, Qualcomm, Nokia, NTT DOCOMO, CATT], showing -0%~-4.78% loss or positive gain.
· Note: Significant degradations of up to -14.22% are still observed by 2 sources [Xiaomi, CATT] for generalization Case 3.
· Note: the above results are based on the following assumptions
· Precoding matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· 1-on-1 joint training is assumed.
· Input/output scalability dimension Case 3 is adopted: A pair of CSI generation part with scalable input/output dimensions and CSI reconstruction part with scalable output and/or input dimensions.
· The performance metric is SGCS in linear value for layer 1/2.
· Note: Results refer to Table 5.10 of R1-2308340

Table 5.10 Scalability of CSI compression-CSI payload sizes
	Training, Generalization Case 1
	Size A
	Size B
	Size C
	Size D

	Training, Generalization Case 2
	Size B/C/D≠A
	Size A/C/D≠B
	Size A/B/D≠C
	Size A/B/C≠D

	Training, Generalization Case 3
	Mixed Sizes including Size A
	Mixed Sizes including Size B
	Mixed Sizes including Size C
	Mixed Sizes including Size D

	Testing
	Size A
	Size B
	Size C
	Size D

	
	Case
	
	
	
	

	HW#1/#2
Adaptation layer
	Note
	A: 60bits; B: 120bits; C: 168bits; D: 240bits

	
	Case 1
	0.767
	0.861
	0.887
	0.918

	
	Case 2
	
	
	
	

	
	Case 3
	-1.3%
	-0.7%
	-0.3%
	-1%

	Ericsson
Various quantization sizes
	Note
	A: <=80bits; B: 100bits~140bits; C: >=230bits

	
	Case 1
	0.751
	0.808
	0.865
	

	
	Case 2
	-5.3%
	-7.1%
	-6.6%
	

	
	Case 3
	0.3%
	0.4%
	-0.7%
	

	OPPO
zero padding/trunction
	Note
	A: 67bits; B:49bits

	
	Case 1
	0.886
	0.861
	
	

	
	Case 2
	
	-14.7%
	
	

	
	Case 3
	-5.9%
	-4.65%
	
	

	Fujitsu
Truncation+Zero padding
	Note
	C:280 bits

	
	Case 1
	
	
	0.9354
	

	
	Case 2
	
	
	
	

	
	Case 3
	
	
	-2.20%
	

	CMCC
Truncation
	Note
	A: 32bits B: 48 bits C:120 bits

	
	Case 1
	0.874
	0.882
	0.916
	

	
	Case 2
	
	
	
	

	
	Case 3
	0.00%/-0.23%
	-0.23%/-1.09%
	-0.23%
	

	MediaTek
adaption layer

	Note
	A:52bits B:104bits C:208bits

	
	Case 1
	
	
	
	

	
	Case 2
	
	
	
	

	
	Case 3
	-0.42%/-0.84%/-1.12%
	-1.17%/-1.44%/-2.35%
	-3.81%/-2.2%/-4.05%
	

	Qualcomm
adaptation layer

	Note
	A: 64 bits; B:128bits

	
	Case 1
	0.75
	0.825
	
	

	
	Case 2
	
	
	
	

	
	Case 3
	0.53%
	-2.30%
	
	

	vivo
truncation
	Note
	A:132bits; B:176bits; C: 199bits; D: 223bits

	
	Case 1
	0.853
	0.877
	0.893
	0.902

	
	Case 2
	
	
	
	

	
	Case 3
	-1.5%
	+0.1%/-0.1%/-1.5%
	-0.8%
	-1.1%/-0.8%/-3.0%

	Nokia
adaptation layer

	Note
	A: 26 bits; B:52bits; C:104bits; D:208bits

	
	Case 1
	0.642
	0.706

	0.75
	0.818

	
	Case 2
	
	
	
	

	
	Case 3
	-2.9%
	-3.8%
	-1.7%
	-2.9%

	Xiaomi
Truncation
	Note
	A: 120 bits; B:180bits; C:240bits; 

	
	Case 1
	0.8017
	0.8429
	0.8685
	

	
	Case 2
	
	
	
	

	
	Case 3
	-14.22%
	-7.53%
	-2.12%
	

	Futurewei
Masks/paddings
	Note
	A: 80 bits; B:128bits; C:256bits; 

	
	Case 1
	0.8829
	0.9058
	0.9148
	

	
	Case 2
	
	
	
	

	
	Case 3
	-0.67%
	-1.25%
	-1.81%
	

	NTT DOCOMO
adaptation layer

	Note
	A: 60 bits; B:104bits; C:306bits; 

	
	Case 1
	L1:0.7274
L2:0.6091
	L1:0.786
L2:0.6768
	L1:0.8654
L2: 0.7832
	

	
	Case 2
	
	
	
	

	
	Case 3
	L1:-2.60%
L2:-3.07%
	L1: 0.34%
L2:0.19%
	L1:-1.44%
L2:-1.83%
	

	CATT
adaptation layer

	Note
	A: 60 bits; B:120bits; C:240bits; D:40bits

	
	Case 1
	L1: 0.8301/0.8351/0.8672
L2: 0.7081
L3: 0.4279
L4: 0.3137
	L1:0.8588/0.8634/0.8888
L2:0.7552
L3:0.4586
L4:0.3246
	L1:0.8824/0.9022

	L1:0.8046
L2:0.6053
L3:0.2589
L4:0.1345

	
	Case 2
	
	
	
	

	
	Case 3
	L1:0.518%/-0.39%/-0.058%
L2:-1.31%
L3:-2.6%
L4:-4.78%
	L1:0.0233%/-0.21%/0.067%
L2:-1.9%
L3:-1.2%
L4:-6.68%
	-0.034%/0.0998%
	L1:-3.6%
L2:-0.46%
L3:-1.4%
L4:-1.1%

	Summary
	Case 2
	Minor loss (>-2.2%)
	
	
	
	

	
	
	Moderate loss (<-2.2%)
	
	
	
	

	
	
	Significant loss (<-4%)
	Ericsson
	Ericsson, OPPO
	Ericsson
	

	
	Case 3
	Minor loss (>-2.2%)
	Huawei, MediaTek, CMCC, Futurewei, CATT, vivo
	vivo, MediaTek, Futurewei, Huawei, CMCC, CATT
	NTT DOCOMO, Huawei, vivo, Ericsson, CATT, Fujitsu, xiaomi, Futurewei, CMCC, Nokia
	CATT, vivo, Huawei

	
	
	Moderate/significant loss (<-2.2%)
	OPPO, Nokia, NTT DOCOMO, CATT, Xiaomi
	Xiaomi, MediaTek, Qulcomm, CATT, OPPO, Nokia
	Xiaomi, MediaTek, Nokia
	CATT, vivo, Nokia

	
	
	Positive gain
	Ericsson, CATT, Qualcomm
	CATT, vivo, NTT DOCOMO, Ericsson
	CATT
	




Issue#2-16 (High priority) Benchmark#1-SGCS gain and impact of input type

Updated Observation 2.1.16:
For the AI/ML based CSI prediction, 
· 17 sources [Huawei, ZTE, Spreadtrum, Nokia, CATT, Fujitsu, Samsung, ETRI, CMCC, NVIDIA, Apple, vivo, MediaTek, InterDigital, Xiaomi, OPPO, CEWiT] show that the AI/ML-based CSI prediction outperforms the benchmark of the nearest historical CSI, wherein
· 16 sources [ZTE, Nokia, Spreadtrum, NVIDIA, Apple, Huawei, Samsung, Fujitsu, CATT, vivo, MediaTek, InterDigital, ETRI, Xiaomi, CMCC, CEWiT] show the gain of 0.46% ~ 76.6% using raw channel matrix as input.
· 4 sources [ZTE, CATT, ETRI, OPPO] show the gain of 2.24% ~ 19.4% using precoding matrix as input, which is in general worse than using raw channel matrix as input
· Note 1: spatial consistency is adopted in 4 sources [Nokia, InterDigital, vivo, MediaTek] and not adopted in 15 sources [Huawei, ZTE, ETRI, CMCC, Apple, Spreadtrum, Nokia, CATT, Fujitsu, Samsung, NVIDIA, vivo, InterDigital, Xiaomi, CEWiT].
· Note 2: the above results are based on the following assumptions
· The observation window considers to start as early as 15ms~50ms.
· A future 4ms or 5ms instance from the prediction output is considered for calculating the metric.
· UE speed includes 10km/h, 30km/h, and 60km/h.
· The performance metric is SGCS in linear value for layer 1.
· Note 3: Results refer to Table 5.11 of R1-2308340

Table 5.11 SGCS gain of CSI prediction over Benchmark#1-Impact of input type
	OB window
	Precoding matrix
	Raw channel matrix

	
	10km/h
	30km/h
	60km/h
	10km/h
	30km/h
	60km/h

	HW#1
	
	
	
	
	
	18%

	ZTE#1/3
	
	5.64%
	
	
	18.72%~26.47%
	

	Spreadtrum#1
	
	
	
	
	16.36%
	20.6%

	Samsung#1/2
	
	
	
	2.4%
	
	11.2%

	Fujitsu#1/2/3
	
	
	
	
	33%
	19.6%

	CATT#1
	19.4%
	
	
	7.57%~7.85%
	
	9.10%~10.52%

	Apple#1
	
	
	
	
	20.2232%
	

	vivo#1~#4
	
	
	
	
	12.65%~73.7%
	13.8%~29.03%

	MediaTek#1~4
	
	
	
	8.7%
	76.6%
	1.7%~2.6%

	InterDigital#1~ 3
	
	
	
	6.3%
	19.5%
	

	ETRI#1~2
	
	2.24%
	
	
	10.43%
	

	Xiaomi#1~6
	
	
	
	2.45%
	14.56%~16.75%
	0.46%~1.38%

	CMCC#6/8/9
	
	
	
	21.93%
	41.75%
	19.98%

	NVIDIA#1~4
	
	
	
	2.7%
	14%~19.2%
	2.3%

	OPPO#1
	
	6%
	
	
	
	

	CEWiT#1#3
	
	
	
	12.5%
	44.8%
	

	Nokia#2
	
	
	
	
	35.51%
	

	Summary
	10km/h~60km/h: 
3 sources:2.24%~6%;
[ZTE, ETRI, OPPO]

1 source: 19.4%
[CATT]
	10km/h~60km/h: 
5 sources: 0.46%~6.3%;
[Xiaomi, NVIDIA, InterDigital, Samsung, MediaTek]

15 sources: 7.57%~26.47%;
[Huawei, Samsung, ZTE, Spreadtrum, Fujitsu, CATT, Apple, MediaTek, InterDigital, ETRI, Xiaomi, CMCC, NVIDIA, CEWiT, vivo]

6 sources: 29.03%~76.6%;
[vivo, MediaTek, Fujitsu, CMCC,CEWiT, Nokia]
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Issue#2-2 [Rd2] (High priority) Mean UPT, FTP traffic
Update: Add more Ericsson results to the table (Observation text unchanged).
Update2: According to Apple comments (which needs additional technical discussion), this observation will be withdrawn from the Monday GTW. Table and Observation text updated based on Fujitsu comments.
Update3: One additional node is added to reflect the performance loss observed by Apple due to using CQI calculation method Option 1a (based on the target CSI from the realistic channel estimation).

Updated Observation 2.1.2:
For the evaluation of AI/ML based CSI compression, compared to the benchmark, in terms of mean UPT under FTP traffic, more gains are achieved by Max rank 2 compared with Max rank 1 in general:
· For Max rank 1, in general the performance gain increases with the increase of RU:
· For RU<=39%, 7 sources [Huawei, Nokia, vivo, Intel, CATT, MediaTek, Fujitsu] observe the performance gain of 0.2%~2%
· 6 sources [Huawei, Nokia, vivo, Intel, CATT, Fujitsu] observe the performance gain of 0.29%~2% at CSI overhead A (small overhead);
· 6 sources [Huawei, Nokia, vivo, Intel, MediaTek, Fujitsu] observe the performance gain of 0.2%~1% at CSI overhead B (medium overhead);
· 4 sources [Huawei, Nokia, vivo, Intel] observe the performance gain of 0.33%~1% at CSI overhead C (large overhead);
· For RU 40%-69%, 7 sources [Huawei, Nokia, vivo, Spreadtrum, Intel, MediaTek, Fujitsu] observe the performance gain of 0.1%~4%
· 5 sources [Huawei, Nokia, vivo, Spreadtrum, Intel] observe the performance gain of 1.09%~3% at CSI overhead A (small overhead);
· 4 sources [Huawei, Nokia, vivo, Fujitsu] observe the performance gain of 0.80%~2% at CSI overhead B (medium overhead);
· 7 sources [Huawei, Nokia, vivo, Spreadtrum, Intel, MediaTek, Fujitsu] observe the performance gain of 0.1%~4% at CSI overhead C (large overhead);
· For RU>=70%, 9 sources [Huawei, Nokia, ZTE, vivo, OPPO, Spreadtrum, Intel, MediaTek, Fujitsu] observe the performance gain of 0.23%~9%
· 9 sources [Huawei, Nokia, ZTE, vivo, OPPO, Spreadtrum, Intel, MediaTek, Fujitsu] observe the performance gain of 0.38%~9% at CSI overhead A (small overhead);
· 8 sources [Huawei, Nokia, ZTE, vivo, OPPO, Intel, MediaTek, Fujitsu] observe the performance gain of 0.62%~5% at CSI overhead B (medium overhead);
· 8 sources [Huawei, Nokia, ZTE, vivo, OPPO, Intel, MediaTek, Fujitsu] observe the performance gain of 0.23%~6% at CSI overhead C (large overhead);
· Note: 5 sources [Spreadtrum, Futurewei, Intel, CATT, MediaTek] observe gain of 0.1%~0.2%, 1.7%~2.51% at RU <=39%, 0.5%~1%, 2.34%~21.21% at RU 40%-69%, 2.51%~21.5% at RU>=70%, which bias from the majority ranges.
· For Max rank 2, in general the performance gain increases with the increase of RU:
· For RU<=39%, 8 sources [Huawei, Nokia, Ericsson, Intel, Qualcomm, Fujitsu, NTT DOCOMO, MediaTek] observe the performance gain of -0.3%~6%
· 7 sources [Huawei, Nokia, Ericsson, Intel, Qualcomm, NTT DOCOMO, MediaTek] observe the performance gain of 1%~6% at CSI overhead A (small overhead);
· 7 sources [Huawei, Nokia, Ericsson, Qualcomm, Intel, NTT DOCOMO, Fujitsu] observe the performance gain of 0.5%~6% at CSI overhead B (medium overhead);
· 8 sources [Huawei, Nokia, Ericsson, Intel, Fujitsu, Qualcomm, NTT DOCOMO, MediaTek] observe the performance gain of -0.3%~6% at CSI overhead C (large overhead);
· For RU 40%-69%, 10 sources [Huawei, Nokia, ZTE, Ericsson, Intel, Qualcomm, InterDigital, NTT DOCOMO, Fujitsu, MediaTek] observe the performance gain of -0.5%~10%
· 8 sources [Huawei, Nokia, ZTE, Ericsson, Intel, Qualcomm, NTT DOCOMO, MediaTek] observe the performance gain of 3%~10% at CSI overhead A (small overhead);
· 8 sources [Huawei, Nokia, ZTE, Ericsson, Intel, Qualcomm, NTT DOCOMO, Fujitsu] observe the performance gain of 1.2%~9% at CSI overhead B (medium overhead);
· 10 sources [Huawei, Nokia, ZTE, Ericsson, Intel, Qualcomm, InterDigital, NTT DOCOMO, Fujitsu, MediaTek] observe the performance gain of -0.5%~9% at CSI overhead C (large overhead);
· For RU>=70%, 11 sources [Huawei, Nokia, ZTE, OPPO, Ericsson, Intel, InterDigital, Qualcomm, Futurewei, NTT DOCOMO, MediaTek] observe the performance gain of -0.2%~15%
· 11sources [Huawei, Nokia, ZTE, OPPO, Ericsson, Intel, InterDigital, Qualcomm, Futurewei, NTT DOCOMO, MediaTek] observe the performance gain of 5%~15% at CSI overhead A (small overhead);
· 11 sources [Huawei, Nokia, ZTE, OPPO, Ericsson, Intel, InterDigital, Qualcomm, Futurewei, NTT DOCOMO, MediaTek] observe the performance gain of 3%~9% at CSI overhead B (medium overhead);
· 10 sources [Huawei, Nokia, ZTE, OPPO, Ericsson, Intel, InterDigital, Qualcomm, NTT DOCOMO, MediaTek] observe the performance gain of -0.2%~12% at CSI overhead C (large overhead);
· Note: 5 sources [Futurewei, InterDigital, Fujitsu, MediaTek, CATT] observe gain of 0.3%, 7%~30% at RU<=39%, 1%, 18%~23% at RU 40%-69%, 12.71%~26.8% at RU>=70%, which bias from the majority ranges.
· For Max rank 4:
· For RU<=39%, 3 sources [CATT, Apple, Qualcomm] observe the performance gain of -4%~7.4%
· 3 sources [CATT, Apple, Qualcomm] observe the performance gain of 2.5%~7.4% at CSI overhead A (small overhead);
· 1 source [Qualcomm] observes the performance gain of 6% at CSI overhead B (medium overhead);
· 2 sources [Apple, Qualcomm] observe the performance gain of -4%~0% at CSI overhead C (large overhead);
· For RU 40%-69%, 3 sources [Apple, ZTE, Qualcomm] observe the performance gain of -1.8%~12.22%
· 3 sources [Apple, ZTE, Qualcomm] observe the performance gain of 3%~12.22% at CSI overhead A (small overhead);
· 2 sources [ZTE, Qualcomm] observe the performance gain of 7.04%~11% at CSI overhead B (medium overhead);
· 3 sources [Apple, ZTE, Qualcomm] observe the performance gain of -1.8%~8.19% at CSI overhead C (large overhead);
· For RU>=70%, 3 sources [Apple, ZTE, Qualcomm] observe the performance gain of -1%~17%
· 3 sources [Apple, ZTE, Qualcomm] observe the performance gain of 3%~17% at CSI overhead A (small overhead);
· 2 sources [ZTE, Qualcomm] observe the performance gain of 6.64%~17% at CSI overhead B (medium overhead);
· 3 sources [Apple, ZTE, Qualcomm] observe the performance gain of -1%~8.40% at CSI overhead C (large overhead);
· Note: 1 source [Apple] observes loss of up to -11.10% under Max rank 4 due to particular CQI/RI selection method.
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix of the current CSI is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· 1-on-1 joint training is assumed.
· The performance metric is mean UPT for Max rank 1, Max rank 2, or Max rank 4.
· Benchmark is Rel-16 Type II codebook.
· Note: Results refer to Table X of R1-230xxxx

Table X Gain of CSI comporession over R16 Type II benchmark – Mean UPT, FTP
	
	RU
	CSI overhead
	R1
	R2
	R4

	HW#1
	<=39%
	A
	2%
	6%
	

	
	
	B
	1%
	2%
	

	
	
	C
	1%
	3%
	

	
	40%-69%
	A
	3%
	10%
	

	
	
	B
	2%
	5%
	

	
	
	C
	4%
	6%
	

	
	>=70%
	A
	9%
	15%
	

	
	
	B
	5%
	8%
	

	
	
	C
	6%
	11%
	

	Nokia#1
	<=39%
	A
	1%
	2%
	

	
	
	B
	0.5%
	0.5%
	

	
	
	C
	0.6%
	-0.3%
	

	
	40%-69%
	A
	2.5%
	4.3%
	

	
	
	B
	1.6%
	1.2%
	

	
	
	C
	0.1%
	-0.5%
	

	
	>=70%
	A
	4.5%
	13%
	

	
	
	B
	3.2%
	6.8%
	

	
	
	C
	1.0%
	-0.2%
	

	ZTE#1
	<=39%
	A
	
	
	

	
	
	B
	
	
	

	
	
	C
	
	
	

	
	40%-69%
	A
	
	4.09%
	12.22%

	
	
	B
	
	4.08%
	7.04%

	
	
	C
	
	4.55%
	8.19%

	
	>=70%
	A
	0.38%
	5.30%
	14.89%

	
	
	B
	0.62%
	4.92%
	6.64%

	
	
	C
	0.23%
	6.94%
	8.40%

	Vivo#1
	<=39%
	A
	0.29%
	
	

	
	
	B
	0.20%
	
	

	
	
	C
	0.33%
	
	

	
	40%-69%
	A
	1.09%
	
	

	
	
	B
	0.80%
	
	

	
	
	C
	1.30%
	
	

	
	>=70%
	A
	2.27%
	
	

	
	
	B
	1.66%
	
	

	
	
	C
	2.28%
	
	

	OPPO#1
	<=39%
	A
	
	
	

	
	
	B
	
	
	

	
	
	C
	
	
	

	
	40%-69%
	A
	
	
	

	
	
	B
	
	
	

	
	
	C
	
	
	

	
	>=70%
	A
	3%
	11%
	

	
	
	B
	1%
	3%
	

	
	
	C
	1%
	1%
	

	E///#1
	<=39%
	A
	
	1%
	

	
	
	B
	
	1%
	

	
	
	C
	
	0%
	

	
	40%-69%
	A
	
	3%
	

	
	
	B
	
	4%
	

	
	
	C
	
	1%
	

	
	>=70%
	A
	
	5%
	

	
	
	B
	
	6%
	

	
	
	C
	
	2%
	

	E///#2
	<=39%
	A
	
	0%
	

	
	
	B
	
	
	

	
	
	C
	
	
	

	
	40%-69%
	A
	
	2%
	

	
	
	B
	
	
	

	
	
	C
	
	
	

	
	>=70%
	A
	
	4%
	

	
	
	B
	
	
	

	
	
	C
	
	
	

	E///#3
	<=39%
	A
	
	1%
	

	
	
	B
	
	1%
	

	
	
	C
	
	1%
	

	
	40%-69%
	A
	
	3%
	

	
	
	B
	
	5%
	

	
	
	C
	
	4%
	

	
	>=70%
	A
	
	7%
	

	
	
	B
	
	8%
	

	
	
	C
	
	6%
	

	QC#1
	<=39%
	A
	
	1%
	6%

	
	
	B
	
	1%
	6%

	
	
	C
	
	2%
	0%

	
	40%-69%
	A
	
	4%
	11%

	
	
	B
	
	4%
	11%

	
	
	C
	
	1%
	3%

	
	>=70%
	A
	
	12%
	17%

	
	
	B
	
	8%
	17%

	
	
	C
	
	2%
	6%

	CATT#1/#2
	<=39%
	A
	1.67% 
	10%
	

	
	
	B
	1.7% 
	8.42% 
	

	
	
	C
	2.51% 
	8.04% 
	

	
	40%-69%
	A
	
	
	

	
	
	B
	
	
	

	
	
	C
	
	
	

	
	>=70%
	A
	
	
	

	
	
	B
	
	
	

	
	
	C
	
	
	

	Apple#1
	<=39%
	A
	
	
	2.5%

	
	
	B
	
	
	

	
	
	C
	
	
	-4%

	
	40%-69%
	A
	
	
	3%

	
	
	B
	
	
	

	
	
	C
	
	
	-1.8%

	
	>=70%
	A
	
	
	3%

	
	
	B
	
	
	

	
	
	C
	
	
	-1%

	Apple#2
	<=39%
	A
	
	
	12%

	
	
	B
	
	
	

	
	
	C
	
	
	3.50%

	
	40%-69%
	A
	
	
	28%

	
	
	B
	
	
	

	
	
	C
	
	
	6.10%

	
	>=70%
	A
	
	
	36.15%

	
	
	B
	
	
	

	
	
	
	
	
	8.70%

	Apple#3
	<=39%
	A
	
	
	9.50%

	
	
	B
	
	
	

	
	
	C
	
	
	3.70%

	
	40%-69%
	A
	
	
	13.40%

	
	
	B
	
	
	

	
	
	C
	
	
	5.10%

	
	>=70%
	A
	
	
	18.87%

	
	
	B
	
	
	

	
	
	C
	
	
	5.90%

	Apple#4
	<=39%
	A
	
	
	1.80%

	
	
	B
	
	
	

	
	
	C
	
	
	-4.20%

	
	40%-69%
	A
	
	
	-3.50%

	
	
	B
	
	
	

	
	
	C
	
	
	-9.20%

	
	>=70%
	A
	
	
	-6.50%

	
	
	B
	
	
	

	
	
	C
	
	
	-11.10%

	Futurewei#1
	<=39%
	A
	
	
	

	
	
	B
	
	
	

	
	
	C
	
	
	

	
	40%-69%
	A
	
	
	

	
	
	B
	
	
	

	
	
	C
	
	
	

	
	>=70%
	A
	21.5%
	9.65%
	

	
	
	B
	8.1%
	8.4%
	

	
	
	C
	10.1%
	12.71%
	

	Spreadtrum#1
	<=39%
	A
	
	
	

	
	
	B
	
	
	

	
	
	C
	
	
	

	
	40%-69%
	A
	2.40%
	
	

	
	
	B
	2.34%
	
	

	
	
	C
	2.51%
	
	

	
	>=70%
	A
	6.98%
	
	

	
	
	B
	6.49%
	
	

	
	
	C
	6.97%
	
	

	Intel#1
	<=39%
	A
	0.8%
	3.0%
	

	
	
	B
	0.8%
	2.9%
	

	
	
	C
	0.7%
	4.2%
	

	
	40%-69%
	A
	2.4%
	4.3%
	

	
	
	B
	2.4%
	4.1%
	

	
	
	C
	2.5%
	6.3%
	

	
	>=70%
	A
	3.6%
	6.1%
	

	
	
	B
	3.4%
	4.5%
	

	
	
	C
	3.2%
	6.7%
	

	NTT DOCOMO#1
	<=39%
	A
	
	4.13%
	

	
	
	B
	
	2.36%
	

	
	
	C
	
	1.15%
	

	
	40%-69%
	A
	
	9.02%
	

	
	
	B
	
	4.41%
	

	
	
	C
	
	2.38%
	

	
	>=70%
	A
	
	13.43%
	

	
	
	B
	
	5.43%
	

	
	
	C
	
	2.12%
	

	InterDigital#1
	<=39%
	A
	
	30%
	

	
	
	B
	
	25%
	

	
	
	C
	
	21%
	

	
	40%-69%
	A
	
	23%
	

	
	
	B
	
	21%
	

	
	
	C
	
	8%
	

	
	>=70%
	A
	
	10%
	

	
	
	B
	
	9%
	

	
	
	C
	
	5%
	

	Fujitsu
	<=39%
	A
	1.5%
	7%
	

	
	
	B
	0.7%
	2.50%
	

	
	
	C
	1.2%
	3.1%
	

	
	40%-69%
	A
	3.3%
	18%
	

	
	
	B
	1.4%
	7.2%
	

	
	
	C
	2.7%
	7.9%
	

	
	>=70%
	A
	6.5%
	26.10%
	

	
	
	B
	3.6%
	15.3%
	

	
	
	C
	1.5%
	16%
	

	MediaTek
	<=39%
	A
	0.20%
	2%
	

	
	
	B
	0.20%
	0.3%
	

	
	
	C
	0.10%
	2%
	

	
	40%-69%
	A
	1%
	6%
	

	
	
	B
	0.50%
	1%
	

	
	
	C
	1%
	3%
	

	
	>=70%
	A
	2%
	13%
	

	
	
	B
	1%
	5%
	

	
	
	C
	2.20%
	9%
	

	Summary
	<=39%
	A
	0.29%~2%
	1%~6%
	2.5%~7.4%

	
	
	B
	0.2%~1%
	0.5%~6%
	6%

	
	
	C
	0.33%~1%
	-0.3%~6%
	-4%~0%

	
	40%-69%
	A
	1.09%~3%
	3%~10%
	3%~12.22%

	
	
	B
	0.80%~2%
	1.2%~9%
	7.04~11%

	
	
	C
	0.1%~4%
	-0.5%~9%
	-1.8~8.19%

	
	>=70%
	A
	0.38%~9%
	5%~15%
	3%~17%

	
	
	B
	0.62%~5%
	3%~9%
	6.64~17%

	
	
	C
	0.23%~6%
	-0.2%~12%
	-1%~6.88%



Issue#2-3 [Rd2] (High priority) 5% UPT, FTP traffic
Update: Add more Ericsson results to the table. Observation text changed accordingly.
Update2: According to Apple comments (which needs additional technical discussion), this observation will be withdrawn from the Monday GTW.
Update3: One additional node is added to reflect the performance loss observed by Apple due to using CQI calculation method Option 1a (based on the target CSI from the realistic channel estimation).


Updated Observation 2.1.3:
For the evaluation of AI/ML based CSI compression, compared to the benchmark, in terms of 5% UPT under FTP, more gains are achieved by Max rank 2 compared with Max rank 1 in general:
· For Max rank 1, in general the performance gain increases with the increase of RU:
· For RU<=39%, 3 sources [Huawei, Nokia, vivo] observe the performance gain of 0.8%~3%
· 3 sources [Huawei, Nokia, vivo] observe the performance gain of 1.72%~3% at CSI overhead A (small overhead);
· 3 sources [Huawei, Nokia, vivo] observe the performance gain of 0.80%~1.2% at CSI overhead B (medium overhead);
· 3 sources [Huawei, Nokia, vivo] observe the performance gain of 1.68%~3% at CSI overhead C (large overhead);
· For RU 40%-69%, 6 sources [Huawei, Nokia, vivo, Spreadtrum, Intel, Fujitsu] observe the performance gain of 0.1%~7%
· 6 sources [Huawei, Nokia, vivo, Spreadtrum, Intel, Fujitsu] observe the performance gain of 2.8%~7% at CSI overhead A (small overhead);
· 3 sources [Huawei, Nokia, vivo] observe the performance gain of 1.22%~2.7% at CSI overhead B (medium overhead);
· 3 sources [Huawei, Nokia, vivo] observe the performance gain of 0.1%~3.25% at CSI overhead C (large overhead);
· For RU>=70%, 8 sources [Huawei, Nokia, ZTE, vivo, OPPO, Spreadtrum, Intel, Fujitsu] observe the performance gain of 0.85%~20.43%
· 8 sources [Huawei, Nokia, ZTE, vivo, OPPO, Spreadtrum, Intel, Fujitsu] observe the performance gain of 4%~20.43% at CSI overhead A (small overhead);
· 7 sources [Huawei, Nokia, ZTE, vivo, OPPO, Spreadtrum, Intel] observe the performance gain of 1%~10.13% at CSI overhead B (medium overhead);
· 8 sources [Huawei, Nokia, ZTE, vivo, OPPO, Spreadtrum, Intel, Fujitsu] observe the performance gain of 0.85%~8% at CSI overhead C (large overhead);
· Note: 4 sources [Spreadtrum, Futurewei, Intel, CATT] observe gain of 0% and 5.6%~5.7% at RU <=39%, 4.2%~5.8% at RU 40%-69%, 23%~50% at RU>=70%, which bias from the majority ranges.
· For Max rank 2, in general the performance gain increases with the increase of RU:
· For RU<=39%, 8 sources [Huawei, Nokia, Ericsson, Qualcomm, Fujitsu, InterDigital, Intel, NTT DOCOMO] observe the performance gain of -2%~5%
· 5 sources [Huawei, Nokia, Ericsson, Qualcomm, NTT DOCOMO] observe the performance gain of 1.1%~5% at CSI overhead A (small overhead);
· 6 sources [Huawei, Nokia, Ericsson, Qualcomm, Intel, NTT DOCOMO] observe the performance gain of -2%~3% at CSI overhead B (medium overhead);
· 7 sources [Huawei, Nokia, Ericsson, Qualcomm, Fujitsu, InterDigital, NTT DOCOMO] observe the performance gain of -0.5%~5% at CSI overhead C (large overhead);
· For RU 40%-69%, 8 sources [Huawei, Nokia, ZTE, Ericsson, Qualcomm, Intel, Fujitsu, NTT DOCOMO] observe the performance gain of -4%~13%
· 6 sources [Huawei, Nokia, ZTE, Ericsson, Qualcomm, Intel] observe the performance gain of 7%~13% at CSI overhead A (small overhead);
· 7 sources [Huawei, Nokia, Ericsson, Qualcomm, Intel, NTT DOCOMO, Fujitsu] observe the performance gain of 0.3%~8% at CSI overhead B (medium overhead);
· 6 sources [Huawei, Nokia, Ericsson, Qualcomm, Fujitsu, NTT DOCOMO] observe the performance gain of -4%~8% at CSI overhead C (large overhead);
· For RU>=70%, 9 sources [Huawei, Nokia, ZTE, Ericsson, Intel, Fujitsu, NTT DOCOMO, Qualcomm, Futurewei] observe the performance gain of -1.3%~24%
· 6 sources [Huawei, Nokia, ZTE, Ericsson, Fujitsu, NTT DOCOMO] observe the performance gain of 10.26%~24% at CSI overhead A (small overhead);
· 6 sources [Huawei, Nokia, ZTE, Ericsson, Qualcomm, NTT DOCOMO] observe the performance gain of 9%~15.02% at CSI overhead B (medium overhead);
· 8 sources [Huawei, Nokia, ZTE, Ericsson, Futurewei, Intel, NTT DOCOMO, Fujitsu] observe the performance gain of -1.3%~13.67% at CSI overhead C (large overhead);
· Note: 7 sources [Intel, NTT DOCOMO, InterDigital, Fujitsu, ZTE, Ericsson, CATT] observe gain of 4.4%~13% at RU<=39%, -8%~-2%, 10%~25.6% at RU 40%-69%, -10%~8.1% at RU>=70%, which bias from the majority ranges.
· For Max rank 4:
· For RU<=39%, 2 sources [Apple, Qualcomm] observe the performance gain of -1.6%~10%
· 2 sources [Apple, Qualcomm] observe the performance gain of 8%~10% at CSI overhead A (small overhead);
· 1 source [Qualcomm] observes the performance gain of 5% at CSI overhead B (medium overhead);
· 2 sources [Apple, Qualcomm] observe the performance gain of -1.6%~1% at CSI overhead C (large overhead);
· For RU 40%-69%, 3 sources [Apple, ZTE, Qualcomm] observe the performance gain of -1.7%~23%
· 3 sources [Apple, ZTE, Qualcomm] observe the performance gain of 5%~17% at CSI overhead A (small overhead);
· 2 sources [ZTE, Qualcomm] observe the performance gain of 6.17%~23% at CSI overhead B (medium overhead);
· 3 sources [Apple, ZTE, Qualcomm] observe the performance gain of -1.7%~9.47% at CSI overhead C (large overhead);
· For RU>=70%, 3 sources [Apple, ZTE, Qualcomm] observe the performance gain of 2%~31%
· 3 sources [Apple, ZTE, Qualcomm] observe the performance gain of 5.8%~31% at CSI overhead A (small overhead);
· 2 sources [ZTE, Qualcomm] observe the performance gain of 10.2%~30% at CSI overhead B (medium overhead);
· 3 sources [Apple, ZTE, Qualcomm] observe the performance gain of 2%~15% at CSI overhead C (large overhead);
· Note: 1 source [Apple] observes loss of up to -19.30% under Max rank 4 due to particular CQI/RI selection method.
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix of the current CSI is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· 1-on-1 joint training is assumed.
· The performance metric is 5% UPT for Max rank 1, Max rank 2, or Max rank 4.
· Benchmark is Rel-16 Type II codebook.
· Note: Results refer to Table X of R1-230xxxx


Table X Gain of CSI comporession over R16 Type II benchmark – 5% UPT, FTP
	
	RU
	CSI overhead
	R1
	R2
	R4

	HW#1
	<=39%
	A
	3%
	5%
	

	
	
	B
	1%
	3%
	

	
	
	C
	3%
	5%
	

	
	40%-69%
	A
	7%
	13%
	

	
	
	B
	2%
	4%
	

	
	
	C
	3%
	8%
	

	
	>=70%
	A
	16%
	24%
	

	
	
	B
	7%
	9%
	

	
	
	C
	8%
	12%
	

	Nokia#1
	<=39%
	A
	1.9%
	1.1%
	

	
	
	B
	1.2%
	-2%
	

	
	
	C
	1.7%
	-0.5%
	

	
	40%-69%
	A
	2.8%
	7.2%
	

	
	
	B
	2.7%
	0.3%
	

	
	
	C
	0.1%
	-4%
	

	
	>=70%
	A
	9.5%
	22.5%
	

	
	
	B
	3.6%
	11.4%
	

	
	
	C
	1.7%
	-1.3%
	

	ZTE#1
	<=39%
	A
	
	
	

	
	
	B
	
	
	

	
	
	C
	
	
	

	
	40%-69%
	A
	
	9.72%
	9.25%

	
	
	B
	
	20%
	6.17%

	
	
	C
	
	25.62%
	9.47%

	
	>=70%
	A
	20.43%
	10.26%
	23.27%

	
	
	B
	10.13%
	15.02%
	10.2%

	
	
	C
	0.85%
	13.67%
	6.83%

	Vivo#1
	<=39%
	A
	1.72%
	
	

	
	
	B
	0.80%
	
	

	
	
	C
	1.68%
	
	

	
	40%-69%
	A
	4.13%
	
	

	
	
	B
	1.22%
	
	

	
	
	C
	3.25%
	
	

	
	>=70%
	A
	5.45%
	
	

	
	
	B
	1.68%
	
	

	
	
	C
	4.28%
	
	

	OPPO#1
	<=39%
	A
	
	
	

	
	
	B
	
	
	

	
	
	C
	
	
	

	
	40%-69%
	A
	
	
	

	
	
	B
	
	
	

	
	
	C
	
	
	

	
	>=70%
	A
	4%
	
	

	
	
	B
	1%
	
	

	
	
	C
	1%
	
	

	E///#1
	<=39%
	A
	
	3%
	

	
	
	B
	
	2%
	

	
	
	C
	
	0%
	

	
	40%-69%
	A
	
	7%
	

	
	
	B
	
	5%
	

	
	
	C
	
	3%
	

	
	>=70%
	A
	
	12%
	

	
	
	B
	
	12%
	

	
	
	A
	
	2%
	

	E///#2
	<=39%
	A
	
	2%
	

	
	
	B
	
	
	

	
	
	C
	
	
	

	
	40%-69%
	A
	
	2%
	

	
	
	B
	
	
	

	
	
	C
	
	
	

	
	>=70%
	A
	
	4%
	

	
	
	B
	
	
	

	
	
	A
	
	
	

	E///#3
	<=39%
	A
	
	4%
	

	
	
	B
	
	3%
	

	
	
	C
	
	4%
	

	
	40%-69%
	A
	
	8%
	

	
	
	B
	
	10%
	

	
	
	C
	
	11%
	

	
	>=70%
	A
	
	12%
	

	
	
	B
	
	14%
	

	
	
	C
	
	8%
	

	QC#1
	<=39%
	A
	
	5%
	10%

	
	
	B
	
	3%
	5%

	
	
	C
	
	4%
	1%

	
	40%-69%
	A
	
	7%
	17%

	
	
	B
	
	8%
	23%

	
	
	C
	
	-1%
	5%

	
	>=70%
	A
	
	18%
	31%

	
	
	B
	
	11%
	30%

	
	
	C
	
	10%
	15%

	Apple#1
	<=39%
	A
	
	
	8%

	
	
	B
	
	
	

	
	
	C
	
	
	-1.60%

	
	40%-69%
	A
	
	
	5%

	
	
	B
	
	
	

	
	
	C
	
	
	-1.70%

	
	>=70%
	A
	
	
	5.80%

	
	
	B
	
	
	

	
	
	C
	
	
	2%

	Apple#2
	<=39%
	A
	
	
	14.20%

	
	
	B
	
	
	

	
	
	C
	
	
	11.40%

	
	40%-69%
	A
	
	
	39.90%

	
	
	B
	
	
	

	
	
	C
	
	
	9.90%

	
	>=70%
	A
	
	
	45.60%

	
	
	B
	
	
	

	
	
	C
	
	
	11.70%

	Apple#3
	<=39%
	A
	
	
	12.10%

	
	
	B
	
	
	

	
	
	C
	
	
	7.80%

	
	40%-69%
	A
	
	
	18.80%

	
	
	B
	
	
	

	
	
	C
	
	
	8%

	
	>=70%
	A
	
	
	22.85%

	
	
	B
	
	
	

	
	
	C
	
	
	7.10%

	Apple#4
	<=39%
	A
	
	
	-9%

	
	
	B
	
	
	

	
	
	C
	
	
	-8.10%

	
	40%-69%
	A
	
	
	-11.50%

	
	
	B
	
	
	

	
	
	C
	
	
	-21%

	
	>=70%
	A
	
	
	-15.70%

	
	
	B
	
	
	

	
	
	C
	
	
	-19.30%

	Futurewei#1
	<=39%
	A
	
	
	

	
	
	B
	
	
	

	
	
	C
	
	
	

	
	40%-69%
	A
	
	
	

	
	
	B
	
	
	

	
	
	C
	
	
	

	
	>=70%
	A
	50%
	0%
	

	
	
	B
	24%
	7.69%
	

	
	
	C
	23%
	9.87%
	

	Spreadtrum#1
	<=39%
	A
	
	
	

	
	
	B
	
	
	

	
	
	C
	
	
	

	
	40%-69%
	A
	6.95%
	
	

	
	
	B
	4.41%
	
	

	
	
	C
	4.88%
	
	

	
	>=70%
	A
	15.20%
	
	

	
	
	B
	7.32%
	
	

	
	
	C
	7.30%
	
	

	Intel#1
	<=39%
	A
	3.6%
	7.6%
	

	
	
	B
	3.1%
	2.3%
	

	
	
	C
	0.0%
	5.6%
	

	
	40%-69%
	A
	6.6%
	7.9%
	

	
	
	B
	5.8%
	5.9%
	

	
	
	C
	4.2%
	11.1%
	

	
	>=70%
	A
	5.4%
	2.8%
	

	
	
	B
	8.5%
	8.1%
	

	
	
	C
	2.2%
	5.4%
	

	NTT DOCOMO#1
	<=39%
	A
	
	4.86%
	

	
	
	B
	
	2.90%
	

	
	
	C
	
	1.52%
	

	
	40%-69%
	A
	
	12.93%
	

	
	
	B
	
	5.50%
	

	
	
	C
	
	3.94%
	

	
	>=70%
	A
	
	21.92%
	

	
	
	B
	
	9.24%
	

	
	
	C
	
	2.93%
	

	InterDigital#1
	<=39%
	A
	
	9%
	

	
	
	B
	
	7%
	

	
	
	C
	
	2%
	

	
	40%-69%
	A
	
	5%
	

	
	
	B
	
	-2%
	

	
	
	C
	
	-8%
	

	
	>=70%
	A
	
	-5%
	

	
	
	B
	
	-10%
	

	
	
	C
	
	-10%
	

	Fujitsu
	<=39%
	A
	5.5%
	13%
	

	
	
	B
	2.7%
	4.40%
	

	
	
	C
	0.4%
	6.30%
	

	
	40%-69%
	A
	5%
	23.00%
	

	
	
	B
	-0.1%
	8.00%
	

	
	
	C
	3.5%
	10.70%
	

	
	>=70%
	A
	12.7%
	14.00%
	

	
	
	B
	11.1%
	6.30%
	

	
	
	C
	6.7%
	13.20%
	

	CATT
	<=39%
	A
	4.21% 
	7.44% 
	

	
	
	B
	2.64% 
	9.85% 
	

	
	
	C
	5.68%
	11.66% 
	

	
	40%-69%
	A
	
	
	

	
	
	B
	
	
	

	
	
	C
	
	
	

	
	>=70%
	A
	
	
	

	
	
	B
	
	
	

	
	
	C
	
	
	

	Summary
	<=39%
	A
	1.72%~3%
	1.1%~5%
	8%~10%

	
	
	B
	0.80%~1.2%
	-2%~3%
	5%

	
	
	C
	1.68%~3%
	-0.5%~5%
	-1.6%~1%

	
	40%-69%
	A
	2.8%~7%
	7%~13%
	5%~17%

	
	
	B
	1.22%~2.7%
	0.3%~8%
	6.17%~23%

	
	
	C
	0.1%~3.25%
	-4%~8%
	-1.7%~9.47

	
	>=70%
	A
	4%~20.43%
	10.26%~24%
	5.8%~31%

	
	
	B
	1%~10.13%
	9%~15.02%
	10.2%~30%

	
	
	C
	0.85%~8%
	-1.3%~13.67%
	2%~15%



Issue#2-6 [Rd2] (High priority) Quantization method-quantization awareness for training
Update: values/gains updated for table and Observation text based on QC and Xiaomi comments.

Updated Observation 2.1.6:
For the comparison of quantization methods for CSI compression, quantization non-aware training (Case 1) is in general inferior to the quantization aware training (Case 2-1/2-2), and may lead to lower performance than the benchmark.
· For scalar quantization, compared with benchmark,
· -2.4%~-43.2% degradations are observed for quantization non-aware training (Case 1) from 6 sources [Qualcomm, vivo, Ericsson, Apple, Xiaomi, MediaTek].
· 3.9%~8.64% gains are observed for quantization aware training with fixed/pre-configured quantization method/parameters (Case 2-1) from 5 sources [Qualcomm, vivo, Ericsson, ZTE, Xiaomi], which are 17.3%~83.2% gains over quantization non-aware training (Case 1) from 5 sources [Qualcomm, vivo, Ericsson, Apple, Xiaomi] and 7.56%~11.55% gains over quantization non-aware training (Case 1) from 1 source [MediaTek].
· Note: 0.72% gains are observed for Case 2-1 from 1 source [Qualcomm] due to SQ parameter chosen without matching latent distribution, which achieves 13.9% gains over Case 1.
· 7.55% gains are observed for quantization aware training with jointly updated quantization method/parameters (Case 2-2) from 1 source [Qualcomm], which are 23.1% gains over quantization non-aware training (Case 1) from 1 source [Qualcomm].
· For vector quantization, compared with benchmark,
· -2%~-10% degradations are observed for quantization non-aware training (Case 1) from 1 source [Huawei].
· 5.64%~8.91% gains are observed for quantization aware training with fixed/pre-configured quantization method/parameters (Case 2-1) from 3 sources [Qualcomm, vivo, Apple], which are 3%~21.6% gains over quantization non-aware training (Case 1) from 3 sources [Qualcomm, vivo, Apple].
· 4.6%~13.01% gains are observed for quantization aware training with jointly updated quantization method/parameters (Case 2-2) from 7 sources [Qualcomm, vivo, ZTE, Xiaomi, Huawei, Apple, Fujitsu], which are 10.7%~30% gains over quantization non-aware training (Case 1) from 4 sources [Qualcomm, vivo, Huawei, Xiaomi] and 3.66%~9.8% gains over quantization non-aware training (Case 1) from 2 sources [Fujitsu, Apple].
· In general, Case 2-2 outperforms Case 2-1 with 0.46%~3.8% gains, as observed by 6 sources [Qualcomm, vivo, ZTE, Xiaomi, Apple, MTK].
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· 1-on-1 joint training is assumed.
· The performance metric is SGCS for Layer 1.
· Benchmark is Rel-16 Type II codebook.
· Note: Results refer to Table X of R1-230xxxx

Issue#2-7 [Rd2] (High priority) Quantization method-quantization format for training
Update: values/gains updated for table and Observation text based on QC comments.

Updated Observation 2.1.7:
For the comparison of quantization methods for CSI compression, in general vector quantization (VQ) has comparable performance with scalar quantization (SQ):
· For SQ and VQ under the same training case, it is 
· observed by 3 sources [vivo, MediaTek, Qualcomm] that VQ under Case 2-1 has -1%-0.8%~-4.5% degradation over SQ under Case 2-1, 
· observed by 1 source [Qualcomm, Apple] that VQ under Case 2-1 has 0.3%~1.1% gain over SQ under Case 2-1, and 
· observed by 3 sources [Qualcomm, Apple, Lenovo] that VQ under Case 2-2 has 0.7%~5.1% gain over SQ under Case 2-2.
· Note: VQ under Case 2-1 has 8% gains over SQ under Case 2-1 as observed from 1 source [Qualcomm] due to SQ parameter chosen without matching latent distribution non-optimized SQ parameter chosen.
· For SQ and VQ across training cases, it is 
· observed by 6 sources [vivo, Qualcomm, Apple, ZTE, Xiaomi, OPPO] that VQ under Case 2-2 has 0.46%~4% gain over SQ under Case 2-1, and 
· observed by 1 source [ZTE] that VQ under Case 2-2 has -1.3% degradation over SQ under Case 2-1.
· observed by 1 source [MediaTek] that VQ under Case 2-1 has -2.9%~-6.4% degradation over SQ under Case 2-2.
· Note: in general, more companies [vivo, Qualcomm, Apple, Lenovo, ZTE, Xiaomi] observing gain of VQ over SQ than companies observing loss [vivo, ZTE, MediaTek, Qualcomm].
· Note: it is observed by 1 source [Lenovo] that combined SQ and VQ under Case 2-2 has minor gain of 0.2% over VQ only under Case 2-2.
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· 1-on-1 joint training is assumed.
· The performance metric is SGCS for Layer 1.
· Benchmark is Rel-16 Type II codebook.
· Note: Results refer to Table X of R1-230xxxx

Issue#2-16 [Rd2] (High priority) Benchmark#1-SGCS gain and impact of input type
Moderator note: The original observation is drawn at 112b-e meeting. 
To align the format with the 113 observations, 
· a table is added for reference, 
· the “Note *” is replaced with the company names. 
· UE speed of 10m/h and 60km/h added.
Note: For the observation, updated contents are highlighted.
Update: Note 1 updated based on MTK comments.
Update 2: Update the UE speed clarification based on QC comments on the 1st GTW. Update a finer categorization of gains over companies.
Note: Some results with spatial consistency causes loss over Benchmark#1

Updated Observation 2.1.16:
For the AI/ML based CSI prediction,  
· 17 sources [Huawei, ZTE, Spreadtrum, Nokia, CATT, Fujitsu, Samsung, ETRI, CMCC, NVIDIA, Apple, vivo, MediaTek, InterDigital, Xiaomi, OPPO, CEWiT] show that the AI/ML-based CSI prediction outperforms the benchmark of the nearest historical CSI, wherein
· 16 sources [ZTE, Nokia, Spreadtrum, NVIDIA, Apple, Huawei, Samsung, Fujitsu, CATT, vivo, MediaTek, InterDigital, ETRI, Xiaomi, CMCC, CEWiT] show the gain of 0.46% ~ 76.6% using raw channel matrix as input, wherein
· 5 sources [Xiaomi, NVIDIA, InterDigital, MediaTek] observe the gain of 0.46%~6.3%.
· 15 sources [Huawei, Samsung, ZTE, Spreadtrum, Fujitsu, CATT, Apple, MediaTek, InteDigital, ETRI, Xiaomi, CMCC, CEWiT, NVIDIA, vivo] observe the gain of 7.57%~26.47%.
· 6 sources [vivo, MediaTek, Fujitsu, CMCC,CEWiT, Nokia] observe the gain of 29.03%~76.6%.
· 4 sources [ZTE, CATT, ETRI, OPPO] show the gain of 2.24% ~ 19.4% using precoding matrix as input, which is in general worse than using raw channel matrix as input
· Note 1: spatial consistency is adopted in 4 sources [Nokia, InterDigital, vivo, MediaTek] and not adopted in 15 sources [Huawei, ZTE, ETRI, CMCC, Apple, Spreadtrum, Nokia, CATT, Fujitsu, Samsung, NVIDIA, vivo, InterDigital, Xiaomi, CEWiT].
· Note 2: the above results are based on the following assumptions
· The observation window considers to start as early as 15ms~50ms.
· A future 4ms or 5ms instance from the prediction output is considered for calculating the metric.
· UE speed includes 10km/h, 30km/h, and 60km/h. The same UE speed is assumed for both training and inference.
· The performance metric is SGCS in linear value for layer 1.

Table X SGCS gain of CSI prediction over Benchmark#1-Impact of input type
	OB window
	Precoding matrix
	Raw channel matrix

	
	10km/h
	30km/h
	60km/h
	10km/h
	30km/h
	60km/h

	HW#1
	
	
	
	
	
	18%

	ZTE#1/3
	
	5.64%
	
	
	18.72%~26.47%
	

	Spreadtrum#1
	
	
	
	
	16.36%
	20.6%

	Samsung#1/2
	
	
	
	2.4%
	
	11.2%

	Fujitsu#1/2/3
	
	
	
	
	33%
	19.6%

	CATT#1
	19.4%
	
	
	7.57%~7.85%
	
	9.10%~10.52%

	Apple#1
	
	
	
	
	20.2232%
	

	vivo#1~#4
	
	
	
	
	12.65%~73.7%
	13.8%~29.03%

	MediaTek#1~4
	
	
	
	8.7%
	76.6%
	1.7%~2.6%

	InterDigital#1~ 3
	
	
	
	6.3%
	19.5% w/o spatial consistency;
-5.5% w spatial consistency

	

	ETRI#1~2
	
	2.24%
	
	
	10.43%
	

	Xiaomi#1~6
	
	
	
	2.45%
	14.56%~16.75%
	0.46%~1.38%

	CMCC#6/8/9
	
	
	
	21.93%
	41.75%
	19.98%

	NVIDIA#1~4
	
	
	
	2.7%
	14%~19.2%
	2.3%

	OPPO#1
	
	6%
	
	
	
	

	CEWiT#1#3
	
	
	
	12.5%
	44.8%
	

	Nokia#2
	
	
	
	
	35.51%
	

	Summary
	10km/h~60km/h: 
3 sources:2.24%~6%;
[ZTE, ETRI, OPPO]

1 source: 19.4%
[CATT]
	10km/h~60km/h: 
5 sources: 0.46%~6.3%;
[Xiaomi, NVIDIA, InterDigital, Samsung, MediaTek]

15 sources: 7.57%~26.47%;
[Huawei, Samsung, ZTE, Spreadtrum, Fujitsu, CATT, Apple, MediaTek, InterDigital, ETRI, Xiaomi, CMCC, NVIDIA, CEWiT, vivo]

6 sources: 29.03%~76.6%;
[vivo, MediaTek, Fujitsu, CMCC,CEWiT, Nokia]




Issue#3-2[Rd2]  (High priority) High resolution ground-truth CSI for training
Update: Add Ericsson results to the table and observation.
Update2: Move “slight” to [ ] since QC has concern on the expression of the overhead reduction (compared to Float32)/increase (compared to PC6/8). The description on overhead increasing is also added to provide insights from different angles.
Proposed observation 3.1.2:
For the evaluation of high resolution quantization of the ground-truth CSI for the training of CSI compression, compared to the upper-bound of Float32, quantized high resolution ground-truth CSI can achieve significant overhead reduction with minor performance loss if the parameters are appropriately selected.
· For high resolution scalar quantization,
· Float16 achieves 50% overhead reduction and -0.6% or less performance loss from 2 sources [vivo, Apple] 
· 8 bits scalar quantization achieves 75% overhead reduction and -0.14%~-0.9% performance loss from 2 sources [Huawei, Apple]
· For high resolution R16 eType II-like quantization, 
· R16 eType II CB with legacy parameters can achieve significant overhead reduction while with performance loss compared to Float32, wherein
· PC#6 achieves around 99% overhead reduction with -1.4% ~-1.7% performance loss from 2 sources [Huawei, Fujitsu], and -3%~-9.5%-5.3% performance loss from 4 sources [Huawei, vivo, ZTE, Fujitsu].
· PC#8 achieves around 98% overhead reduction with 0% ~-1.7% performance loss from 3 sources [Qualcomm, Huawei, Fujitsu], and -2.9%~-5.5% performance loss from 4 sources [Qualcomm, Huawei, vivo, ZTE].
· Note: it is pointed out by 1 source [Qualcomm] that using R16 eType II-like quantization with legacy PC may achieve close performance to Float32 by dataset dithering.
· R16 eType II CB with new parameters can outperform that with legacy parameters (e.g., PC#1~PC#8) with [slight] increase of overhead:
· R16 eType II CB with new parameter of 1000-1400bits CSI payload size achieves 95%~97.5% overhead reduction (xx% overhead increasing compared to PC8) with performance gain of 0.7%~4.3% over PC#8 from 4 sources [Huawei, vivo, ZTE, Ericsson].
· R16 eType II CB with new parameter of 1500-2100bits CSI payload size achieves 94%~96.2% overhead reduction (xx% overhead increasing compared to PC8) with performance gain of 1.3%~5.4% over PC#8 from 3 sources [Huawei, ZTE, Fujitsu].
· Note: the new parameters include at least one from the follows:
· L= 8, 10, 12;
· pv = 0.8, 0.9, 0.95;
· reference amplitude = 6 bits, 8 bits; differential amplitude = 4bits; phase = 5 bits, 6 bits;
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix is used as the model input.
· 1-on-1 joint training is assumed.
· The performance metric is SGCS for Layer 1.
· Note: Results refer to Table X of R1-230xxxx

Table X. High resolution ground-truth CSI format for training
	
	
	Float32
	PC#6 (~280 bits)
	PC#8 (~328 bits)
	eType II, New Para#1
(350-750bits)
	eType II, New Para#2
(1000-1400bits)
	eType II, New Para#3
(1500-2100bits)
	Scalar

	Apple
	Note
	
	
	
	
	
	
	8bits scalar; 16bits scalar

	
	X
	0.726 (5.19%)
	
	
	
	
	
	0.725(4.9%) --0.14% loss to Float32;

0.727(5.29%)
0.14% gain to Float32;

	
	Y
	
	
	
	
	
	
	

	
	Z
	
	
	
	
	
	
	

	QC

	Note
	
	
	Dithering applied to PC8 dataset
	ref amplitude: 5 bits, diff amplitude 4 bits, phase 5 bits, other parameters are as in PC8
	
	
	

	
	X
	0.735 (13.6%)
	
	0.726 (12.2%)
-1.2% to Float32
	0.703 (8.7%)
-3.1% over PC8

Moderator: Not captured in observation, since not equally applied with special dataset improvement as PC8
	
	
	

	
	Y
	0.786 (7.3%)
	
	0.786 (7.3%)
0% to Float32
	0.772 (5.4%)
-1.8% over PC8
	
	
	

	
	Z
	0.894 (3.8%)
	
	0.861 (1.98%)
-3.7% loss to Float32
	0.854 (1.15%)
-0.8% over PC8
	
	
	

	HW
	Note
	
	
	
	
	1014bits
(L=10, p=0.9, beta=0.31, ref_amp: 6 bits, diff_amp: 4 bits, phase: 6 bits), 96% OH reduction
	1610bits
(L=12, p=0.8, beta=0.5, ref_amp: 6 bits, diff_amp: 4 bits, phase: 6 bits) , 94% OH reduction
	8bits scalar

	
	X
	0.767 (8.8%)
	0.756 (7.2%)
-1.4% to Float32
	0.76 (7.8%)
-0.7% to Float32
	
	0.768 (8.9%)
+0.1% to Float32,

1% over PC8
	0.77 (9.2%)
+0.4% to Float32,

1.3% over PC8
	0.762 (8.1%)
-0.5% to Float32

	
	Y
	0.861 (4.5%)
	0.831 (0.8%)
-3.5% to Float32
	0.832 (1%)
-2.9% to Float32
	
	0.854 (3.6%)
-0.8% to Float32,

2.6% over PC8
	0.855 (3.8%)
-0.7% to Float32,

2.8% over PC8
	0.852 (3.4%)
-0.9% to Float32

	
	Z
	0.918 (6.5%)
	0.886 (2.8%)
-3.5% to Float32
	0.887 (2.9%)
-3.1% to Float32
	
	0.917 (6.4%)
-0.1% to Float32,

3.4% over PC8
	0.917 (6.4%)
-0.1% to Float32,

3.4% over PC8
	0.911 (5.7%)
-0.7% to Float32

	vivo
	Note
	
	
	
	
	1374bits
(L=12, p_v=0.5, beta=1.0)
	
	16bits scalar

	
	X
	
	
	
	
	
	
	

	
	Y
	0.871 (7.6%)
	0.828 (3.3%)
-5% to Float32
	0.825 (3.0%),
-5.3% to Float32
	
	0.854 (5.9%)
-2% to Float32,

3.5% over PC8
	
	0.866 (7.1%)
-0.6 % to Float32

	
	Z
	
	
	
	
	
	
	

	ZTE
	Note
	
	
	
	
	1358 bits (L=8, p=0.75, beta=0.31, ref_amp: 8 bits, diff_amp: 4 bits, phase: 6 bits) , 97.5% OH reduction
	2011bits (L=10, p=0.9, beta=0.31, ref_amp: 8 bits, diff_amp: 4 bits, phase: 6 bits) , 96.2% OH reduction
	

	
	X
	0.7191 (4.67%)
	0.6665 (-2.98%)
-7.3% to Float32
	0.6916 (0.67%)
-3.8% to Float32
	
	0.7018 (2.15%)
-2.4% to Float32,

1.5% over PC8
	0.7150 (4.07%)
-0.6% to Float32,

3.4% over PC8
	

	
	Y
	0.8015 (4.04%)
	
	
	
	
	
	

	
	Z
	0.9123 (6.44%)
	0.8256 (-3.68%)
-9.5% to Float32
	0.8621 (0.58%)
-5.5% to Float32
	
	0.8990 (4.89%)
-1.5% to Float32,

4.3% over PC8
	0.9087 (6.02%)
-0.4% to Float32,

5.4% over PC8
	

	Fujitsu
	Note
	
	
	
	
	
	1579 bits (L=12, p=0.95, beta=0.5, ref_amp: 4 bits, diff_amp: 4 bits, phase: 4 bits), 88% OH reduction
	

	
	X 56 bits
	
	0.698,
-3.0% to Float32
	0.709,
-1.5% to Float32
	
	
	0.718,
-0.2% to Float32,

1.3% over PC8
	

	
	Y 102 bits
	
	0.763,
-3.2% to Float32
	0.775,
-1.7% to Float32
	
	
	0.786,
-0.3% to Float32,

1.4% over PC8
	

	
	Z 268 bits
	
	0.866 ,
-1.7% to Float32
	0.87,
 -1.2% to Float32
	
	
	0.885,
0.5% to Float32,

1.7% over PC8
	

	E///
	Note
	
	
	
	750 bits (L=8, p=0.75, beta=0.5, ref_amp: 4 bits, diff_amp: 3 bits, phase: 4 bits), 97.2% OH reduction
	1014bits
(L=10, p=0.9, beta=0.31, ref_amp: 6 bits, diff_amp: 4 bits, phase: 6 bits), 96.2% OH reduction
	
	

	
	X
	0.762
	0.754
- 1% to Float32
	0.755
- 0.9% to Float32
	0.759
-0.4% to Float32,

0.5% over PC8
	0.760
-0.3% to Float32,

0.7% over PC8
	
	

	
	Y
	
	
	
	
	
	
	

	
	Z
	
	
	
	
	
	
	

	Sum-mary
	Note
	
	-1.4% ~-1.7%
[HW, Fujitsu]

-3%~-9.5% to Float32 [HW, vivo, ZTE, Fujitsu]
	0% ~-1.7%
[QC, HW, Fujitsu]

-2.9%~-5.5% to Float32 [QC, HW, vivo, ZTE]
	
	0.7% ~4.3% over PC8 [HW, vivo, ZTE， E///]
	1.3%~5.4% over PC8
[HW, ZTE, Fujitsu]
	




5.3 23 Aug (Wed.) GTW
Issue#5-3 Update of previous observations

Proposal 5.3.1: For the evaluation of CSI enhancements, update the observations drawn in previous meetings to Updated Observation 2.1.2, Updated Observation 2.1.3, Updated Observation 2.1.6, Updated Observation 2.1.7, Updated Observation 2.1.13, and Updated Observation 2.1.14 in R1-2308342.

Issue#2-2 Mean UPT, FTP traffic
Updated Observation 2.1.2:
For the evaluation of AI/ML based CSI compression, compared to the benchmark, in terms of mean UPT under FTP traffic, more gains are achieved by Max rank 2 compared with Max rank 1 in general:
· For Max rank 1, in general the performance gain increases with the increase of RU:
· For RU<=39%, 7 sources [Huawei, Nokia, vivo, Intel, CATT, MediaTek, Fujitsu] observe the performance gain of 0.2%~2%
· 6 sources [Huawei, Nokia, vivo, Intel, CATT, Fujitsu] observe the performance gain of 0.29%~2% at CSI overhead A (small overhead);
· 6 sources [Huawei, Nokia, vivo, Intel, MediaTek, Fujitsu] observe the performance gain of 0.2%~1% at CSI overhead B (medium overhead);
· 4 sources [Huawei, Nokia, vivo, Intel] observe the performance gain of 0.33%~1% at CSI overhead C (large overhead);
· For RU 40%-69%, 7 sources [Huawei, Nokia, vivo, Spreadtrum, Intel, MediaTek, Fujitsu] observe the performance gain of 0.1%~4%
· 5 sources [Huawei, Nokia, vivo, Spreadtrum, Intel] observe the performance gain of 1.09%~3% at CSI overhead A (small overhead);
· 4 sources [Huawei, Nokia, vivo, Fujitsu] observe the performance gain of 0.80%~2% at CSI overhead B (medium overhead);
· 7 sources [Huawei, Nokia, vivo, Spreadtrum, Intel, MediaTek, Fujitsu] observe the performance gain of 0.1%~4% at CSI overhead C (large overhead);
· For RU>=70%, 9 sources [Huawei, Nokia, ZTE, vivo, OPPO, Spreadtrum, Intel, MediaTek, Fujitsu] observe the performance gain of 0.23%~9%
· 9 sources [Huawei, Nokia, ZTE, vivo, OPPO, Spreadtrum, Intel, MediaTek, Fujitsu] observe the performance gain of 0.38%~9% at CSI overhead A (small overhead);
· 8 sources [Huawei, Nokia, ZTE, vivo, OPPO, Intel, MediaTek, Fujitsu] observe the performance gain of 0.62%~5% at CSI overhead B (medium overhead);
· 8 sources [Huawei, Nokia, ZTE, vivo, OPPO, Intel, MediaTek, Fujitsu] observe the performance gain of 0.23%~6% at CSI overhead C (large overhead);
· Note: 5 sources [Spreadtrum, Futurewei, Intel, CATT, MediaTek] observe gain of 0.1%~0.2%, 1.7%~2.51% at RU <=39%, 0.5%~1%, 2.34%~21.21% at RU 40%-69%, 2.51%~21.5% at RU>=70%, which bias from the majority ranges.
· For Max rank 2, in general the performance gain increases with the increase of RU:
· For RU<=39%, 8 sources [Huawei, Nokia, Ericsson, Intel, Qualcomm, Fujitsu, NTT DOCOMO, MediaTek] observe the performance gain of -0.3%~6%
· 7 sources [Huawei, Nokia, Ericsson, Intel, Qualcomm, NTT DOCOMO, MediaTek] observe the performance gain of 1%~6% at CSI overhead A (small overhead);
· 7 sources [Huawei, Nokia, Ericsson, Qualcomm, Intel, NTT DOCOMO, Fujitsu] observe the performance gain of 0.5%~6% at CSI overhead B (medium overhead);
· 8 sources [Huawei, Nokia, Ericsson, Intel, Fujitsu, Qualcomm, NTT DOCOMO, MediaTek] observe the performance gain of -0.3%~6% at CSI overhead C (large overhead);
· For RU 40%-69%, 10 sources [Huawei, Nokia, ZTE, Ericsson, Intel, Qualcomm, InterDigital, NTT DOCOMO, Fujitsu, MediaTek] observe the performance gain of -0.5%~10%
· 8 sources [Huawei, Nokia, ZTE, Ericsson, Intel, Qualcomm, NTT DOCOMO, MediaTek] observe the performance gain of 3%~10% at CSI overhead A (small overhead);
· 8 sources [Huawei, Nokia, ZTE, Ericsson, Intel, Qualcomm, NTT DOCOMO, Fujitsu] observe the performance gain of 1.2%~9% at CSI overhead B (medium overhead);
· 10 sources [Huawei, Nokia, ZTE, Ericsson, Intel, Qualcomm, InterDigital, NTT DOCOMO, Fujitsu, MediaTek] observe the performance gain of -0.5%~9% at CSI overhead C (large overhead);
· For RU>=70%, 11 sources [Huawei, Nokia, ZTE, OPPO, Ericsson, Intel, InterDigital, Qualcomm, Futurewei, NTT DOCOMO, MediaTek] observe the performance gain of -0.2%~15%
· 11sources [Huawei, Nokia, ZTE, OPPO, Ericsson, Intel, InterDigital, Qualcomm, Futurewei, NTT DOCOMO, MediaTek] observe the performance gain of 5%~15% at CSI overhead A (small overhead);
· 11 sources [Huawei, Nokia, ZTE, OPPO, Ericsson, Intel, InterDigital, Qualcomm, Futurewei, NTT DOCOMO, MediaTek] observe the performance gain of 3%~9% at CSI overhead B (medium overhead);
· 10 sources [Huawei, Nokia, ZTE, OPPO, Ericsson, Intel, InterDigital, Qualcomm, NTT DOCOMO, MediaTek] observe the performance gain of -0.2%~12% at CSI overhead C (large overhead);
· Note: 5 sources [Futurewei, InterDigital, Fujitsu, MediaTek, CATT] observe gain of 0.3%, 7%~30% at RU<=39%, 1%, 18%~23% at RU 40%-69%, 12.71%~26.8% at RU>=70%, which bias from the majority ranges.
· For Max rank 4:
· For RU<=39%, 3 sources [CATT, Apple, Qualcomm] observe the performance gain of -4%~7.4%
· 3 sources [CATT, Apple, Qualcomm] observe the performance gain of 2.5%~7.4% at CSI overhead A (small overhead);
· 1 source [Qualcomm] observes the performance gain of 6% at CSI overhead B (medium overhead);
· 2 sources [Apple, Qualcomm] observe the performance gain of -4%~0% at CSI overhead C (large overhead);
· For RU 40%-69%, 3 sources [Apple, ZTE, Qualcomm] observe the performance gain of -1.8%~12.22%
· 3 sources [Apple, ZTE, Qualcomm] observe the performance gain of 3%~12.22% at CSI overhead A (small overhead);
· 2 sources [ZTE, Qualcomm] observe the performance gain of 7.04%~11% at CSI overhead B (medium overhead);
· 3 sources [Apple, ZTE, Qualcomm] observe the performance gain of -1.8%~8.19% at CSI overhead C (large overhead);
· For RU>=70%, 3 sources [Apple, ZTE, Qualcomm] observe the performance gain of -1%~17%
· 3 sources [Apple, ZTE, Qualcomm] observe the performance gain of 3%~17% at CSI overhead A (small overhead);
· 2 sources [ZTE, Qualcomm] observe the performance gain of 6.64%~17% at CSI overhead B (medium overhead);
· 3 sources [Apple, ZTE, Qualcomm] observe the performance gain of -1%~8.40% at CSI overhead C (large overhead);
· Note: 1 source [Apple] observes significant gain or significant loss under Max rank 4 due to specific CQI/RI selection method (e.g., Option 1a/2a) for AI/ML and/or CQI/RI determination method for eType II benchmark.
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix of the current CSI is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· 1-on-1 joint training is assumed.
· The performance metric is mean UPT for Max rank 1, Max rank 2, or Max rank 4.
· Benchmark is Rel-16 Type II codebook.
· Note: Results refer to Table 5.12 of R1-2308342

Table 5.12 Gain of CSI compression over R16 Type II benchmark – Mean UPT, FTP
	
	RU
	CSI overhead
	R1
	R2
	R4

	HW#1
	<=39%
	A
	2%
	6%
	

	
	
	B
	1%
	2%
	

	
	
	C
	1%
	3%
	

	
	40%-69%
	A
	3%
	10%
	

	
	
	B
	2%
	5%
	

	
	
	C
	4%
	6%
	

	
	>=70%
	A
	9%
	15%
	

	
	
	B
	5%
	8%
	

	
	
	C
	6%
	11%
	

	Nokia#1
	<=39%
	A
	1%
	2%
	

	
	
	B
	0.5%
	0.5%
	

	
	
	C
	0.6%
	-0.3%
	

	
	40%-69%
	A
	2.5%
	4.3%
	

	
	
	B
	1.6%
	1.2%
	

	
	
	C
	0.1%
	-0.5%
	

	
	>=70%
	A
	4.5%
	13%
	

	
	
	B
	3.2%
	6.8%
	

	
	
	C
	1.0%
	-0.2%
	

	ZTE#1
	<=39%
	A
	
	
	

	
	
	B
	
	
	

	
	
	C
	
	
	

	
	40%-69%
	A
	
	4.09%
	12.22%

	
	
	B
	
	4.08%
	7.04%

	
	
	C
	
	4.55%
	8.19%

	
	>=70%
	A
	0.38%
	5.30%
	14.89%

	
	
	B
	0.62%
	4.92%
	6.64%

	
	
	C
	0.23%
	6.94%
	8.40%

	Vivo#1
	<=39%
	A
	0.29%
	
	

	
	
	B
	0.20%
	
	

	
	
	C
	0.33%
	
	

	
	40%-69%
	A
	1.09%
	
	

	
	
	B
	0.80%
	
	

	
	
	C
	1.30%
	
	

	
	>=70%
	A
	2.27%
	
	

	
	
	B
	1.66%
	
	

	
	
	C
	2.28%
	
	

	OPPO#1
	<=39%
	A
	
	
	

	
	
	B
	
	
	

	
	
	C
	
	
	

	
	40%-69%
	A
	
	
	

	
	
	B
	
	
	

	
	
	C
	
	
	

	
	>=70%
	A
	3%
	11%
	

	
	
	B
	1%
	3%
	

	
	
	C
	1%
	1%
	

	E///#1
	<=39%
	A
	
	1%
	

	
	
	B
	
	1%
	

	
	
	C
	
	0%
	

	
	40%-69%
	A
	
	3%
	

	
	
	B
	
	4%
	

	
	
	C
	
	1%
	

	
	>=70%
	A
	
	5%
	

	
	
	B
	
	6%
	

	
	
	C
	
	2%
	

	E///#2
	<=39%
	A
	
	0%
	

	
	
	B
	
	
	

	
	
	C
	
	
	

	
	40%-69%
	A
	
	2%
	

	
	
	B
	
	
	

	
	
	C
	
	
	

	
	>=70%
	A
	
	4%
	

	
	
	B
	
	
	

	
	
	C
	
	
	

	E///#3
	<=39%
	A
	
	1%
	

	
	
	B
	
	1%
	

	
	
	C
	
	1%
	

	
	40%-69%
	A
	
	3%
	

	
	
	B
	
	5%
	

	
	
	C
	
	4%
	

	
	>=70%
	A
	
	7%
	

	
	
	B
	
	8%
	

	
	
	C
	
	6%
	

	QC#1
	<=39%
	A
	
	1%
	6%

	
	
	B
	
	1%
	6%

	
	
	C
	
	2%
	0%

	
	40%-69%
	A
	
	4%
	11%

	
	
	B
	
	4%
	11%

	
	
	C
	
	1%
	3%

	
	>=70%
	A
	
	12%
	17%

	
	
	B
	
	8%
	17%

	
	
	C
	
	2%
	6%

	CATT#1/#2
	<=39%
	A
	1.67% 
	10%
	

	
	
	B
	1.7% 
	8.42% 
	

	
	
	C
	2.51% 
	8.04% 
	

	
	40%-69%
	A
	
	
	

	
	
	B
	
	
	

	
	
	C
	
	
	

	
	>=70%
	A
	
	
	

	
	
	B
	
	
	

	
	
	C
	
	
	

	Apple#1
	<=39%
	A
	
	
	2.5%

	
	
	B
	
	
	

	
	
	C
	
	
	-4%

	
	40%-69%
	A
	
	
	3%

	
	
	B
	
	
	

	
	
	C
	
	
	-1.8%

	
	>=70%
	A
	
	
	3%

	
	
	B
	
	
	

	
	
	C
	
	
	-1%

	Apple#2
	<=39%
	A
	
	
	12%

	
	
	B
	
	
	

	
	
	C
	
	
	3.50%

	
	40%-69%
	A
	
	
	28%

	
	
	B
	
	
	

	
	
	C
	
	
	6.10%

	
	>=70%
	A
	
	
	36.15%

	
	
	B
	
	
	

	
	
	
	
	
	8.70%

	Apple#3
	<=39%
	A
	
	
	9.50%

	
	
	B
	
	
	

	
	
	C
	
	
	3.70%

	
	40%-69%
	A
	
	
	13.40%

	
	
	B
	
	
	

	
	
	C
	
	
	5.10%

	
	>=70%
	A
	
	
	18.87%

	
	
	B
	
	
	

	
	
	C
	
	
	5.90%

	Apple#4
	<=39%
	A
	
	
	1.80%

	
	
	B
	
	
	

	
	
	C
	
	
	-4.20%

	
	40%-69%
	A
	
	
	-3.50%

	
	
	B
	
	
	

	
	
	C
	
	
	-9.20%

	
	>=70%
	A
	
	
	-6.50%

	
	
	B
	
	
	

	
	
	C
	
	
	-11.10%

	Futurewei#1
	<=39%
	A
	
	
	

	
	
	B
	
	
	

	
	
	C
	
	
	

	
	40%-69%
	A
	
	
	

	
	
	B
	
	
	

	
	
	C
	
	
	

	
	>=70%
	A
	21.5%
	9.65%
	

	
	
	B
	8.1%
	8.4%
	

	
	
	C
	10.1%
	12.71%
	

	Spreadtrum#1
	<=39%
	A
	
	
	

	
	
	B
	
	
	

	
	
	C
	
	
	

	
	40%-69%
	A
	2.40%
	
	

	
	
	B
	2.34%
	
	

	
	
	C
	2.51%
	
	

	
	>=70%
	A
	6.98%
	
	

	
	
	B
	6.49%
	
	

	
	
	C
	6.97%
	
	

	Intel#1
	<=39%
	A
	0.8%
	3.0%
	

	
	
	B
	0.8%
	2.9%
	

	
	
	C
	0.7%
	4.2%
	

	
	40%-69%
	A
	2.4%
	4.3%
	

	
	
	B
	2.4%
	4.1%
	

	
	
	C
	2.5%
	6.3%
	

	
	>=70%
	A
	3.6%
	6.1%
	

	
	
	B
	3.4%
	4.5%
	

	
	
	C
	3.2%
	6.7%
	

	NTT DOCOMO#1
	<=39%
	A
	
	4.13%
	

	
	
	B
	
	2.36%
	

	
	
	C
	
	1.15%
	

	
	40%-69%
	A
	
	9.02%
	

	
	
	B
	
	4.41%
	

	
	
	C
	
	2.38%
	

	
	>=70%
	A
	
	13.43%
	

	
	
	B
	
	5.43%
	

	
	
	C
	
	2.12%
	

	InterDigital#1
	<=39%
	A
	
	30%
	

	
	
	B
	
	25%
	

	
	
	C
	
	21%
	

	
	40%-69%
	A
	
	23%
	

	
	
	B
	
	21%
	

	
	
	C
	
	8%
	

	
	>=70%
	A
	
	10%
	

	
	
	B
	
	9%
	

	
	
	C
	
	5%
	

	Fujitsu
	<=39%
	A
	1.5%
	7%
	

	
	
	B
	0.7%
	2.50%
	

	
	
	C
	1.2%
	3.1%
	

	
	40%-69%
	A
	3.3%
	18%
	

	
	
	B
	1.4%
	7.2%
	

	
	
	C
	2.7%
	7.9%
	

	
	>=70%
	A
	6.5%
	26.10%
	

	
	
	B
	3.6%
	15.3%
	

	
	
	C
	1.5%
	16%
	

	MediaTek
	<=39%
	A
	0.20%
	2%
	

	
	
	B
	0.20%
	0.3%
	

	
	
	C
	0.10%
	2%
	

	
	40%-69%
	A
	1%
	6%
	

	
	
	B
	0.50%
	1%
	

	
	
	C
	1%
	3%
	

	
	>=70%
	A
	2%
	13%
	

	
	
	B
	1%
	5%
	

	
	
	C
	2.20%
	9%
	

	Summary
	<=39%
	A
	0.29%~2%
	1%~6%
	2.5%~7.4%

	
	
	B
	0.2%~1%
	0.5%~6%
	6%

	
	
	C
	0.33%~1%
	-0.3%~6%
	-4%~0%

	
	40%-69%
	A
	1.09%~3%
	3%~10%
	3%~12.22%

	
	
	B
	0.80%~2%
	1.2%~9%
	7.04~11%

	
	
	C
	0.1%~4%
	-0.5%~9%
	-1.8~8.19%

	
	>=70%
	A
	0.38%~9%
	5%~15%
	3%~17%

	
	
	B
	0.62%~5%
	3%~9%
	6.64~17%

	
	
	C
	0.23%~6%
	-0.2%~12%
	-1%~6.88%




Issue#2-3 5% UPT, FTP traffic
Updated Observation 2.1.3:
For the evaluation of AI/ML based CSI compression, compared to the benchmark, in terms of 5% UPT under FTP, more gains are achieved by Max rank 2 compared with Max rank 1 in general:
· For Max rank 1, in general the performance gain increases with the increase of RU:
· For RU<=39%, 3 sources [Huawei, Nokia, vivo] observe the performance gain of 0.8%~3%
· 3 sources [Huawei, Nokia, vivo] observe the performance gain of 1.72%~3% at CSI overhead A (small overhead);
· 3 sources [Huawei, Nokia, vivo] observe the performance gain of 0.80%~1.2% at CSI overhead B (medium overhead);
· 3 sources [Huawei, Nokia, vivo] observe the performance gain of 1.68%~3% at CSI overhead C (large overhead);
· For RU 40%-69%, 6 sources [Huawei, Nokia, vivo, Spreadtrum, Intel, Fujitsu] observe the performance gain of 0.1%~7%
· 6 sources [Huawei, Nokia, vivo, Spreadtrum, Intel, Fujitsu] observe the performance gain of 2.8%~7% at CSI overhead A (small overhead);
· 3 sources [Huawei, Nokia, vivo] observe the performance gain of 1.22%~2.7% at CSI overhead B (medium overhead);
· 3 sources [Huawei, Nokia, vivo] observe the performance gain of 0.1%~3.25% at CSI overhead C (large overhead);
· For RU>=70%, 8 sources [Huawei, Nokia, ZTE, vivo, OPPO, Spreadtrum, Intel, Fujitsu] observe the performance gain of 0.85%~20.43%
· 8 sources [Huawei, Nokia, ZTE, vivo, OPPO, Spreadtrum, Intel, Fujitsu] observe the performance gain of 4%~20.43% at CSI overhead A (small overhead);
· 7 sources [Huawei, Nokia, ZTE, vivo, OPPO, Spreadtrum, Intel] observe the performance gain of 1%~10.13% at CSI overhead B (medium overhead);
· 8 sources [Huawei, Nokia, ZTE, vivo, OPPO, Spreadtrum, Intel, Fujitsu] observe the performance gain of 0.85%~8% at CSI overhead C (large overhead);
· Note: 4 sources [Spreadtrum, Futurewei, Intel, CATT] observe gain of 0% and 5.6%~5.7% at RU <=39%, 4.2%~5.8% at RU 40%-69%, 23%~50% at RU>=70%, which bias from the majority ranges.
· For Max rank 2, in general the performance gain increases with the increase of RU:
· For RU<=39%, 8 sources [Huawei, Nokia, Ericsson, Qualcomm, Fujitsu, InterDigital, Intel, NTT DOCOMO] observe the performance gain of -2%~5%
· 5 sources [Huawei, Nokia, Ericsson, Qualcomm, NTT DOCOMO] observe the performance gain of 1.1%~5% at CSI overhead A (small overhead);
· 6 sources [Huawei, Nokia, Ericsson, Qualcomm, Intel, NTT DOCOMO] observe the performance gain of -2%~3% at CSI overhead B (medium overhead);
· 7 sources [Huawei, Nokia, Ericsson, Qualcomm, Fujitsu, InterDigital, NTT DOCOMO] observe the performance gain of -0.5%~5% at CSI overhead C (large overhead);
· For RU 40%-69%, 8 sources [Huawei, Nokia, ZTE, Ericsson, Qualcomm, Intel, Fujitsu, NTT DOCOMO] observe the performance gain of -4%~13%
· 6 sources [Huawei, Nokia, ZTE, Ericsson, Qualcomm, Intel] observe the performance gain of 7%~13% at CSI overhead A (small overhead);
· 7 sources [Huawei, Nokia, Ericsson, Qualcomm, Intel, NTT DOCOMO, Fujitsu] observe the performance gain of 0.3%~8% at CSI overhead B (medium overhead);
· 6 sources [Huawei, Nokia, Ericsson, Qualcomm, Fujitsu, NTT DOCOMO] observe the performance gain of -4%~8% at CSI overhead C (large overhead);
· For RU>=70%, 9 sources [Huawei, Nokia, ZTE, Ericsson, Intel, Fujitsu, NTT DOCOMO, Qualcomm, Futurewei] observe the performance gain of -1.3%~24%
· 6 sources [Huawei, Nokia, ZTE, Ericsson, Fujitsu, NTT DOCOMO] observe the performance gain of 10.26%~24% at CSI overhead A (small overhead);
· 6 sources [Huawei, Nokia, ZTE, Ericsson, Qualcomm, NTT DOCOMO] observe the performance gain of 9%~15.02% at CSI overhead B (medium overhead);
· 8 sources [Huawei, Nokia, ZTE, Ericsson, Futurewei, Intel, NTT DOCOMO, Fujitsu] observe the performance gain of -1.3%~13.67% at CSI overhead C (large overhead);
· Note: 7 sources [Intel, NTT DOCOMO, InterDigital, Fujitsu, ZTE, Ericsson, CATT] observe gain of 4.4%~13% at RU<=39%, -8%~-2%, 10%~25.6% at RU 40%-69%, -10%~8.1% at RU>=70%, which bias from the majority ranges.
· For Max rank 4:
· For RU<=39%, 2 sources [Apple, Qualcomm] observe the performance gain of -1.6%~10%
· 2 sources [Apple, Qualcomm] observe the performance gain of 8%~10% at CSI overhead A (small overhead);
· 1 source [Qualcomm] observes the performance gain of 5% at CSI overhead B (medium overhead);
· 2 sources [Apple, Qualcomm] observe the performance gain of -1.6%~1% at CSI overhead C (large overhead);
· For RU 40%-69%, 3 sources [Apple, ZTE, Qualcomm] observe the performance gain of -1.7%~23%
· 3 sources [Apple, ZTE, Qualcomm] observe the performance gain of 5%~17% at CSI overhead A (small overhead);
· 2 sources [ZTE, Qualcomm] observe the performance gain of 6.17%~23% at CSI overhead B (medium overhead);
· 3 sources [Apple, ZTE, Qualcomm] observe the performance gain of -1.7%~9.47% at CSI overhead C (large overhead);
· For RU>=70%, 3 sources [Apple, ZTE, Qualcomm] observe the performance gain of 2%~31%
· 3 sources [Apple, ZTE, Qualcomm] observe the performance gain of 5.8%~31% at CSI overhead A (small overhead);
· 2 sources [ZTE, Qualcomm] observe the performance gain of 10.2%~30% at CSI overhead B (medium overhead);
· 3 sources [Apple, ZTE, Qualcomm] observe the performance gain of 2%~15% at CSI overhead C (large overhead);
· Note: 1 source [Apple] observes significant gain or significant loss under Max rank 4 due to specific CQI/RI selection method (e.g., Option 1a/2a) for AI/ML and/or CQI/RI determination method for eType II benchmark.
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix of the current CSI is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· 1-on-1 joint training is assumed.
· The performance metric is 5% UPT for Max rank 1, Max rank 2, or Max rank 4.
· Benchmark is Rel-16 Type II codebook.
· Note: Results refer to Table 5.13 of R1-2308342

Table 5.13 Gain of CSI compression over R16 Type II benchmark – 5% UPT, FTP
	
	RU
	CSI overhead
	R1
	R2
	R4

	HW#1
	<=39%
	A
	3%
	5%
	

	
	
	B
	1%
	3%
	

	
	
	C
	3%
	5%
	

	
	40%-69%
	A
	7%
	13%
	

	
	
	B
	2%
	4%
	

	
	
	C
	3%
	8%
	

	
	>=70%
	A
	16%
	24%
	

	
	
	B
	7%
	9%
	

	
	
	C
	8%
	12%
	

	Nokia#1
	<=39%
	A
	1.9%
	1.1%
	

	
	
	B
	1.2%
	-2%
	

	
	
	C
	1.7%
	-0.5%
	

	
	40%-69%
	A
	2.8%
	7.2%
	

	
	
	B
	2.7%
	0.3%
	

	
	
	C
	0.1%
	-4%
	

	
	>=70%
	A
	9.5%
	22.5%
	

	
	
	B
	3.6%
	11.4%
	

	
	
	C
	1.7%
	-1.3%
	

	ZTE#1
	<=39%
	A
	
	
	

	
	
	B
	
	
	

	
	
	C
	
	
	

	
	40%-69%
	A
	
	9.72%
	9.25%

	
	
	B
	
	20%
	6.17%

	
	
	C
	
	25.62%
	9.47%

	
	>=70%
	A
	20.43%
	10.26%
	23.27%

	
	
	B
	10.13%
	15.02%
	10.2%

	
	
	C
	0.85%
	13.67%
	6.83%

	Vivo#1
	<=39%
	A
	1.72%
	
	

	
	
	B
	0.80%
	
	

	
	
	C
	1.68%
	
	

	
	40%-69%
	A
	4.13%
	
	

	
	
	B
	1.22%
	
	

	
	
	C
	3.25%
	
	

	
	>=70%
	A
	5.45%
	
	

	
	
	B
	1.68%
	
	

	
	
	C
	4.28%
	
	

	OPPO#1
	<=39%
	A
	
	
	

	
	
	B
	
	
	

	
	
	C
	
	
	

	
	40%-69%
	A
	
	
	

	
	
	B
	
	
	

	
	
	C
	
	
	

	
	>=70%
	A
	4%
	
	

	
	
	B
	1%
	
	

	
	
	C
	1%
	
	

	E///#1
	<=39%
	A
	
	3%
	

	
	
	B
	
	2%
	

	
	
	C
	
	0%
	

	
	40%-69%
	A
	
	7%
	

	
	
	B
	
	5%
	

	
	
	C
	
	3%
	

	
	>=70%
	A
	
	12%
	

	
	
	B
	
	12%
	

	
	
	A
	
	2%
	

	E///#2
	<=39%
	A
	
	2%
	

	
	
	B
	
	
	

	
	
	C
	
	
	

	
	40%-69%
	A
	
	2%
	

	
	
	B
	
	
	

	
	
	C
	
	
	

	
	>=70%
	A
	
	4%
	

	
	
	B
	
	
	

	
	
	A
	
	
	

	E///#3
	<=39%
	A
	
	4%
	

	
	
	B
	
	3%
	

	
	
	C
	
	4%
	

	
	40%-69%
	A
	
	8%
	

	
	
	B
	
	10%
	

	
	
	C
	
	11%
	

	
	>=70%
	A
	
	12%
	

	
	
	B
	
	14%
	

	
	
	C
	
	8%
	

	QC#1
	<=39%
	A
	
	5%
	10%

	
	
	B
	
	3%
	5%

	
	
	C
	
	4%
	1%

	
	40%-69%
	A
	
	7%
	17%

	
	
	B
	
	8%
	23%

	
	
	C
	
	-1%
	5%

	
	>=70%
	A
	
	18%
	31%

	
	
	B
	
	11%
	30%

	
	
	C
	
	10%
	15%

	Apple#1
	<=39%
	A
	
	
	8%

	
	
	B
	
	
	

	
	
	C
	
	
	-1.60%

	
	40%-69%
	A
	
	
	5%

	
	
	B
	
	
	

	
	
	C
	
	
	-1.70%

	
	>=70%
	A
	
	
	5.80%

	
	
	B
	
	
	

	
	
	C
	
	
	2%

	Apple#2
	<=39%
	A
	
	
	14.20%

	
	
	B
	
	
	

	
	
	C
	
	
	11.40%

	
	40%-69%
	A
	
	
	39.90%

	
	
	B
	
	
	

	
	
	C
	
	
	9.90%

	
	>=70%
	A
	
	
	45.60%

	
	
	B
	
	
	

	
	
	C
	
	
	11.70%

	Apple#3
	<=39%
	A
	
	
	12.10%

	
	
	B
	
	
	

	
	
	C
	
	
	7.80%

	
	40%-69%
	A
	
	
	18.80%

	
	
	B
	
	
	

	
	
	C
	
	
	8%

	
	>=70%
	A
	
	
	22.85%

	
	
	B
	
	
	

	
	
	C
	
	
	7.10%

	Apple#4
	<=39%
	A
	
	
	-9%

	
	
	B
	
	
	

	
	
	C
	
	
	-8.10%

	
	40%-69%
	A
	
	
	-11.50%

	
	
	B
	
	
	

	
	
	C
	
	
	-21%

	
	>=70%
	A
	
	
	-15.70%

	
	
	B
	
	
	

	
	
	C
	
	
	-19.30%

	Futurewei#1
	<=39%
	A
	
	
	

	
	
	B
	
	
	

	
	
	C
	
	
	

	
	40%-69%
	A
	
	
	

	
	
	B
	
	
	

	
	
	C
	
	
	

	
	>=70%
	A
	50%
	0%
	

	
	
	B
	24%
	7.69%
	

	
	
	C
	23%
	9.87%
	

	Spreadtrum#1
	<=39%
	A
	
	
	

	
	
	B
	
	
	

	
	
	C
	
	
	

	
	40%-69%
	A
	6.95%
	
	

	
	
	B
	4.41%
	
	

	
	
	C
	4.88%
	
	

	
	>=70%
	A
	15.20%
	
	

	
	
	B
	7.32%
	
	

	
	
	C
	7.30%
	
	

	Intel#1
	<=39%
	A
	3.6%
	7.6%
	

	
	
	B
	3.1%
	2.3%
	

	
	
	C
	0.0%
	5.6%
	

	
	40%-69%
	A
	6.6%
	7.9%
	

	
	
	B
	5.8%
	5.9%
	

	
	
	C
	4.2%
	11.1%
	

	
	>=70%
	A
	5.4%
	2.8%
	

	
	
	B
	8.5%
	8.1%
	

	
	
	C
	2.2%
	5.4%
	

	NTT DOCOMO#1
	<=39%
	A
	
	4.86%
	

	
	
	B
	
	2.90%
	

	
	
	C
	
	1.52%
	

	
	40%-69%
	A
	
	12.93%
	

	
	
	B
	
	5.50%
	

	
	
	C
	
	3.94%
	

	
	>=70%
	A
	
	21.92%
	

	
	
	B
	
	9.24%
	

	
	
	C
	
	2.93%
	

	InterDigital#1
	<=39%
	A
	
	9%
	

	
	
	B
	
	7%
	

	
	
	C
	
	2%
	

	
	40%-69%
	A
	
	5%
	

	
	
	B
	
	-2%
	

	
	
	C
	
	-8%
	

	
	>=70%
	A
	
	-5%
	

	
	
	B
	
	-10%
	

	
	
	C
	
	-10%
	

	Fujitsu
	<=39%
	A
	5.5%
	13%
	

	
	
	B
	2.7%
	4.40%
	

	
	
	C
	0.4%
	6.30%
	

	
	40%-69%
	A
	5%
	23.00%
	

	
	
	B
	-0.1%
	8.00%
	

	
	
	C
	3.5%
	10.70%
	

	
	>=70%
	A
	12.7%
	14.00%
	

	
	
	B
	11.1%
	6.30%
	

	
	
	C
	6.7%
	13.20%
	

	CATT
	<=39%
	A
	4.21% 
	7.44% 
	

	
	
	B
	2.64% 
	9.85% 
	

	
	
	C
	5.68%
	11.66% 
	

	
	40%-69%
	A
	
	
	

	
	
	B
	
	
	

	
	
	C
	
	
	

	
	>=70%
	A
	
	
	

	
	
	B
	
	
	

	
	
	C
	
	
	

	Summary
	<=39%
	A
	1.72%~3%
	1.1%~5%
	8%~10%

	
	
	B
	0.80%~1.2%
	-2%~3%
	5%

	
	
	C
	1.68%~3%
	-0.5%~5%
	-1.6%~1%

	
	40%-69%
	A
	2.8%~7%
	7%~13%
	5%~17%

	
	
	B
	1.22%~2.7%
	0.3%~8%
	6.17%~23%

	
	
	C
	0.1%~3.25%
	-4%~8%
	-1.7%~9.47

	
	>=70%
	A
	4%~20.43%
	10.26%~24%
	5.8%~31%

	
	
	B
	1%~10.13%
	9%~15.02%
	10.2%~30%

	
	
	C
	0.85%~8%
	-1.3%~13.67%
	2%~15%




Issue#2-6 Quantization method-quantization awareness for training
Updated Observation 2.1.6:
For the comparison of quantization methods for CSI compression, quantization non-aware training (Case 1) is in general inferior to the quantization aware training (Case 2-1/2-2), and may lead to lower performance than the benchmark.
· For scalar quantization, compared with benchmark,
· -2.4%~-43.2% degradations are observed for quantization non-aware training (Case 1) from 6 sources [Qualcomm, vivo, Ericsson, Apple, Xiaomi, MediaTek].
· 3.9%~8.64% gains are observed for quantization aware training with fixed/pre-configured quantization method/parameters (Case 2-1) from 5 sources [Qualcomm, vivo, Ericsson, ZTE, Xiaomi], which are 17.3%~83.2% gains over quantization non-aware training (Case 1) from 5 sources [Qualcomm, vivo, Ericsson, Apple, Xiaomi] and 7.56%~11.55% gains over quantization non-aware training (Case 1) from 1 source [MediaTek].
· Note: 0.72% gains are observed for Case 2-1 from 1 source [Qualcomm] due to SQ parameter chosen without matching latent distribution, which achieves 13.9% gains over Case 1.
· 8.91% gains are observed for quantization aware training with jointly updated quantization method/parameters (Case 2-2) from 1 source [Qualcomm], which are 23.1% gains over quantization non-aware training (Case 1) from 1 source [Qualcomm].
· For vector quantization, compared with benchmark,
· -2%~-10% degradations are observed for quantization non-aware training (Case 1) from 1 source [Huawei].
· 5.64%~7.55% gains are observed for quantization aware training with fixed/pre-configured quantization method/parameters (Case 2-1) from 3 sources [Qualcomm, vivo, Apple], which are 3%~21.6% gains over quantization non-aware training (Case 1) from 3 sources [Qualcomm, vivo, Apple].
· 4.6%~13.01% gains are observed for quantization aware training with jointly updated quantization method/parameters (Case 2-2) from 7 sources [Qualcomm, vivo, ZTE, Xiaomi, Huawei, Apple, Fujitsu], which are 10.7%~30% gains over quantization non-aware training (Case 1) from 4 sources [Qualcomm, vivo, Huawei, Xiaomi] and 3.66%~9.8% gains over quantization non-aware training (Case 1) from 2 sources [Fujitsu, Apple].
· In general, Case 2-2 outperforms Case 2-1 with 0.46%~5.1% gains, as observed by 6 sources [Qualcomm, vivo, ZTE, Xiaomi, Apple, MTK].
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· 1-on-1 joint training is assumed.
· The performance metric is SGCS for Layer 1.
· Benchmark is Rel-16 Type II codebook.
· Note: Results refer to Table 5.14 of R1-2308342

Table 5.14 Quantization method of CSI compression – quantization awareness for training
	
	
	
	Case 1
	Case 2-1
	Case 2-2

	QC#1~QC#7
	SQ
	X
	
	
	

	
	
	Y
	0.648 (-11.56%)
	config#1: 0.796 (8.64%)
22.8% gain over Case 1
config#2: 0.738 (0.72%)
13.9% gain over Case 1
	0.798(8.91%) 
23.1%  gain over Case 1

	
	
	Z
	
	
	

	
	VQ
	X
	
	
	

	
	
	Y
	
	0.788 (7.55%)
21.6% gain over Case 1
	VQ-dim2: 0.823 (12.32%)
27% gain over Case 1
4.4% gain over Case 2-1

VQ-dim4: 0.828 (13.01%)
27.8% gain over Case 1
5.1% gain over Case 2-1

	
	
	Z
	
	
	

	HW#1/#5
	SQ
	X
	
	
	

	
	
	Y
	
	
	

	
	
	Z
	
	
	

	
	VQ
	X
	0.69 (-2%)
	
	0.767 (8.8%)
11.1% gain over Case 1

	
	
	Y
	0.738 (-10%)
	
	0.861 (4.5%)
16.7% gain over Case 1

	
	
	Z
	0.829 (-4%)
	
	0.918 (6.5%)
10.7% gain over Case 1

	vivo#1~#5
	SQ
	X
	
	
	

	
	
	Y
	0.735 (-5.9%)
	0.862 (6.7%)
17.3% gain over Case 1
	

	
	
	Z
	
	
	

	
	VQ
	X
	
	
	

	
	
	Y
	
	0.855 (6.0%)
16.3% gain over Case 1
	VQ-config#1: 0.871 (7.6%)
18.5% gain over Case 1
1.9% gain over Case 2-1

VQ-config#2: 0.866 (7.1%)
17.8% gain over Case 1
1.3% gain over Case 2-1

	
	
	Z
	
	
	

	ZTE#1/#5
	SQ
	X
	
	L1: 0.7283(6.01%)
L2: 0.5935(7.17%)
	

	
	
	Y
	
	L1: 0.8118(5.37%)
L2: 0.6994(7.14%)
	

	
	
	Z
	
	L1: 0.9040(5.47%)
L2: 0.8380(8.42%)
	

	
	VQ
	X
	
	
	L1: 0.7191(4.67%)
L2: 0.5866(5.92%)

	
	
	Y
	
	
	L1: 0.8015(4.04%)
L2: 0.6913(5.90%)
1% gain over Case 2-1-VQ

	
	
	Z
	
	
	L1: 0.9123(6.44%)
L2: 0.8498(9.95%)

	Xiaomi#1/#2
	SQ
	X
	
	
	

	
	
	Y
	0.6272(-19.60%)

	0.8123(4.13%)
30% gain over Case 1
	

	
	
	Z
	
	
	

	
	VQ
	X
	
	
	

	
	
	Y
	
	
	0.8160(4.60%)
30% gain over Case 1
0.46% gain over Case 2-1-SQ


	
	
	Z
	
	
	

	E///#1/#2
	SQ
	X
	0.410 (-43.2%)
	0.751(3.9%)
83.2% gain over Case 1
	

	
	
	Y
	
	
	

	
	
	Z
	
	
	

	
	VQ
	X
	
	
	

	
	
	Y
	
	
	

	
	
	Z
	
	
	

	Nokia
	SQ
	X
	
	
	

	
	
	Y
	
	
	

	
	
	Z
	
	
	

	
	VQ
	X
	
	
	1.2% (52 bits)

	
	
	Y
	
	
	2.9% (104 bits)

	
	
	Z
	
	
	1.5% (256 bits)

	Fujitsu
	SQ
	X
	0.6716(0.6%)
	
	

	
	
	Y
	0.7051(-7%)
	
	

	
	
	Z
	0.8244(-1.9%)
	
	

	
	VQ
	X
	
	
	0.6989(4.7%)
4.06% gain over Case 1


	
	
	Y
	
	
	0.7743(2%)
9.8% gain over Case 1


	
	
	Z
	
	
	0.8738(4%)
6% gain over Case 1


	Apple
	SQ
	X
	0.513 (-26%)

	0.722(4.49%)
26% gain over Case 1
	N/A


	
	
	Y
	
	
	

	
	
	Z
	
	
	

	
	VQ
	X
	0.709 (2.6%)
(VQ codebook is searched separately using traditional methods, based on latent space distribution, after encoder/decoder is trained without quantization) 

	0.73(5.64%)
3% gain over Case 1
	0.735 (6.37%)
3.66% gain over Case 1;
0.7% gain over Case 2-1

	
	
	Y
	
	
	

	
	
	Z
	
	
	

	MediaTek
	SQ
	X
	0.695 (+2.2%)
	0.724(+6.5%)

	0.731(+7.5%)
1% gain over Case 2-1-SQ;

	
	
	Y
	0.722(-2.4%)
	0.778 (+5.1%)
7.56% gain over Case 1;
	0.792(+7.0%)
9.7% gain over Case 1;
1.8% gain over Case 2-1-SQ;

	
	
	Z
	0.753(-4.7%)
	0.840 (+6.3%)
11.55% gain over Case 1;
	0.850 (+7.6%)
12.89% gain over Case 1;
1.2% gain over Case 2-1-SQ;

	
	VQ
	X
	
	
	

	
	
	Y
	
	
	

	
	
	Z
	
	
	

	Summary;
gain over benchmark, gain over Case 1

	SQ
	X/Y/Z
	-2.4%~-43.2%
(QC, vivo, E///, Apple, Xiaomi, MTK)
	3.9%~8.64% (QC, vivo, ZTE, Xiaomi, E///),
Signf:17.3%~83.2%
(QC, vivo, E///, Apple, Xiaomi)
Modrt: 7.56%~11.55% (MTK)
	8.91%, 
23.1% (QC)

1%~1.8% gain over Case 2-1(MTK)

	
	VQ
	X/Y/Z
	
-2%~-10%,
(HW)

2.6% (Apple)
	
5.64%~7.55% (QC, vivo, Apple),
3%~21.6% (QC, vivo, Apple)
	4.60%~13.01% (QC, vivo, HW, ZTE, Xiaomi, Apple, Fujitsu),
Signf:10.7%~30% (QC, vivo, HW, Xiaomi), Modrt: 3.66%~9.8% (Fujitsu, Apple),
0.46%~5.1% gain over Case 2-1(QC, vivo, Apple, ZTE, Xiaomi)



Issue#2-7 Quantization method-quantization format for training
Updated Observation 2.1.7:
For the comparison of quantization methods for CSI compression, in general vector quantization (VQ) has comparable performance with scalar quantization (SQ):
· For SQ and VQ under the same training case, it is 
· observed by 3 sources [vivo, MediaTek, Qualcomm] that VQ under Case 2-1 has -1%~-4.5% degradation over SQ under Case 2-1, 
· observed by 1 source [Apple] that VQ under Case 2-1 has 1.1% gain over SQ under Case 2-1, and 
· observed by 3 sources [Qualcomm, Apple, Lenovo] that VQ under Case 2-2 has 0.7%~3.8% gain over SQ under Case 2-2.
· Note: VQ under Case 2-1 has 8% gains over SQ under Case 2-1 as observed from 1 source [Qualcomm] due to SQ parameter chosen without matching latent distribution.
· For SQ and VQ across training cases, it is 
· observed by 6 sources [vivo, Qualcomm, Apple, ZTE, Xiaomi, OPPO] that VQ under Case 2-2 has 0.46%~4% gain over SQ under Case 2-1, and 
· observed by 1 source [ZTE] that VQ under Case 2-2 has -1.3% degradation over SQ under Case 2-1.
· observed by 1 source [MediaTek] that VQ under Case 2-1 has -2.9%~-6.4% degradation over SQ under Case 2-2.
· Note: in general, more companies [vivo, Qualcomm, Apple, Lenovo, ZTE, Xiaomi] observing gain of VQ over SQ than companies observing loss [vivo, ZTE, MediaTek, Qualcomm].
· Note: it is observed by 1 source [Lenovo] that combined SQ and VQ under Case 2-2 has minor gain of 0.2% over VQ only under Case 2-2.
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· 1-on-1 joint training is assumed.
· The performance metric is SGCS for Layer 1.
· Benchmark is Rel-16 Type II codebook.
· Note: Results refer to Table 5.15 of R1-2308342

Table 5.15 Quantization method of CSI compression – quantization format
	
	
	
	Case 2-1
	Case 2-2

	QC#1~QC#7
	SQ
	X
	
	

	
	
	Y
	config#1: 0.796 (8.64%)

config#2: 0.738 (0.72%)
13.9% gain over Case 1
	0.798 (8.91%) 

	
	
	Z
	
	

	
	VQ
	X
	
	

	
	
	Y
	0.788 (7.55%)
-1%  over Case 2-1-SQ
	VQ-dim2: 0.823 (12.32%)
3.4% gain over Case 2-1-SQ
3.1% gain over Case 2-2-SQ

VQ-dim4: 0.828 (13.01%)
4% gain over Case 2-1-SQ
3.8%  gain over Case 2-2-SQ


	
	
	Z
	
	

	vivo#1~#5
	SQ
	X
	
	

	
	
	Y
	0.862 (6.7%)

	

	
	
	Z
	
	

	
	VQ
	X
	
	

	
	
	Y
	0.855 (6.0%)
-0.8% gain over Case 2-1-SQ
	VQ-config#1: 0.871 (7.6%)
1% gain over Case 2-1-SQ

VQ-config#2: 0.866 (7.1%)
0.5% gain over Case 2-1-SQ

	
	
	Z
	
	

	ZTE#1/#5
	SQ
	X
	L1: 0.7283(6.01%)
L2: 0.5935(7.17%)
	

	
	
	Y
	L1: 0.8118(5.37%)
L2: 0.6994(7.14%)
	

	
	
	Z
	L1: 0.9040(5.47%)
L2: 0.8380(8.42%)
	

	
	VQ
	X
	
	L1: 0.7191(4.67%)
-1.3% gain over Case 2-1-SQ
L2: 0.5866(5.92%)

	
	
	Y
	
	L1: 0.8015(4.04%)
-1.3% gain over Case 2-1-SQ
L2: 0.6913(5.90%)

	
	
	Z
	
	L1: 0.9123(6.44%)
1% gain over Case 2-1-SQ
L2: 0.8498(9.95%)

	Xiaomi#1/#2
	SQ
	X
	
	

	
	
	Y
	0.8123(4.13%)
	

	
	
	Z
	
	

	
	VQ
	X
	
	

	
	
	Y
	
	0.8160(4.60%)
0.46% gain over Case 2-1-SQ

	
	
	Z
	
	

	Nokia
	SQ
	X
	
	

	
	
	Y
	
	

	
	
	Z
	
	

	
	VQ
	X
	
	1.2% (52 bits)

	
	
	Y
	
	2.9% (104 bits)

	
	
	Z
	
	1.5% (256 bits)

	Lenovo#1/#2
	SQ
	X
	
	

	
	
	Y
	
	

	
	
	Z
	
	0.844

	
	VQ
	X
	
	

	
	
	Y
	
	

	
	
	Z
	
	0.882
0.8% gain over Case 2-2-SQ

	Apple
	SQ
	X
	0.722 (2.6%)
	

	
	
	Y
	
	

	
	
	Z
	
	

	
	VQ
	X
	0.73 (5.64%)
1.1% gain over Case 2-1-SQ

	0.735 (6.37%)
1.8% gain over Case 2-1-SQ
0.7% gain over Case 2-2-SQ

	
	
	Y
	
	

	
	
	Z
	
	

	OPPO
	SQ
	X
	0.772(8.73%)
	

	
	
	Y
	0.822(4.05%)
	

	
	
	Z
	0.903(3.79%)
	

	
	VQ
	X
	
	0.751(5.77%)
-2.7% gain over Case 2-1-SQ

	
	
	Y
	
	0.828(4.81%)
0.7% gain over Case 2-1-SQ

	
	
	Z
	
	0.892(2.53%)
-1.2% gain over Case 2-1-SQ

	MediaTek
	SQ
	X
	0.724(+6.5%)
	0.731(+7.5%)


	
	
	Y
	0.778 (+5.1%)
	0.792(+7.0%)


	
	
	Z
	0.840 (+6.3%)
	0.850 (+7.6%)


	
	VQ
	X
	0.710 (+4.4%)
-1.9% gain over Case 2-1-SQ
-2.9% gain over Case 2-2-SQ
	

	
	
	Y
	0.743 (+0.4%)
-4.5% gain over Case 2-1-SQ
-6.2% gain over Case 2-2-SQ
	

	
	
	Z
	0.804(+1.7%)
-4.3% gain over Case 2-1-SQ
-5.4% gain over Case 2-2-SQ
	

	Summary
	X/Y/Z
	Case 2-1-VQ has -1% ~-4.5% loss over Case 2-1-SQ [vivo, MediaTek , QC],

1.1% gain over Case 2-1-SQ [Apple]
	Case 2-2-VQ has 0.46% ~4% gain over Case 2-1-SQ [QC, vivo, ZTE, Xiaomi Apple, OPPO]
Case 2-2-VQ has 0.7% ~3.8% gain over Case 2-2-SQ [Lenovo, QC, Apple]

Case 2-2-VQ has -1.2%~-2.7% loss over Case 2-1-SQ [ZTE, OPPO]

Case 2-1-VQ has -2.9%~-6.4% loss over Case 2-2-SQ [MediaTek]



Issue#2-13 NW first training Case 1 (1 NW to 1 UE)
Updated Observation 2.1.13:
For the evaluation of NW first separate training with dataset sharing manner for CSI compression, for the pairing of 1 NW to 1 UE (Case 1), as compared to 1-on-1 joint training between the NW part model and the UE part model,
· For the NW first separate training case where the same backbone is adopted for both the NW part model and the UE part model, minor degradation is observed for both the cases where the shared output of the Network side CSI generation part is before or after quantization:
· For the case where the shared output of the Network side CSI generation part is after quantization, 9 sources [Ericsson, Nokia, ZTE, Fujitsu, Samsung, vivo, OPPO, IIT Madras, Xiaomi] observe -0%~-0.5% degradation, 10 sources [Nokia, Qualcomm, ZTE, CATT, vivo, OPPO, Spreadtrum, IIT Madras, NTT DOCOMO, Xiaomi] observe -0.5%~-1% degradation, and 2 sources [Nokia, ZTE] observe -1%~-1.3% degradation.
· For the case where the shared output of the Network side CSI generation part is before quantization, 6 sources [Huawei, Apple, CMCC, Intel, IIT Madras, NTT DOCOMO] observe -0%~-0.8% degradation, and 1 source [Intel] observes -1%~-1.5% degradation.
· Note: the dataset sharing behavior from above sources follows the example of the agreement in the RAN1#111 meeting, where “the set of information includes the input and output of the Network side CSI generation part, or includes the output of the Network side CSI generation part only”.
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· The performance metric is SGCS for Layer 1/2.
· Same size of training dataset for benchmark, NW part training and the UE part training
· Same pair of NW part model and UE part model between 1-on-1 joint training and NW first separate training.
· Quantization/dequantization method/parameters between NW side and UE side are aligned.
· Note: Results refer to Table 5.16 of R1-2308342

Table 5.16 NW first training for CSI compression -1 NW to 1 UE (Case 1)
	
	CSI payload
	Benchmark
(#A~D: NW part;
#1~4: UE part)

	Same backbone
	Diff backbone;
Cap_UE model < Cap_NW model
	Diff backbone or largely diff structure;
Cap_UE model > Cap_NW model

	HW#1/2/3
(Before Q)
	Descrip
	TF#A-TF#1;
	TF#A-TF#1
	
	

	
	X
	0.767
	-0.3%
	
	

	
	Y
	0.861
	-0.1%
	
	

	
	Z
	0.918
	0%;
	
	

	
	Descrip
	CNN#A-CNN#1
	CNN#A-CNN#1
	
	

	
	X
	0.726
	-0.3%
	
	

	
	Y
	0.787
	-0.5%
	
	

	
	Z
	0.859
	-0.3%
	
	

	
	Descrip
	TF#A-CNN#1
	
	TF#A-CNN#1
	

	
	X
	0.741
	
	-0.1%
	

	
	Y
	0.833
	
	0%
	

	
	Z
	0.889
	
	-0.1%
	

	E#1
(After Q)
	Descrip
	CNN#A-CNN#1
	CNN#A-CNN#1
	
	

	
	X
	L1: 0.751
L2: 0.610
	L1: -0.3%
L2: -0.2%
	
	

	
	Y
	
	
	
	

	
	Z
	
	
	
	

	Nokia#3/4-Method 2
(After Q) 

	Descrip
	TF#A-TF#1/ TF#B-TF#2
	TF#A-TF#1
	
	

	
	X
	
	
	
	

	
	Y
	0.774/ 0.791
	0%/ -1.3%

	
	

	
	Z
	
	
	
	

	QC#1
(After Q)
	Descrip
	TF#A-TF#1
	TF#A-TF#1
	
	

	
	X
	
	
	
	

	
	Y
	0.8062
	-0.7%
	
	

	
	Z
	
	
	
	

	
	Descrip
	CNN#A-TF#1
	
	
	CNN#A-TF#1

	
	X
	
	
	
	

	
	Y
	0.7881
	
	
	-2.1 %

	
	Z
	
	
	
	

	Apple#1
(Before Q)
	Descrip
	TF#A-TF#1/3/4 (similar size)
	TF#A-TF#1/3/4 (similar size)
	
	

	
	X
	0.725235/ 0.732045/ NA
	-0.1%/-0.4%/-0.3%
	
	

	
	Y
	
	
	
	

	
	Z
	
	
	
	

	
	Descrip
	TF#A (2.5M size)-TF#2 (550k size)
	TF#A (2.5M size)-TF#2 (550k size)
	
	

	
	X
	0.739792
	-0.8%
	
	

	
	Y
	
	
	
	

	
	Z
	
	
	
	

	ZTE#1/2/ 3
(after Q)
	Descrip
	TF#A-TF#1
	TF#A-TF#1
	
	

	
	X
	L1: 0.7191 
L2: 0.5866
	L1: 0.00%
L2: -0.05%
	
	

	
	Y
	L1: 0.8015
L2: 0.6913 
	L1: -1%
L2: -1.22%
	
	

	
	Z
	L1: 0.9244 
L2: 0.8691
	L1: -0.02%
L2: -0.07%
	
	

	
	Descrip
	TF#A-CNN#1
	
	TF#A-CNN#1
	

	
	X
	L1: 0.7098
L2: 0.5733 
	
	L1: -0.03%
L2: -0.09%
	

	
	Y
	L1: 0.7901
L2: 0.6829
	
	L1: -0.13%
L2: -0.94%
	

	
	Z
	L1: 0.9063 
L2: 0.8458 
	
	L1: -0.06%
L2: -0.15%
	

	
	Descrip
	CNN#A-TF#1
	
	
	CNN#A-TF#1

	
	X
	L1: 0.7097 
L2: 0.5731 
	
	
	L1: -0.08%
L2: -0.26%

	
	Y
	L1: 0.7891 
L2: 0.6745 
	
	
	L1: -0.19%
L2: -0.64%

	
	Z
	L1: 0.9007 L2: 0.8401 
	
	
	L1: -0.12%
L2: -0.20%

	Fujitsu#1
(After Q)
	Descrip
	TF#A-TF#1
	TF#A-TF#1
	
	

	
	X
	0.7559
	-0.33%
	
	

	
	Y
	0.8282
	-0.2%
	
	

	
	Z
	0.9354
	-0.12%
	
	

	
	Descrip
	TF#A-CNN#1
	
	TF#A-CNN#1
	

	
	X
	0.7255
	
	-1.46%
	

	
	Y
	0.8076
	
	-5.1%
	

	
	Z
	0.9251
	
	-3.56%
	

	CMCC#1/3/5
(Before Q)
	Descrip
	TF#A-TF#1
	TF#A-TF#1
	
	

	
	X
	
	
	
	

	
	Y
	0.916
	-0.22%
	
	

	
	Z
	
	
	
	

	
	Descrip
	TF#A-EVCsiNet#1
	
	TF#A- EVCsiNet#1
	

	
	X
	
	
	
	

	
	Y
	0.8972
	
	-2.03%
	

	
	Z
	
	
	
	

	
	Descrip
	TF#A-MLP#1
	
	TF#A- MLP#1
	

	
	X
	
	
	
	

	
	Y
	0.9098
	
	-0.09%
	

	
	Z
	
	
	
	

	CATT#1
(After Q)
	Descrip
	TF#A-TF#1/TF#2
	TF#A-TF#1/TF#2
	
	

	
	X
	0.6387/ 0.6245
	-0.52%/ -0.59%
	
	

	
	Y
	0.6995/ 0.6965
	-0.63%/ -0.63%
	
	

	
	Z
	0.7719/ 0.7605
	-0.71%/ -0.79%
	
	

	
	Descrip
	TF#A-CNN#1
	
	TF#A-CNN#1
	

	
	X
	0.5419
	
	-0.92%
	

	
	Y
	0.5894
	
	-0.98%
	

	
	Z
	0.6490
	
	-1.02%
	

	MTK#1~ 3
(After Q)
	Descrip
	CNN#A-CNN#1/2;
CNN#B-CNN#1/2;
TF#A-TF#1/2;
	CNN#A-CNN#1/2;
CNN#B-CNN#1/2;
TF#A-TF#1/2;
	
	

	
	X
	
	
	
	

	
	Y
	
	
	
	

	
	Z
	1D-1E/2E:
0.73/ 0.73/; 

2D-1E/2E: 
0.72/0.73;

3D-3E/4E:
0.81/0.70
	+1.4%/ +1.4%;
+4.2%/ +4.1%;
+1.23%/ -8.6%
	
	

	
	Descrip
	CNN#A-TF#1/2;
CNN#B-TF#1/2
	
	
	CNN#A-TF#1/2;
CNN#B-TF#1/2

	
	X
	
	
	
	

	
	Y
	
	
	
	

	
	Z
	1D-3E/4E:
0.71/0.73;

2D-3E/4E:
0.71/0.74
	
	
	+4.2%/ +2.7%;
+5.6%/ +2.7%

	
	Descrip
	TF#A-CNN#1/2;
	
	TF#A-CNN#1/2;
	

	
	X
	
	
	
	

	
	Y
	
	
	
	

	
	Z
	3D-1E/2E:
0.70/0.68
	
	-20.0%/ -17.6%
	

	vivo#1
(After Q)
	Descrip
	TF#A-TF#1/2
	TF#A-TF#1/2
	
	

	
	X
	0.75/0.742
	-0.6%/ -0.1%
	
	

	
	Y
	
	
	
	

	
	Z
	
	
	
	

	
	Descrip
	TF#A-CNN#1
	
	TF#A-CNN#1
	

	
	X
	0.726
	
	-2.8%
	

	
	Y
	
	
	
	

	
	Z
	
	
	
	

	SS#1
(After Q)
	Descrip
	TF#A-TF#1/TF#2;

CNN#A-CNN#1
	
	TF#A-CNN#1
	

	
	X
	
	
	
	

	
	Y
	
	
	
	

	
	Z
	
	+0.3%/-0.4%;
-0.09%
	-17.5%
	

	SS#1
(After Q)
	Descrip
	CNN#A-TF#1
	
	
	CNN#A-TF#1

	
	X
	
	
	
	

	
	Y
	
	
	
	

	
	Z
	
	
	
	+4.2%

	OPPO#1#2
(After Q)
	Descrip
	TF#A-TF#1
	TF#A-TF#1
	
	

	
	X
	0.787
	-0.89%
	
	

	
	Y
	
	
	
	

	
	Z
	
	
	
	

	
	Descrip
	CNN#A- CNN #1
	CNN#A- CNN#1
	
	

	
	X
	0.719
	-0.28%
	
	

	
	Y
	
	
	
	

	
	Z
	
	
	
	

	Spreadtrum#1 (After Q)
	Descrip
	TF#A-TF#1
	TF#A-TF#1
	
	

	
	X
	0.796
	-0.9%
	
	

	
	Y
	0.849
	-0.8%
	
	

	
	Z
	0.893
	-0.8%
	
	

	IIT Madras#1 (Before Q)
	Descrip
	ResNet#A-FCN#1
	ResNet#A-FCN#1
	
	

	
	X
	0.969 
	-0.77%
	
	

	
	Y
	0.979 
	-0.16%
	
	

	
	Z
	0.9833
	-0.14%
	
	

	IIT Madras#2 (After Q)
	Descrip
	ResNet#A-FCN#1
	ResNet#A-FCN#1
	
	

	
	X
	0.9202
	-0.58%
	
	

	
	Y
	0.9469
	-0.65%
	
	

	
	Z
	0.9647
	-0.34%
	
	

	Intel#1 (Before Q)
	Descrip
	TF#A-TF#1/
TF#A-TF#2/ TF#B-TF#1/ TF#B-TF#2/
	TF#A-TF#1/
TF#A-TF#2/ TF#B-TF#1/ TF#B-TF#2/
	
	

	
	X
	0.676 / 0.694/
0.663 / 0.663
	-0.5%/-1.4%/
-0.5%/-0.7%
	
	

	
	Y
	0.768 / 0.760/
0.663 / 0.663
	-0.4%/-1.5%/
-0.4%/ -1.2%
	
	

	
	Z
	0.750 / 0.764/
0.855 / 0.843
	-0.8%/-1%/
-0.7%/ -1%
	
	

	NTT DOCOMO#1 (Before Q)
	Descrip
	TF#A-TF#1
	
	
	

	
	X
	0.7274
	-0.77%
	
	

	
	Y
	
	
	
	

	
	Z
	
	
	
	

	Xiaomi#1(After Q)
	Descrip
	TF#A-TF#1/2;

TF#B-TF#1/2;

CNN#A-CNN#1
	TF#A-TF#1/2;

TF#B-TF#1/2;

CNN#A-CNN#1
	
	

	
	X
	
	
	
	

	
	Y
	0.8118/
0.8093;

0.81/0.8085

0.7135
	-0.55%/ 
-0.52%;

-0.62%/
-0.64%;

-0.43%
	
	

	
	Z
	
	
	
	

	
	Descrip
	TF#A/B-CNN#1
	
	TF#A-CNN#1
	

	
	X
	
	
	
	

	
	Y
	0.7421/
0.7485;
	
	-0.54%/
-0.54%
	

	
	Z
	
	
	
	

	
	Descrip
	CNN#A-TF#1/2
	
	
	CNN#A-TF#1

	
	X
	
	
	
	

	
	Y
	0.7489/
0.7467
	
	
	-0.44%/
-0.36%

	
	Z
	
	
	
	

	Summary
(After Q)
	Minor
	
	-0%~-0.5%
E///, Nokia, ZTE，Fujitsu, vivo, SS, OPPO, IIT Madras, Xiaomi 
	-0%~-0.54%
ZTE, Xiaomi
	ZTE

	
	
	
	-0.5%~-1%
Nokia, QC, ZTE, vivo, CATT,  OPPO, Spreadtrum, IIT Madras, NTT DOCOMO, Xiaomi
	-0.64%~-1.02%
ZTE, CATT
	-0.64%~-1.02%
ZTE, 

	
	
	
	-1%~-1.3%
Nokia, ZTE,
	
	

	
	Modrt
	
	
	-1.46%~-5.1%
Vivo, Fujitsu
	-1.46%~-5.1%
QC,

	Summary
(Before Q)
	Minor
	
	-0%~-0.8%
HW, Apple, CMCC, Intel, IIT Madras, NTT DOCOMO
	-0%~-0.1%
HW, CMCC
	

	
	
	
	-1%~-1.5%:
Intel, 
	
	

	
	Modrt
	
	
	-2.03%
CMCC
	



Issue#2-14 UE first training Case 1 (1 NW to 1 UE)
Updated Observation 2.1.14:
For the evaluation of UE first separate training with dataset sharing manner for CSI compression, for the pairing of 1 NW to 1 UE (Case 1), as compared to 1-on-1 joint training between the NW part model and the UE part model,
· For the UE first separate training case where the same backbone is adopted for both the UE part model and the NW part model, minor degradation is observed in general for both the cases where the shared input of the UE side CSI reconstruction part is before or after quantization:
· For the case where the shared input of the UE side CSI reconstruction part is after quantization, 9 sources [Nokia, Fujitsu, CATT, vivo, Qualcomm, OPPO, IIT Madras, Intel, Xiaomi] observe -0%~-0.42% degradation, 2 sources [vivo, Xiaomi] observe -0.7%~-0.9% degradation, and 3 sources [ZTE, Spreadtrum, Ericsson] observes -1.05%~-1.8% degradation.
· For the case where the shared output of the UE side CSI reconstruction part is before quantization, 3 sources [Huawei, IIT Madras, CMCC] observes -0%~-0.8% degradation, and 2 sources [Apple,CEWiT] observes -1.3%~-2.9% degradation.
· Note: the dataset sharing behavior from above sources follows the example of the agreement in the RAN1#111 meeting, where “the set of information includes the input and label of the UE side CSI reconstruction part, or includes the input of the UE side CSI reconstruction part only”.
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· The performance metric is SGCS for Layer 1/2.
· Same size of training dataset for benchmark, NW part training and the UE part training
· Same pair of NW part model and UE part model between 1-on-1 joint training and UE first separate training.
· Quantization/dequantization method/parameters between NW side and UE side are aligned.
· Note: Results refer to Table 5.17 of R1-2308342

Table 5.17 UE first training for CSI compression-1 NW to 1 UE (Case 1)
	
	CSI payload
	Benchmark
(#A~D: NW part;
#1~4: UE part)

	Same backbone
	Diff backbone;
Cap_UE model > Cap_NW model
	Diff backbone or largely diff structure;
Cap_UE model < Cap_NW model

	HW#1/2/3
(Before Q)
	Descrip
	TF#A-TF#1
	TF#A-TF#1
	
	

	
	X
	0.767
	0%
	
	

	
	Y
	0.861
	0%
	
	

	
	Z
	0.918
	0%
	
	

	
	Descrip
	CNN#A -CNN#1
	CNN#A -CNN#1
	
	

	
	X
	0.726
	-0.8%
	
	

	
	Y
	0.787
	-0.6%
	
	

	
	Z
	0.859
	-0.6%
	
	

	Nokia#3/4-Method 2
(After Q)
	Descrip
	TF#A-TF#1/
TF#B-TF#2
	TF#A-TF#1/
TF#B-TF#2
	
	

	
	X
	
	
	
	

	
	Y
	0.774/0.791
	+1.7%/-0.2%
	
	

	
	Z
	
	
	
	

	QC#1
(After Q)
	Descrip
	TF#A-TF#1;

CNN#A-CNN#1
	TF#A-TF#1
	
	

	
	X
	
	
	
	

	
	Y
	L1: 0.8062 
L2: 0.6781
L3: 0.5794
L4: 0.4993;

0.7803
	L1: +0.2%;
L2: -0.04%;
L3: +0.03%;
L4:+0.2%;

L1: -0.2%
	
	

	
	Z
	
	
	
	

	
	Descrip
	TF#A-CNN#1
	
	
	TF#A-CNN#1

	
	X
	
	
	
	

	
	Y
	0.7854
	
	
	+0.6%

	
	Z
	
	
	
	

	
	Descrip
	CNN#A-TF#1
	
	CNN#A-TF#1
	

	
	X
	
	
	
	

	
	Y
	0.7881
	
	-0.3%
	

	
	Z
	
	
	
	

	Apple#1
(Before Q)
	Descrip
	TF#A/B/C /D-TF#1 
	TF#A/B/C /D-TF#1
	
	

	
	X
	
	-1.8%/ -2.3%/ -2.6%/ -2.9%
	
	

	
	Y
	
	
	
	

	
	Z
	
	
	
	

	ZTE#1/2/ 3
(after Q)
	Descrip
	TF#A-TF#1
	TF#A-TF#1
	
	

	
	X
	
	L1: -1.13%
L2: -1.55%
	
	

	
	Y
	
	L1: -1.07%
L2: -1.52%
	
	

	
	Z
	
	L1: -1.05%
L2: -1.75%
	
	

	
	Descrip
	CNN#A-TF#1
	
	CNN#A-TF#1
	

	
	X
	
	
	L1: -0.99%
L2: -1.06%
	

	
	Y
	
	
	L1: -0.98%
L2: -1.88%
	

	
	Z
	
	
	L1: -0.74%
L2: -0.92%
	

	
	Descrip
	TF#A-CNN#1
	
	
	TF#A-CNN#1

	
	X
	
	
	
	L1: -0.85%
L2: -0.73%

	
	Y
	
	
	
	L1: -0.84%
L2: -1.74%

	
	Z
	
	
	
	L1: -0.67%
L2: -0.78%

	Fujitsu#1
(After Q)
	Descrip
	TF#A-TF#1
	TF#A-TF#1
	
	

	
	X
	0.7559
	-0.03%
	
	

	
	Y
	0.8282
	-0.31%
	
	

	
	Z
	0.9354
	-0.14%
	
	

	
	Descrip
	CNN#A-TF#1
	
	CNN #A-TF#1
	

	
	X
	0.6935
	
	+2.65%
	

	
	Y
	0.7712
	
	+1.46%
	

	
	Z
	0.8954
	
	+0.1%
	

	CATT#1
(After Q)
	Descrip
	TF#A/B-TF#1
	TF#A/B-TF#1
	
	

	
	X
	0.6387/ 0.6293
	-0.14%/ 
-0.21%
	
	

	
	Y
	0.6995/ 0.6973
	-0.23%/ 
-0.27%
	
	

	
	Z
	0.7719/ 0.7712
	-0.14%/
-0.34%
	
	

	
	Descrip
	CNN#A-TF #1
	
	CNN#A-TF #1
	

	
	X
	0.6195
	
	-1.07%
	

	
	Y
	0.6709
	
	-1.01%
	

	
	Z
	0.7072
	
	-0.90%
	

	MTK#1~ 3
(After Q)
	Descrip
	CNN#A/B-CNN#1;
CNN#A/B-CNN#2;
TF#A/B-TF#1;
	CNN#A/B-CNN#1;
CNN#A/B-CNN#2;
TF#A/B-TF#1;
	
	

	
	X
	
	
	
	

	
	Y
	
	
	
	

	
	Z
	1D/2D-1E:
0.73/0.72;

1D/2D-2E:
0.73/0.73;

3D/4D-3E:
0.70/0.65
	+1.4%/ +5.5%;
+1.3%/ +2.7%;
+17.1%/ +9.2%
	
	

	
	Descrip
	TF#A/B-CNN#1;
TF#A/B-CNN#2
	
	
	TF#A/B-CNN#1;
TF#A/B-CNN#2

	
	X
	
	
	
	

	
	Y
	
	
	
	

	
	Z
	3D/4D-1E:
0.70/0.69;

3D/4D-2E:
0.68/0.67;
	
	
	+1.4%/+4.3%;
+5.8%/+7.4%

	
	Descrip
	CNN#A/B- TF#1;
	
	CNN#A/B- TF#1;
	

	
	X
	
	
	
	

	
	Y
	
	
	
	

	
	Z
	1D/2D-3E:
0.71/0.71
	
	0.0%/ -1.4%
	

	vivo#1
(After Q)
	Descrip
	TF#A/B-TF#1
	TF#A/B-TF#1
	
	

	
	X
	0.750/0.755
	-0.4%/ -0.7%
	
	

	
	Y
	
	
	
	

	
	Z
	
	
	
	

	
	Descrip
	CNN#A- TF#1
	
	CNN#A- TF#1
	

	
	X
	0.746
	
	-0.8%
	

	
	Y
	
	
	
	

	
	Z
	
	
	
	

	OPPO#1#2
(After Q)
	Descrip
	TF#A-TF#1
	TF#A-TF#1
	
	

	
	X
	0.787
	-0.25%
	
	

	
	Y
	
	
	
	

	
	Z
	
	
	
	

	
	Descrip
	CNN#A- CNN #1
	CNN#A- CNN#1
	
	

	
	X
	0.719
	-0.42%
	
	

	
	Y
	
	
	
	

	
	Z
	
	
	
	

	Spreadtrum #1 (After Q)
	Descrip
	TF#A-TF#1
	TF#A-TF#1
	
	

	
	X
	0.796
	-1.6%
	
	

	
	Y
	0.849
	-1.4%
	
	

	
	Z
	0.893
	-1.3%
	
	

	IIT Madras #1(Before Q)
	Descrip
	ResNet#A-FCN#1
	ResNet#A-FCN#1
	
	

	
	X
	0.969 
	-0.37%
	
	

	
	Y
	0.979 
	-0.64%
	
	

	
	Z
	0.9833
	0.05%
	
	

	IIT Madras#2 (After Q)
	Descrip
	ResNet#A-FCN#1
	ResNet#A-FCN#1
	
	

	
	X
	0.9202
	0.09%
	
	

	
	Y
	0.9469
	-0.31%
	
	

	
	Z
	0.9647
	0.58%
	
	

	Intel#2 (After Q)
	Descrip
	TF#A-TF#1/
TF#A-TF#2/ TF#B-TF#1/ TF#B-TF#2/
	TF#A-TF#1/
TF#A-TF#2/ TF#B-TF#1/ TF#B-TF#2/
	
	

	
	X
	0.676 / 0.694/
0.663 / 0.663
	-0.4%/-0.2%/
0.2%/0.1%
	
	

	
	Y
	0.768 / 0.760/
0.663 / 0.663
	0.1%/-0.3%/
-0.4%/0.2%
	
	

	
	Z
	0.750 / 0.764/
0.855 / 0.843
	-0.1%/-0.1%/
-0.3%/ 0%
	
	

	Xiaomi#1(After Q)
	Descrip
	TF#A-TF#1/2;

TF#B-TF#1/2;

CNN#A-CNN#1
	TF#A-TF#1/2;

TF#B-TF#1/2;

CNN#A-CNN#1
	
	

	
	X
	
	
	
	

	
	Y
	0.8118/
0.8093;

0.81/0.8085;

0.7135
	-0.81%/ 
-0.83%;

-0.90%/
-0.89%;

-0.31%
	
	

	
	Z
	
	
	
	

	
	Descrip
	TF#A/B-CNN#1
	
	TF#A-CNN#1
	

	
	X
	
	
	
	

	
	Y
	0.7421/
0.7048
	
	-0.30%/
-0.23%
	

	
	Z
	
	
	
	

	
	Descrip
	CNN#A-TF#1/2
	
	
	CNN#A-TF#1

	
	X
	
	
	
	

	
	Y
	0.7489/
0.7467
	
	
	-0.57%/-0.42%

	
	Z
	
	
	
	

	CMCC#1/3/5 (Before Q)
	Descrip
	TF#A-TF#1
	TF#A-TF#1
	
	

	
	X
	
	
	
	

	
	Y
	0.916
	-0.44%
	
	

	
	Z
	
	
	
	

	
	Descrip
	TF#A-EVCsiNet#1
	
	TF#A- EVCsiNet#1
	

	
	X
	
	
	
	

	
	Y
	0.8972
	
	-1.58%
	

	
	Z
	
	
	
	

	
	Descrip
	TF#A-MLP#1
	
	TF#A- MLP#1
	

	
	X
	
	
	
	

	
	Y
	0.9098
	
	-2.73%
	

	
	Z
	
	
	
	

	CEWiT #1
(Before Q)
	Descrip
	CNN#A-CNN#1
	CNN#A-CNN#1
	
	

	
	X
	0.7408
	-1.3%
	
	

	
	Y
	0.79
	-1.9%
	
	

	
	Z
	
	
	
	

	CEWiT #2
(Before Q)
	Descrip
	ResNet#A- ResNet #1
	ResNet#A- ResNet#1
	
	

	
	X
	0.697
	-1.8%
	
	

	
	Y
	0.848
	0.2%
	
	

	
	Z
	
	
	
	

	E///#1
(After Q)
	Descrip
	CNN#A-CNN#1
	CNN#A-CNN#1
	
	

	
	X
	L1: 0.751
L2: 0.610
	L1: -1.6%
L2: -1.8%
	
	

	
	Y
	
	
	
	

	
	Z
	
	
	
	

	Summary
(After Q)
	-0%~-0.5%
	
	-0%~-0.42%
Nokia, Fujitsu, CATT, vivo, QC, OPPO, IIT Madras, Intel, Xiaomi
	-0.23%~-0.31%
QC, Xiaomi
	-0.42%~-0.57%
Xiaomi

	
	-0.5%~-1%
	
	-0.7%~-0.9%
vivo, Xiaomi
	-0.67%~-1.07%
CATT, ZTE, vivo, 
	ZTE

	
	-1%~-1.88%
	
	-1.05%~-1.8%
ZTE, Spreadtrum, Ericsson
	-1.74%~-1.88%
ZTE, 
	-1.74%~-1.88%
ZTE

	
	
	
	
	
	

	Summary
(Before Q)
	-0%~-0.8%
	
	HW, IIT Madras, CMCC
	
	

	
	
	
	-1.3%~-2.9%
Apple, CEWiT
	-1.58%~-2.73%
CMCC
	

	
	
	
	
	
	




Issue#3-2 High resolution ground-truth CSI for training

Upd3 Proposed observation 3.1.2:
For the evaluation of high resolution quantization of the ground-truth CSI for the training of CSI compression, compared to the upper-bound of Float32, quantized high resolution ground-truth CSI can achieve significant overhead reduction with minor performance loss if the parameters are appropriately selected.
· For high resolution scalar quantization,
· Float16 achieves 50% overhead reduction and -0.6% or less performance loss from 2 sources [vivo, Apple] 
· 8 bits scalar quantization achieves 75% overhead reduction and -0.14%~-0.9% performance loss from 2 sources [Huawei, Apple]
· For high resolution R16 eType II-like quantization, 
· R16 eType II CB with legacy parameters can achieve significant overhead reduction while with performance loss compared to Float32, wherein
· PC#6 achieves around 99% overhead reduction with -1.4% ~-1.7% performance loss from 2 sources [Huawei, Fujitsu], and -3%~-9.5% performance loss from 4 sources [Huawei, vivo, ZTE, Fujitsu].
· PC#8 achieves around 98% overhead reduction with 0% ~-1.7% performance loss from 3 sources [Qualcomm, Huawei, Fujitsu], and -2.9%~-5.5% performance loss from 5 sources [Qualcomm, Huawei, vivo, ZTE, MediaTek].
· For R16 eType II CB with new parameters:
· R16 eType II CB with new parameter of 1000-1400bits CSI payload size achieves 95%~97.5% overhead reduction (3~4.1 times overhead compared to PC8) with performance gain of 0.7%~4.3% over PC#8 from 4 sources [Huawei, vivo, ZTE, Ericsson].
· R16 eType II CB with new parameter of 1500-2100bits CSI payload size achieves 94%~96.2% overhead reduction (4.8~6.1 times overhead compared to PC8) with performance gain of 1.3%~5.4% over PC#8 from 3 sources [Huawei, ZTE, Fujitsu].
· Note: it is observed by 1 source [Qualcomm] that using R16 eType II-like quantization with legacy PC may achieve close performance to Float32 by dataset dithering.
· Note: the new parameters include at least one from the follows:
· L= 8, 10, 12;
· pv = 0.8, 0.9, 0.95;
· reference amplitude = 6 bits, 8 bits; differential amplitude = 4bits; phase = 5 bits, 6 bits;
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix is used as the model input.
· 1-on-1 joint training is assumed.
· The performance metric is SGCS for Layer 1.
· Note: Results refer to Table 5.18 of R1-2308342

Table 5.18. High resolution ground-truth CSI format for training
	
	
	Float32
	PC#6 (~280 bits)
	PC#8 (~328 bits)
	eType II, New Para#1
(350-750bits)
	eType II, New Para#2
(1000-1400bits)
	eType II, New Para#3
(1500-2100bits)
	Scalar

	Apple
	Note
	
	
	
	
	
	
	8bits scalar; 16bits scalar

	
	X
	0.726 (5.19%)
	
	
	
	
	
	0.725(4.9%) --0.14% loss to Float32;

0.727(5.29%)
0.14% gain to Float32;

	
	Y
	
	
	
	
	
	
	

	
	Z
	
	
	
	
	
	
	

	QC

	Note
	
	
	Dithering applied to PC8 dataset
	ref amplitude: 5 bits, diff amplitude 4 bits, phase 5 bits, other parameters are as in PC8
	
	
	

	
	X
	0.735 (13.6%)
	
	0.726 (12.2%)
-1.2% to Float32
	0.703 (8.7%)
-3.1% over PC8

Moderator: Not captured in observation, since not equally applied with special dataset improvement as PC8
	
	
	

	
	Y
	0.786 (7.3%)
	
	0.786 (7.3%)
0% to Float32
	0.772 (5.4%)
-1.8% over PC8
	
	
	

	
	Z
	0.894 (3.8%)
	
	0.861 (1.98%)
-3.7% loss to Float32
	0.854 (1.15%)
-0.8% over PC8
	
	
	

	HW
	Note
	
	
	
	
	1014bits
(L=10, p=0.9, beta=0.31, ref_amp: 6 bits, diff_amp: 4 bits, phase: 6 bits), 96% OH reduction, 3 times PC8
	1610bits
(L=12, p=0.8, beta=0.5, ref_amp: 6 bits, diff_amp: 4 bits, phase: 6 bits) , 94% OH reduction, 4.9 times PC8
	8bits scalar

	
	X
	0.767 (8.8%)
	0.756 (7.2%)
-1.4% to Float32
	0.76 (7.8%)
-0.7% to Float32
	
	0.768 (8.9%)
+0.1% to Float32,

1% over PC8
	0.77 (9.2%)
+0.4% to Float32,

1.3% over PC8
	0.762 (8.1%)
-0.5% to Float32

	
	Y
	0.861 (4.5%)
	0.831 (0.8%)
-3.5% to Float32
	0.832 (1%)
-2.9% to Float32
	
	0.854 (3.6%)
-0.8% to Float32,

2.6% over PC8
	0.855 (3.8%)
-0.7% to Float32,

2.8% over PC8
	0.852 (3.4%)
-0.9% to Float32

	
	Z
	0.918 (6.5%)
	0.886 (2.8%)
-3.5% to Float32
	0.887 (2.9%)
-3.1% to Float32
	
	0.917 (6.4%)
-0.1% to Float32,

3.4% over PC8
	0.917 (6.4%)
-0.1% to Float32,

3.4% over PC8
	0.911 (5.7%)
-0.7% to Float32

	vivo
	Note
	
	
	
	
	1374bits
(L=12, p_v=0.5, beta=1.0),
4.2 times PC8
	
	16bits scalar

	
	X
	
	
	
	
	
	
	

	
	Y
	0.871 (7.6%)
	0.828 (3.3%)
-5% to Float32
	0.825 (3.0%),
-5.3% to Float32
	
	0.854 (5.9%)
-2% to Float32,

3.5% over PC8
	
	0.866 (7.1%)
-0.6 % to Float32

	
	Z
	
	
	
	
	
	
	

	ZTE
	Note
	
	
	
	
	1358 bits (L=8, p=0.75, beta=0.31, ref_amp: 8 bits, diff_amp: 4 bits, phase: 6 bits) , 97.5% OH reduction,
4.1 times PC8
	2011bits (L=10, p=0.9, beta=0.31, ref_amp: 8 bits, diff_amp: 4 bits, phase: 6 bits) , 96.2% OH reduction,
6.1 times PC8
	

	
	X
	0.7191 (4.67%)
	0.6665 (-2.98%)
-7.3% to Float32
	0.6916 (0.67%)
-3.8% to Float32
	
	0.7018 (2.15%)
-2.4% to Float32,

1.5% over PC8
	0.7150 (4.07%)
-0.6% to Float32,

3.4% over PC8
	

	
	Y
	0.8015 (4.04%)
	
	
	
	
	
	

	
	Z
	0.9123 (6.44%)
	0.8256 (-3.68%)
-9.5% to Float32
	0.8621 (0.58%)
-5.5% to Float32
	
	0.8990 (4.89%)
-1.5% to Float32,

4.3% over PC8
	0.9087 (6.02%)
-0.4% to Float32,

5.4% over PC8
	

	Fujitsu
	Note
	
	
	
	
	
	1579 bits (L=12, p=0.95, beta=0.5, ref_amp: 4 bits, diff_amp: 4 bits, phase: 4 bits), 88% OH reduction,
4.8 times PC8
	

	
	X 56 bits
	
	0.698,
-3.0% to Float32
	0.709,
-1.5% to Float32
	
	
	0.718,
-0.2% to Float32,

1.3% over PC8
	

	
	Y 102 bits
	
	0.763,
-3.2% to Float32
	0.775,
-1.7% to Float32
	
	
	0.786,
-0.3% to Float32,

1.4% over PC8
	

	
	Z 268 bits
	
	0.866 ,
-1.7% to Float32
	0.87,
 -1.2% to Float32
	
	
	0.885,
0.5% to Float32,

1.7% over PC8
	

	E///
	Note
	
	
	
	750 bits (L=8, p=0.75, beta=0.5, ref_amp: 4 bits, diff_amp: 3 bits, phase: 4 bits), 97.2% OH reduction, ,
2.3 times PC8
	1014bits
(L=10, p=0.9, beta=0.31, ref_amp: 6 bits, diff_amp: 4 bits, phase: 6 bits), 96.2% OH reduction,
3 times PC8
	
	

	
	X
	0.762
	0.754
- 1% to Float32
	0.755
- 0.9% to Float32
	0.759
-0.4% to Float32,

0.5% over PC8
	0.760
-0.3% to Float32,

0.7% over PC8
	
	

	
	Y
	
	
	
	
	
	
	

	
	Z
	
	
	
	
	
	
	

	Media
Tek#1
	Note
	
	
	
	
	
	
	

	
	X
	0.675
	
	0.654
- 3.1% to Float32
	
	
	
	

	
	Y
	
	
	
	
	
	
	

	
	Z
	
	
	
	
	
	
	

	Sum-mary
	Note
	
	-1.4% ~-1.7%
[HW, Fujitsu]

-3%~-9.5% to Float32 [HW, vivo, ZTE, Fujitsu]
	0% ~-1.7%
[QC, HW, Fujitsu]

-2.9%~-5.5% to Float32 [QC, HW, vivo, ZTE, MediaTek]
	
	0.7% ~4.3% over PC8 [HW, vivo, ZTE， E///]
	1.3%~5.4% over PC8
[HW, ZTE, Fujitsu]
	



Issue#3-6 Generalization-TxRU mappings

Proposed observation 3.1.6:
For the generalization verification of AI/ML based CSI compression over various TxRU mappings, compared to the generalization Case 1 where the AI/ML model is trained with dataset subject to a certain TxRU mapping#B and applied for inference with a same TxRU mapping#B,
· For generalization Case 2, significant degradations are suffered in general from the perspective of the layouts of antenna ports, as observed by 2 sources [MediaTek, Nokia]:
· For TxRU mapping#A is [2,8,2] & TxRU mapping#B is [4,4,2] or TxRU mapping#A is [8,2,2] & TxRU mapping#B is [4,4,2], 2 sources [MediaTek, Nokia] observe -13%~-36.1% degradation.
· For TxRU mapping#A is [4,4,2] & TxRU mapping#B is [2,8,2] or TxRU mapping#A is [8,2,2] & TxRU mapping#B is [2,8,2], 2 sources [MediaTek, Nokia] observe -7%~-23.6% degradation.
· For TxRU mapping#A is [4,4,2] & TxRU mapping#B is [8,2,2] or TxRU mapping#A is [2,8,2] & TxRU mapping#B is [8,2,2], 1 source [MediaTek] observes -19%~-27% degradation.
· For generalization Case 2, generalized performance may be achieved for some certain combinations of TxRU mapping#A and TxRU mapping#B but not for others, from the perspective of the layouts of antenna element mapping, as observed by 2 sources [Huawei, vivo]:
· For TxRU mapping#A is 8x8x2 & TxRU mapping#B is 2x8x2, 2 sources [Huawei, vivo] observe minor/moderate degradation of -0.6%~-2.5%.
· For TxRU mapping#A is 2x8x2 & TxRU mapping#B is 8x8x2, 1 source [Huawei] observes moderate degradation of -3%.
· For generalization Case 3, generalized performance of the AI/ML model can be achieved (0%~-4.4% loss or positive gain) for TxRU mapping#B subject to any of [2,8,2], [4,4,2], and [8,2,2] from the perspective of the layouts of antenna ports, or subject to any of 8x8x2 and 2x8x2 from the perspective of the layouts of antenna element mapping, if the training dataset is constructed with data samples subject to TxRU mappings including TxRU mapping#B, as observed by 4 sources [MediaTek, Apple, Nokia, Huawei].
· Minor loss (0%~-2%) are observed by 4 sources [MediaTek, Apple, Nokia, Huawei].
· Moderate loss (-2.5%~-4.4%) are observed by 1 source [Nokia].
· Positive gains are observed by 1 source [Apple].
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· 1-on-1 joint training is assumed.
· The performance metric is SGCS in linear value for layer 1.
· [x,y,z] for TxRU mapping: Vertical port number, Horizontal port number, polarization
· AxBxC for TxRU mapping: AxBxC antenna elements virtualized to [2,8,2]
· Note: Results refer to Table 5.19 of R1-2308342

Table 5.19. Generalization of CSI compression-TxRU mappings
	Note
	[x,y,z]: Vertical port number, Horizontal port number, polarization

	Training, Generalization Case 1
	[2,8,2]
	
	[4,4,2]
	
	[8,2,2]
	

	Training, Generalization Case 2
	[4,4,2]
	[8,2,2]
	[2,8,2]
	[8,2,2]
	[4,4,2]
	[2,8,2]

	Training, Generalization Case 3
	[2,8,2]+ [4,4,2]
	[2,8,2]+ [4,4,2]+ [8,2,2]
	[2,8,2]+ [4,4,2]
	[2,8,2]+ [4,4,2]+ [8,2,2]
	[2,8,2]+ [4,4,2]+ [8,2,2]

	Testing
	[2,8,2]
	[4,4,2]
	[8,2,2]

	
	Case
	CSI payload
	
	
	
	
	
	

	MediaTek#1~#6
	Case 1
	X
	0.752
	
	0.705
	
	0.695
	

	
	
	Y
	0.819
	
	0.762
	
	0.760
	

	
	
	Z
	0.876
	
	0.822
	
	0.820
	

	
	Case 2
	X
	-13%
	-22%
	-21%
	-30%
	-19%
	-27%

	
	
	Y
	-12%
	-17%
	-20%
	-29%
	-20%
	-27%

	
	
	Z
	-7%
	-17%
	-13%
	-30%
	-19%
	-26%

	
	Case 3
	X
	
	-1.5%
	
	-1.6%
	
	-1.2%

	
	
	Y
	
	-1.3%
	
	-1.0%
	
	-2.0%

	
	
	Z
	
	-1.4%
	
	-1.6%
	
	-1.5%

	Apple#1
	Case 1
	X
	0.7163
	
	
	
	
	

	
	
	Y
	0.7767
	
	
	
	
	

	
	
	Z
	0.8506
	
	
	
	
	

	
	Case 2
	X
	
	
	
	
	
	

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	
	
	
	
	
	

	
	Case 3
	X
	-0.2%
	
	
	
	
	

	
	
	Y
	-1.7%
	
	
	
	
	

	
	
	Z
	0.7%
	
	
	
	
	

	Nokia#1/#2
	Case 1
	X
	0.691
	
	0.750
	
	
	

	
	
	Y
	0.796
	
	0.848
	
	
	

	
	
	Z
	0.880
	
	0.919
	
	
	

	
	Case 2
	X
	-23.6% 
	
	-34.1% 
	
	
	

	
	
	Y
	-16.3% 
	
	-36.1%
	
	
	

	
	
	Z
	-22.6% 
	
	-24.7%
	
	
	

	
	Case 3
	X
	-0.9% 
	
	-4.4% 
	
	
	

	
	
	Y
	-1.0% 
	
	-2.0% 
	
	
	

	
	
	Z
	-1.1%
	
	-2.5% 
	
	
	

	Summary
	Case 2
	Minor loss (<2%)
	
	
	
	
	
	

	
	
	Moderate/significant loss (>2%)
	MediaTek, Nokia
	MediaTek
	MediaTek, Nokia
	MediaTek
	MediaTek
	MediaTek

	
	
	Positive gain
	
	
	
	
	
	

	
	Case 3
	Minor loss (<2%)
	Apple, Nokia
	MediaTek
	Nokia
	MediaTek
	
	MediaTek

	
	
	Moderate/significant loss (>2%)
	
	
	Nokia
	
	
	

	
	
	Positive gain
	Apple
	
	
	
	
	

	

	Note
	AxBxC: AxBxC antenna elements virtualized to [x, y, z];
[x,y,z]: Vertical port number, Horizontal port number, polarization.

	Training, Generalization Case 1
	8x8x2
	2x8x2

	Training, Generalization Case 2
	2x8x2
	8x8x2

	Training, Generalization Case 3
	8x8x2+2x8x2
	8x8x2+2x8x2

	Testing
	8x8x2
	2x8x2

	
	Case
	CSI payload
	
	

	HW#1/#2
	Case 1
	X
	
	

	
	
	Y
	
	

	
	
	Z
	0.916
	0.922

	
	Case 2
	X
	
	

	
	
	Y
	
	

	
	
	Z
	-3%
	-0.9%

	
	Case 3
	X
	
	

	
	
	Y
	
	

	
	
	Z
	-0.3%
	-0.2%

	vivo#1
	Case 1
	X
	
	0.843

	
	
	Y
	
	0.864

	
	
	Z
	
	0.91

	
	Case 2
	X
	
	-2.5%

	
	
	Y
	
	-1.9%

	
	
	Z
	
	-0.6%

	
	Case 3
	X
	
	

	
	
	Y
	
	

	
	
	Z
	
	

	Summary
	Case 2
	Minor loss (<2%)
	
	vivo, HW

	
	
	Moderate/significant loss (>2%)
	HW
	vivo

	
	
	Positive gain
	
	

	
	Case 3
	Minor loss (<2%)
	HW
	HW

	
	
	Moderate/significant loss (>2%)
	
	

	
	
	Positive gain
	
	



Issue#3-10 NW first training-1 NW to 1 UE (Case 1)-Different backbones
Note the table in this issue can refer to Issue#2-13.

Proposed observation 3.1.10:
For the evaluation of NW first separate training with dataset sharing manner for CSI compression, for the pairing of 1 NW to 1 UE (Case 1), as compared to 1-on-1 joint training between the NW part model and the UE part model,
· For the NW first separate training case where different backbones are adopted for the NW part model and the UE part model, more degradations are observed in general than the situation where the same backbone is adopted for the NW part model and the UE part model.
· For the case where the shared output of the Network side CSI generation part is after quantization, 3 sources [ZTE, Xiaomi, CATT] observes minor degradation of -0%~-1.02%, and 3 sources [Qualcomm, vivo, Fujitsu] observe moderate degradation of -1.46%~-5.1%.
· For the case where the shared output of the Network side CSI generation part is before quantization, 2 sources [Huawei, CMCC] observe minor degradation of -0%~-0.1%, 1 source [CMCC] observes moderate degradation of -2.03%.
· Note: the dataset sharing behavior from above sources follows the example of the agreement in the RAN1#111 meeting, where “the set of information includes the input and output of the Network side CSI generation part, or includes the output of the Network side CSI generation part only”.
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· The performance metric is SGCS for Layer 1/2.
· Same size of training dataset for benchmark, NW part training and the UE part training
· Same pair of NW part model and UE part model between 1-on-1 joint training and NW first separate training.
· Quantization/dequantization method/parameters between NW side and UE side are aligned.
· Note: Results refer to Table 5.16 of R1-2308342.

Issue#3-11 UE first training-1 NW to 1 UE (Case 1)-Different backbones
Note the table in this issue can refer to Issue#2-14.

Proposed observation 3.1.11:
For the evaluation of UE first separate training with dataset sharing manner for CSI compression, for the pairing of 1 NW to 1 UE (Case 1), as compared to 1-on-1 joint training between the NW part model and the UE part model,
· For the UE first separate training case where different backbones are adopted for the NW part model and the UE part model, more degradations are observed in general than the situation where the same backbone is adopted for the NW part model and the UE part model.
· For the case where the shared input of the UE side CSI reconstruction part is after quantization, 5 sources [Qualcomm, Xiaomi, CATT, ZTE, vivo] observes minor degradation of -0.23%~-1.07%, and 1 source [ZTE] observes moderate degradation of -1.74%~-1.88%.
· For the case where the shared input of the UE side CSI reconstruction part is before quantization, 1 source [CMCC] observes moderate degradation of -1.58%~-2.73%.
· Note: the dataset sharing behavior from above sources follows the example of the agreement in the RAN1#111 meeting, where “the set of information includes the input and label of the UE side CSI reconstruction part, or includes the input of the UE side CSI reconstruction part only”.
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· The performance metric is SGCS for Layer 1/2.
· Same size of training dataset for benchmark, NW part training and the UE part training
· Same pair of NW part model and UE part model between 1-on-1 joint training and UE first separate training.
· Quantization/dequantization method/parameters between NW side and UE side are aligned.
· Note: Results refer to Table 5.17 of R1-2308342

Issue#3-12 NW first training-N>1 NW to 1 UE (Case 3)

Proposed observation 3.1.12:
For the evaluation of NW first separate training with dataset sharing manner for CSI compression, for the pairing between 1 UE part model and N>1 separate NW part models (Case 3), when taking 1-on-1 joint training between the NW part model and the UE part model as benchmark, larger performance loss is observed in general than the case of NW first separate training with 1 UE part model and 1 NW part model pairing (Case 1):
· 6 sources [Huawei, Nokia, Qualcomm, Fujitsu, CATT, Xiaomi] observe minor loss of -0%~-1.6% compared to the 1-on-1 joint training.
· 3 sources [Nokia, CATT, Xiaomi] observe moderate loss of -1.9%~-6.64% compared to the 1-on-1 joint training.
· 5 sources [vivo, Samsung, OPPO, MediaTek, Apple] observe significant loss of -37.9%~-87% compared to the 1-on-1 joint training.
· Note: as opposed to companies which observe significant loss, the minor loss observed by other companies may due to the fact that special handling (e.g., adaptation layer) is performed to pair with N>1 NW part models during the training at the UE side.
· Note: the dataset sharing behavior from above sources follows the example of the agreement in the RAN1#111 meeting, where “the set of information includes the input and output of the Network side CSI generation part, or includes the output of the Network side CSI generation part only”.
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· The performance metric is SGCS for Layer 1.
· Same size of training dataset for benchmark, NW part training and the UE part training
· Same pair of NW part model and UE part model between 1-on-1 joint training and NW first separate training.
· Quantization/dequantization method/parameters between NW side and UE side are aligned.
· N=2, 3, or 4 are considered.
· Note: Results refer to Table 5.20 of R1-2308342

Table 5.20 NW first training for CSI compression - 1 UE to pair with N>1 NWs (Case 3)
	
	CSI payload
	Benchmark
(#A~D: NW part;
#1~4: UE part)
NW#A/NW#B/ NW#C/NW#D-UE#1
	N=2
NW#A/NW#B
	N=3
NW#A/NW#B/ NW#C
	N=4
NW#A/NW#B/ NW#C/ NW#D

	HW#4
	Descrip
	TF#A/TF#B-TF#1
	TF#1 to pair with TF#A and TF#B
	
	

	
	X
	0.767/ 0.745
	-0.1%/-0.1%
	
	

	
	Y
	0.861/ 0.839
	0%/ 0%
	
	

	
	Z
	0.918/ 0.913
	-0.1%/ 0%
	
	

	Nokia#6
	Descrip
	TF#A/TF#B-TF#1
	TF#1 to pair with TF#A and TF#B
	
	

	
	X
	0.680/0.677
	-0.6%/0%
	
	

	
	Y
	0.788/0.771
	-0.1%/-1.6%
	
	

	
	Z
	0.859/0.846
	-1.9%/-1.9%
	
	

	QC#1
	Descrip
	TF#A/CNN#A-TF#1
	TF#1 to pair with TF#A and CNN#A
	
	

	
	X
	
	
	
	

	
	Y
	0.8062/ 0.7881
	-0.7%/ -1.6%
	
	

	
	Z
	
	
	
	

	Fujitsu#1
	Descrip
	TF#A/CNN#A-TF#1
	TF#1 to pair with TF#A and CNN#A
	
	

	
	X
	0.7559/0.9166
	-0.76%/-1.58%
	
	

	
	Y
	0.8282/0.9472
	-0.6%/-1.56%
	
	

	
	Z
	0.9354/0.9675
	-0.36%/-0.01%
	
	

	CATT#1
	Descrip
	TF#A/ TF#B /CNN#A-TF#1
	
	TF#1 to pair with TF#A, TF#B and CNN#A
	

	
	X
	0.6387/0.6293/ 0.6195
	
	-0.72%/-1.13%/ -2.74%
	

	
	Y
	0.6995/0.6973/ 0.6709
	
	-1.40%/-1.94%/ -2.92%
	

	
	Z
	0.7719/0.7712/ 0.7072
	
	-4.52%/-6.64%/ -4.43%
	

	MediaTek #4/5/6
	Descrip
	
	
	
	

	
	X
	
	
	
	

	
	Y
	
	
	
	

	
	Z
	
	
	
	-85.4%/ -83.7%/ -85.4%/ -76.8%;

-85.6%/-83.8%/-84.8%/-76.1%;

-85.6%/-84.3%/-84.0%/-76.5%

	vivo#4
	Descrip
	TF#A/ TF#B /CNN#A-TF#1
	
	TF#1 to pair with TF#A, TF#B and CNN#A
	

	
	X
	0.750/0.755/0.746
	
	-72.8%/>87% />87%
	

	
	Y
	
	
	
	

	
	Z
	
	
	
	

	vivo#5
	Descrip
	TF#A/ TF#B -TF#1
	TF#1 to pair with TF#A and TF#B
	
	

	
	X
	0.750/0.755
	-60%/>87%
	
	

	
	Y
	
	
	
	

	
	Z
	
	
	
	

	SS
	Descrip
	TF#A/CNN#A-TF#1
	TF#1 to pair with TF#A and CNN#A
	
	

	
	X
	
	
	
	

	
	Y
	
	
	
	

	
	Z
	
	-37.9%/-39.9%
	
	

	OPPO#1
	Descrip
	TF#A/CNN#A-TF#1
	TF#1 to pair with TF#A and CNN#A
	
	

	
	X
	0.780/0.719
	-58.7%/-50.4%
	
	

	
	Y
	
	
	
	

	
	Z
	
	
	
	

	Xiaomi#1
	Descrip
	TF#A/ TF#B /CNN#A-TF#1;

TF#A/ TF#B /CNN#A-TF#2;


TF#A/ TF#B /CNN#A-CNN#1
	
	TF#1 to pair with TF#A, TF#B and CNN#A;

TF#2 to pair with TF#A, TF#B and CNN#A

CNN#1 to pair with TF#2 to pair with TF#A, TF#B and CNN#A
	

	
	X
	
	
	
	

	
	Y
	0.81180.81/0.7489;

0.8093/0.8085/ 0.7467;


0.7421/0.7408 / 0.7135
	
	-3.83%/-3.99%/-2.57%;
-3.98%/-4.07% /-2.70%;

-3.12%/-3.19% /-1.36%
	

	
	Z
	
	
	
	

	Apple
	
	
	
	-66%/-68%/-62%
	

	Summary
	
	
	
	
	

	
	-0%~-1.6%
	
	Huawei, Nokia, Qualcomm, Fujitsu
	CATT, Xiaomi
	

	
	-1.9%~-6.64%
	
	Nokia, 
	CATT, Xiaomi
	

	
	-37.9%~-87%
	
	vivo, Samsung, OPPO
	Vivo, Apple
	MediaTek
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Issue#3-4 [Rd4] (High priority) Model Monitoring-Case 1
Upd Proposed observation 3.1.4:
For the evaluation of intermediate KPI based monitoring mechanism for CSI compression, for monitoring Case 1, in terms of monitoring accuracy with Option 1,
· For ground truth CSI format of R16 eType II CB, monitoring accuracy is increased with the increase of the resolution for the ground-truth CSI (number of bits for each sample of ground-truth CSI) in general, with the impact of increased overhead, wherein
· for ground truth CSI format of R16 eType II CB with PC#6, 4 sources [vivo, Ericsson, Intel, Qualcomm] observe KPIDiff as 13.2%~71.6%/ 28.5%~100%/ 68.4%~100% for KPIth_1=0.02/0.05/0.1, respectively.
· Note: two sources [vivo, Qualcomm] observed averaging on the test samples improves the monitoring accuracy.
· for ground truth CSI format of R16 eType II CB with PC#8, 5 sources observe [Apple, Huawei, ZTE, Ericsson, Intel] KPIDiff as 21%~43.0%/ 48.1%~79.1%/ 79.8%~97.1% for KPIth_1=0.02/0.05/0.1, respectively.
· for ground truth CSI format of R16 eType II CB with new parameter of 580-750bits CSI payload size, 2 sources [Ericsson, Intel] observe KPIDiff as 35.4%~63%/ 77.9%~93.0%/ 99.5%~99.9% for KPIth_1=0.02/0.05/0.1, respectively, which have 12.7%~20%/ 13.9%~29.8%/ 8%~31.1% gain over PC#8.
· for ground truth CSI format of R16 eType II CB with new parameter of around 1000bits CSI payload size, 4 sources [Huawei, ZTE, Ericsson, vivo] observe KPIDiff as 34.9%~89%/ 82.9%~100%/ 99.9%~100% for KPIth_1=0.02/0.05/0.1, respectively, which have 12.2%~68%/ 18%~43.62%/ 2.9%~31% gain over PC#8 from 3 sources [Huawei, ZTE, Ericsson] and 4.67%~10.6%/ 0%~5.88%/ 0%~0.49% gain over PC#6 from 1 source [vivo].
· for ground truth CSI format of R16 eType II CB with new parameter of around 1600bits CSI payload size, 2 sources [Huawei, Fujitsu] observe KPIDiff as 89.1%~97%/ 99.9%~100%/ 100% for KPIth_1=0.02/0.05/0.1, respectively, which have 76%/33%/3% gain over PC#8 from 1 source [Huawei].
· for ground truth CSI format of 4 bits scalar quantization, 2 sources [Ericsson, NTT DOCOMO] observe KPIDiff as 9.4%~47%/ 96.3%~100%/ 100% for KPIth_1=0.02/0.05/0.1, respectively.
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Time independency is assumed over the test samples for monitoring
· Precoding matrix is used as the model input.
· 1-on-1 joint training is assumed.
· The performance metric is monitoring accuracy for Layer 1.
· Note: Results refer to Table 5.21 of R1-2308343

Table 5.21 Model monitoring with intermediate KPI-Case 1
	
	
	
	PC#6 (~280 bits)
	PC#8 (~330 bits)
	eType II, New Para#1
(580-750bits)
	eType II, New Para#2
(1014bits)
	eType II, New Para#3
(1579-1610bits)
	Other

	Apple
	Note
	
	
	
	
	
	
	

	
	KPI_th =0.02
	X
	
	35%
	
	
	
	

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	
	36%
	
	
	
	

	
	KPI_th =0.05
	X
	
	62%
	
	
	
	

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	
	65%
	
	
	
	

	
	KPI_th =0.1
	X
	
	83%
	
	
	
	

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	
	85%
	
	
	
	

	HW#1/2
/3
	Note
	
	
	
	
	1014bits
(L=10, p=0.9, beta=0.31)
	1610bits
(L=12, p=0.8, beta=0.5)
	

	
	KPI_th =0.02
	X
	
	
	
	
	
	

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	
	21%
	
	89%,
68% over PC8
	97%,
76% over PC8
	

	
	KPI_th =0.05
	X
	
	
	
	
	
	

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	
	67%
	
	100%,
33% over PC8
	100%,
33% over PC8
	

	
	KPI_th =0.1
	X
	
	
	
	
	
	

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	
	97%
	
	100%,
3% over PC8
	100%,
3% over PC8
	

	NTT DOCO MO#1/2

	Note
	
	
	
	
	
	
	Scalar
4bits/5 bits 

	
	KPI_th =0.02
	X
	
	
	
	
	
	47%/100%

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	
	
	
	
	
	

	
	KPI_th =0.05
	X
	
	
	
	
	
	100%/100%

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	
	
	
	
	
	

	
	KPI_th =0.1
	X
	
	
	
	
	
	100%/100%

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	
	
	
	
	
	

	vivo#1~
9
	Note
	
	1samp/
5samps/
10samps
	
	
	1014bits
(L=10, p=0.9, beta=0.31);
1samp/
5samps/
10samps/
	
	Scalar
16bits (~13000 bits)

	
	KPI_th =0.02
	X
	
	
	
	
	
	

	
	
	Y
	62.58%/
68.18%/
71.6%
	
	
	67.25%/
78.78%/
86.7%
4.67%/10.6%/
10.6% over PC6
	
	100%

	
	
	Z
	
	
	
	
	
	

	
	KPI_th =0.05
	X
	
	
	
	
	
	

	
	
	Y
	93.71%/
99.38%/
100%
	
	
	99.59%/
100%/
100%,
5.88%/0.62%/
0% over PC6
	
	100%

	
	
	Z
	
	
	
	
	
	

	
	KPI_th =0.1
	X
	
	
	
	
	
	

	
	
	Y
	99.51%/
100%/
100%
	
	
	100%/
100%/
100%,
0.49%/0%/
0% over PC6
	
	100%

	
	
	Z
	
	
	
	
	
	

	ZTE#1~3
	Note
	
	
	
	
	1014bits
(L=10, p=0.9, beta=0.31)
	
	

	
	KPI_th =0.02
	X
	
	
	
	
	
	

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	
	23.28%
	
	70.32%,
47.04% over PC8
	
	

	
	KPI_th =0.05
	X
	
	
	
	
	
	

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	
	54.9%
	
	98.52%,
43.62% over PC8
	
	

	
	KPI_th =0.1
	X
	
	
	
	
	
	

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	
	91.21%
	
	99.92%,
8.71% over PC8
	
	

	Fujitsu#1
/2
	Note
	
	
	
	
	
	1579bits (L=12, p=0.95, beta=0.5)
	

	
	KPI_th =0.02
	X
	
	
	
	
	89.1%
	

	
	
	Y
	
	
	
	
	90.95%
	

	
	
	Z
	
	
	
	
	92.55%
	

	
	KPI_th =0.05
	X
	
	
	
	
	100%
	

	
	
	Y
	
	
	
	
	99.9%
	

	
	
	Z
	
	
	
	
	100%
	

	
	KPI_th =0.1
	X
	
	
	
	
	100%
	

	
	
	Y
	
	
	
	
	100%
	

	
	
	Z
	
	
	
	
	100%
	

	E///#1 ResNet-like CNN
	Note
	
	
	
	750bits  (L=8, p=0.75, beta=0.5)
	1014bits
(L=10, p=0.9, beta=0.31)
	
	Scalar,
4 bits per subband (3328bits)

	
	KPI_th =0.02
	X
	13.2%
	22.7%
	35.4%,
12.7% over PC8
	34.9%,
12.2% over PC8
	
	28.7%

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	
	
	
	
	
	

	
	KPI_th =0.05
	X
	28.5%
	48.1%
	77.9%,
29.8% over PC8
	82.9%,
34.8% over PC8
	
	97.0%

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	
	
	
	
	
	

	
	KPI_th =0.1
	X
	68.4%
	79.8%
	99.5%,
31.1% over PC8
	99.9%,
31.5% over PC8
	
	100%

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	
	
	
	
	
	

	E///#2 CNN
	Note
	
	
	
	750bits  (L=8, p=0.75, beta=0.5)
	1014bits
(L=10, p=0.9, beta=0.31)
	
	Scalar,
4 bits per subband (3328bits)

	
	KPI_th =0.02
	X
	
	
	
	
	
	

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	32.3%
	35.5%
	48.8%,
13.3% over PC8
	66.9%,
31.4% over PC8
	
	9.4%

	
	KPI_th =0.05
	X
	
	
	
	
	
	

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	67.1%
	70.0%
	89.4%,
19.4% over PC8
	97.5%,
275% over PC8
	
	97.2%

	
	KPI_th =0.1
	X
	
	
	
	
	
	

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	93.3%
	93.0%
	99.9%,
6.6% over PC8
	100%,
7% over PC8
	
	100%

	E///#3 TF
	Note
	
	
	
	750bits  (L=8, p=0.75, beta=0.5)
	1014bits
(L=10, p=0.9, beta=0.31)
	
	Scalar,
4 bits per subband (3328bits)

	
	KPI_th =0.02
	X
	41.6%
	43.0%
	57.7%,
14.7% over PC8
	65.5%,
22.5% over PC8
	
	26.8%

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	
	
	
	
	
	

	
	KPI_th =0.05
	X
	77.2%
	79.1%
	93.0%,
13.9% over PC8
	97.1%,
18% over PC8
	
	96.3%

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	
	
	
	
	
	

	
	KPI_th =0.1
	X
	95.9%
	97.1%
	99.9%,
2.8% over PC8
	100%,
2.9% over PC8
	
	100%

	
	
	Y
	
	
	
	
	
	

	
	
	Z
	
	
	
	
	
	

	Intel#1~4
	Note
	
	
	
	580bits  (L=8, p=0.5, beta=0.5)
	
	
	~3300 bits
(L, p, beta) = (16, 1, 1)

	
	KPI_th =0.02
	X
	
	
	
	
	
	

	
	
	Y
	39%
	43%
	63%,
20% over PC8
	
	
	74%

	
	
	Z
	
	
	
	
	
	

	
	KPI_th =0.05
	X
	
	
	
	
	
	

	
	
	Y
	67%
	70%
	92%,
22% over PC8
	
	
	99%

	
	
	Z
	
	
	
	
	
	

	
	KPI_th =0.1
	X
	
	
	
	
	
	

	
	
	Y
	89%
	91%
	99%,
8% over PC8
	
	
	100%

	
	
	Z
	
	
	
	
	
	

	QC#7~9
	Note
	
	1samp/
5samps/
10samps/
	
	
	
	
	

	
	KPI_th =0.02
	X
	
	
	
	
	
	

	
	
	Y
	36.64%/
38.06%/
37.55%
	
	
	
	
	

	
	
	Z
	
	
	
	
	
	

	
	KPI_th =0.05
	X
	
	
	
	
	
	

	
	
	Y
	71.04%/
76.56%/
79.03%
	
	
	
	
	

	
	
	Z
	
	
	
	
	
	

	
	KPI_th =0.1
	X
	
	
	
	
	
	

	
	
	Y
	93.74%/
97.36%/
98.58%
	
	
	
	
	

	
	
	Z
	
	
	
	
	
	

	Summary
	
	
	
	
	
	
	
	

	
	KPI_th =0.02
	
	13.2%~
71.6%
Vivo, E///, Intel, QC
	21%~
43.0%
Apple, HW, ZTE, E///, Intel
	35.4%~63%,
12.7%~20% over PC8
E///, Intel
	34.9%~89%
12.2%~68% over PC8
HW, ZTE, E///,

4.67%~10.6% over PC6
Vivo
	89.1%~97%
HW, Fujitsu
	Scalar 4bits:

9.4%~47%
E///, NTT DOCOMO

	
	KPI_th =0.05
	
	28.5%~
100%
Vivo, E///, Intel, QC
	48.1%~
79.1%
Apple, HW, ZTE, E///, Intel
	77.9%~
93.0%,
13.9%~
29.8% over PC8 
E///, Intel
	82.9%~100%
18%~43.62% over PC8
HW, ZTE, E///,

0%~5.88% over PC6
Vivo
	99.9%~100%
HW, Fujitsu
	Scalar 4bits:

96.3%~100%
E///, NTT DOCOMO

	
	KPI_th =0.1
	
	68.4%~
100%
Vivo, E///, Intel, QC
	79.8%~
97.1%
Apple, HW, ZTE, E///, Intel
	99.5%~
99.9%,
8%~
31.1% over PC8
E///, Intel
	99.9%~100%
2.9%~31% over PC8
HW, ZTE, E///,

0%~0.49% over PC6
Vivo
	100%
HW, Fujitsu
	Scalar 4bits:

100%
E///, NTT DOCOMO




Issue#3-5 [Rd4] (High priority) Model Monitoring-Case 2
Proposed observation 3.1.5:
For the evaluation of intermediate KPI based monitoring mechanism for CSI compression, for Case 2, in terms of monitoring accuracy with Option 1,
· For Case 2-1 subject to generalization Case 1 for the proxy model, 5 sources [Huawei, Lenovo, vivo, ZTE, Fujitsu] observe KPIDiff as 31%~84%/ 65.63%~99.8%/ 95%~100% for KPIth_1=0.02/0.05/0.1, respectively;
· Compared with monitoring Case 1 with ground truth CSI format of R16 eType II CB with new parameter of around 1000bits CSI payload size,
· 2 sources [vivo, ZTE] observe +0.99%~+4.07% gain at KPIth_1=0.02;
· 3 sources [Huawei, vivo, ZTE] observe -6.03%~-58%/ -0.2%~-24%/ 0%~-5% degradation for KPIth_1=0.02/0.05/0.1, respectively;
· Compared with monitoring Case 1 with ground truth CSI format of R16 eType II CB with new parameter of around 1600bits CSI payload size, 2 sources [Huawei, Fujitsu] observe -16.35%~-66%/ -0.4%~-24%/ 0%~-24% degradation for KPIth_1=0.02/0.05/0.1, respectively.
· Note: For Case 2-1 subject to generalization Case 2 for the proxy model, 2 sources [Huawei, ZTE] observe -1.77%~-37.42% / -1.07%~-23.93%/ -0.16%~-14% compared with generalization Case 1 with the same testing scenario.
· Note: For Case 2-2, 1 source [Qualcomm] observes KPIDiff as 61%~72.1%/ 91.2%~96.6%/ 99.2%~99.75% under generalization Case 1 for the proxy model, and 60%~71.3%/ 90.4%~99.3%/ 99%~100% under generalization Case 3 for the proxy model, for KPIth_1=0.02/0.05/0.1, respectively.
· Note: for Case 2-1, 1 source observes that if different model backbone is adopted for proxy model as compared to the NW part model, it has negative impact to the monitoring performance.
· Note: for the complexity and overhead analysis:
· [bookmark: _GoBack]Case 2-1/2-2 has smaller air-interface overhead for UE report for monitoring compared with Case 1. Overhead of proxy model from LCM perspective, if any, is not evaluated.
· the LCM complexity of the proxy model is not evvaluted.
· Note: “Generalization Case 1” means the proxy model is trained based on training dataset from one Scenario#A, and then tested for monitoring on a dataset from the same Scenario#A. “Generalization Case 2” means the proxy model is trained based on training dataset from one Scenario#B, and then tested for monitoring on a dataset from a different Scenario#A. “Generalization Case 3” means the proxy model is trained based on mixing datasets from multiple scenarios including Scenario#A, and then tested for monitoring on the dataset from Scenario#A.
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Time independency is assumed over the test samples for monitoring
· Precoding matrix is used as the model input.
· 1-on-1 joint training is assumed.
· The performance metric is monitoring accuracy for Layer 1.
· Note: Results refer to Table 5.22 of R1-2308343

Table 5.22 Model monitoring with intermediate KPI-Case 2
	
	
	
	Case 1 

	Case 2-1, Generalization Case 1
	Case 2-1, Generalization Case 2
	Case 2-2
Generalization Case 1
	Case 2-2
Generalization Case 3

	HW#2/4/5
	Note
	
	1014bits
(L=10, p=0.9, beta=0.31);

1610bits
(L=12, p=0.8, beta=0.5)
	Train/test: UMa/UMa
	Train/test: UMa/InH
	
	

	
	KPI_th =0.02
	X
	
	
	
	
	

	
	
	Y
	
	
	
	
	

	
	
	Z
	89%;

97%
	31%
-58% over Case 1-1014bits;

-66% over Case 1-1610bits;
	25%
-6% over Case 2 (Genr-Case1)
	
	

	
	KPI_th =0.05
	X
	
	
	
	
	

	
	
	Y
	
	
	
	
	

	
	
	Z
	100%;

100%
	76%
-24% over Case 1-1014bits;

-24% over Case 1-1610bits;
	60%
-16% over Case 2 (Genr-Case1)
	
	

	
	KPI_th =0.1
	X
	
	
	
	
	

	
	
	Y
	
	
	
	
	

	
	
	Z
	100%;

100%
	95%
-5% over Case 1-1014bits;

-5% over Case 1-1610bits;
	81%
-14% over Case 2 (Genr-Case1)
	
	

	Lenovo
#1/2/3/4
	Note
	
	
	Similar/diff model structure
	
	
	

	
	KPI_th =0.02
	X
	
	
	
	
	

	
	
	Y
	
	
	
	
	

	
	
	Z
	
	78%/63%;
81%/77%
	
	
	

	
	KPI_th =0.05
	X
	
	
	
	
	

	
	
	Y
	
	
	
	
	

	
	
	Z
	
	94%/87%;
96%/95%
	
	
	

	
	KPI_th =0.1
	X
	
	
	
	
	

	
	
	Y
	
	
	
	
	

	
	
	Z
	
	98%/96%;
99%/98%
	
	
	

	Vivo#4~6/10~12
	Note
	
	1014bits
(L=10, p=0.9, beta=0.31),
1samp/
5samps/
10samps
	1samp/
5samps/
10samps
	
	
	

	
	KPI_th =0.02
	X
	
	
	
	
	

	
	
	Y
	67.25%/
78.78%/
86.7%
	71.32%/
72.75%/
77.6%
4.07%/
-6.03%/
-9.1% over Case 1
	
	
	

	
	
	Z
	
	
	
	
	

	
	KPI_th =0.05
	X
	
	
	
	
	

	
	
	Y
	99.59%/
100%/
100%

	95.18%/
99.55%/
99.8%
-4.41%/
-0.45%/
-0.2% over Case 1
	
	
	

	
	
	Z
	
	
	
	
	

	
	KPI_th =0.1
	X
	
	
	
	
	

	
	
	Y
	100%/
100%/
100%

	99.56%/
99.98%/
100%
-0.44%/
-0.02%/
0% over Case 1
	
	
	

	
	
	Z
	
	
	
	
	

	ZTE#2/3~11
	Note
	
	1014bits
(L=10, p=0.9, beta=0.31)
	Train/test: UMa/UMa;
UMi/UMi;
InH;InH
	Train/test: {UMi/UMa;
InH/UMa;}
{UMa/UMi;
InH /UMi;}
{UMa/ InH;
UMi/ InH;}
	
	

	
	KPI_th =0.02
	X
	
	
	
	
	

	
	
	Y
	
	
	
	
	

	
	
	Z
	70.32%
	71.31%; 65.63%;  84%
0.99%/ -4.69%/-13.68% over Case 1

	{60.54%;66.67}
{67.4%;57.82%}
{60.79%;46.58%}
{-10.77%;-4.64%}
{-1.77%;-7.81%}
{-23.21%;-37.42%}
over Case 2 (Genr-Case1)
	
	

	
	KPI_th =0.05
	X
	
	
	
	
	

	
	
	Y
	
	
	
	
	

	
	
	Z
	98.52%
	94.21%;  94.39%; 97.33%
-4.31%/
-4.31%/
-1.19% over Case 1
	{90.73%;92.24%}
{93.32%; 88.86%}
{80.27%;73.4%}
{-3.48%;-1.97%}
{-1.07%;-5.53%}
{-17.06%;-23.93%}
over Case 2 (Genr-Case1)
	
	

	
	KPI_th =0.1
	X
	
	
	
	
	

	
	
	Y
	
	
	
	
	

	
	
	Z
	99.92%
	99.22%; 99.3%; 99.74%
-0.7%/ 
-0.62%/
-0.18% over Case 1
	{98.45%;99.04%}
{99.14%; 98.36%}
{90.80%;88.38%}
{-0.77%;-0.18%}
{-0.16%;-0.94%}
{-8.94%;-11.36%}
over Case 2 (Genr-Case1)
	
	

	Fujitsu#1/2
	Note
	
	1579bits (L=12, p=0.95, beta=0.5)
	
	
	
	

	
	KPI_th =0.02
	X
	89.1%
	39.1%
-50% over Case 1
	
	
	

	
	
	Y
	90.95%
	44.75%
-46.2% over Case 1
	
	
	

	
	
	Z
	92.55%
	76.2%
-16.35% over Case 1
	
	
	

	
	KPI_th =0.05
	X
	100%
	77.95%
-22.05% over Case 1
	
	
	

	
	
	Y
	99.9%
	82.1%
-17.8% over Case 1
	
	
	

	
	
	Z
	100%
	99.6%
-0.4% over Case 1
	
	
	

	
	KPI_th =0.1
	X
	100%
	97.3%
-2.7 % over Case 1
	
	
	

	
	
	Y
	100%
	98.5%
-1.5% over Case 1
	
	
	

	
	
	Z
	100%
	100%
-0% over Case 1
	
	
	

	QC#1~6
	Note
	
	
	
	
	Train/test: 
Dense Urban / Dense Urban, 1 sample; 
Dense Urban / Dense Urban, 5 samples avg
	Train/test: 
{ (Dense Urban + Random)  / Dense Urban, 1 sample; 
(Dense Urban + Random) / Random, 1 sample}
{(Dense Urban + Urban Macro) / Dense Urban , 5 samples avg; (Dense Urban + Urban Macro) / Urban Macro, 5 samples avg},

	
	KPI_th =0.02
	X
	
	
	
	
	

	
	
	Y
	
	
	
	61%/72.1%
	{60%; 71.3%}
{63.96%, 62.5%}

	
	
	Z
	
	
	
	
	

	
	KPI_th =0.05
	X
	
	
	
	
	

	
	
	Y
	
	
	
	91.2%/96.6%
	{90.4%; 99.3%}
{93.17%; 93.2%}

	
	
	Z
	
	
	
	
	

	
	KPI_th =0.1
	X
	
	
	
	
	

	
	
	Y
	
	
	
	99.2%/99.75%
	{99%; 100%}
{99.59%; 99.6%}

	
	
	Z
	
	
	
	
	

	Summary
	Note
	
	
	
	
	
	

	
	KPI_th =0.02
	
	~1000bits:
34.9%~89%
HW, ZTE, E///,
Vivo

~1600bits:
89.1%~97%
HW, Fujitsu
	31%~84%
HW, Lenovo, vivo, ZTE, Fujitsu

+0.99%~+4.07% over Case 1-1000bits ZTE, Vivo

-6.03%~-58% over Case 1-1000bits
HW, ZTE, Vivo

-16.35%~-66% over Case 1-1600bits
HW, Fujitsu
	
-1.77%~-37.42% over Case 2 (Genr-Case1)
HW, ZTE


	61%~72.1%
	60%~71.3%
QC

	
	KPI_th =0.05
	
	~1000bits: 82.9%~100%
HW, ZTE, E///,
Vivo

~1600bits:
99.9%~100%
HW, Fujitsu
	65.63%~99.8%
HW, Lenovo, vivo, ZTE, Fujitsu

-0.2%~-24% over Case 1-1000bits
HW, ZTE, Vivo

-0.4%~-24% over Case 1-1600bits
HW, Fujitsu
	
-1.07%~-23.93% over Case 2 (Genr-Case1)

HW, ZTE
	91.2%~96.6%
	90.4%~
99.3%
QC

	
	KPI_th =0.1
	
	~1000bits: 99.9%~100%
HW, ZTE, E///,
Vivo

~1600bits:
100%
HW, Fujitsu
	95%~100%
HW, Lenovo, vivo, ZTE, Fujitsu

0%~-5% over Case 1-1000bits
HW, ZTE, Vivo

0%~-24% over Case 1-1600bits
HW, Fujitsu
	
-0.16%~-14% over Case 2 (Genr-Case1)
HW, ZTE
	99.2%~99.75%
	99%~100%
QC



Issue#3-8 [Rd4] (High priority) Type 2-Case 2 (1 NW part to M>1 UE parts)
Moderator note: No update on top of previous rounds.

Proposed observation 3.1.8:
For the evaluation of Type 2 training between 1 NW part model and M>1 separate UE part models (Case 2), as compared to joint training between 1 NW part model and the 1 UE part model,
· 7 sources [Huawei, Ericsson, Qualcomm, vivo, Fujitsu, InterDigital, MediaTek] observe minor degradation of -0%~-1.67% or positive gain;
· 3 sources [Huawei, Ericsson, Qualcomm, vivo, Fujitsu, InterDigital, MediaTek] observe moderate degradation of -2.5%~-6.5%.
· Note: among the above sources, 5 sources [Huawei, Ericsson, Qualcomm, vivo, Fujitsu] adopt simultaneous training, while 1 source [Qualcomm] adopts sequential training starting with NW side training.
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· The performance metric is SGCS for Layer 1.
· Same pair of NW part model and UE part model between 1-on-1 joint training and Type 2 training.
· M=2, 3, or 4 are considered.
· Note: Results refer to Table 5.23 of R1-2308343

Table 5.23. Type 2 training for CSI compression - 1 NW to pair with M>1 UEs (Case 2)
	
	CSI payload
	Benchmark
(#A~D: NW part;
#1~4: UE part)
NW#A -UE#1/ UE#2/ UE#3/ UE#4
	N=2
UE#1/ UE#2
	N=3
UE#1/ UE#2/ UE#3
	N=4
UE#1/ UE#2/ UE#3/ UE#4

	HW#1- Simultaneous
	Descrip
	TF#A -TF#1/TF#2/CNN#1
	
	TF#A to pair with TF#1/TF#2 /CNN#1
	

	
	X
	
	
	
	

	
	Y
	
	
	
	

	
	Z
	0.918/0.913/0.857
	
	-1.4%/ -1.1%/ -6.5%
	

	E///#1- Simultaneous
	Descrip
	CNN#A - CNN#1/ CNN#2
	CNN#A to pair with CNN#1/ CNN#2
	
	

	
	X
	0.751 / 0.744;
	-0.8%/ -0.4%;
	
	

	
	Y
	0.808 / 0.812;
	0%/ 0%;
	
	

	
	Z
	0.865 / 0.864
	-1.3%/ -1.5%
	
	

	Qualcomm #1- Simultaneous
	Descrip
	TF#A -TF#1/TF#2/CNN#1
	
	TF#A to pair with TF#1/TF#2 /CNN#1
	

	
	X
	
	
	
	

	
	Y
	0.8227 / 0.8028 / 0.7854
	
	-1.67%/-0.15%/ +1.36%
	

	
	Z
	
	
	
	

	Qualcomm #2- Sequential
	Descrip
	Frozen TF#A - CNN#1
	TF#A to pair with CNN#1
	
	

	
	X
	
	
	
	

	
	Y
	0.7854
	+0.7%
	
	

	
	Z
	
	
	
	

	vivo #1- Simultaneous
	Descrip
	TF#A -TF#1/ TF#2/CNN#1;

TF#B -TF#1/ TF#2/CNN#1;

CNN#A -TF#1/ TF#2/CNN#1;
	
	TF#A to pair with TF#1/TF#2 /CNN#1;

TF#A to pair with TF#1/TF#2 /CNN#1;

TF#A to pair with TF#1/TF#2 /CNN#1;
	

	
	X
	0.750/0.742/0.726;

0.755/0.737/0.722;

0.746/0.736/0.724
	
	-0.8%/ +0.2%/ +0.0%;

-1.1%/ +0.3%/ +0.1%;

-0.0%/ +0.3%/ +0.2%
	

	
	Y
	818/0.807/0.795;

0.812/0.807/0.773;

0.807/0.798/0.794
	
	-1.1%/ -0.6%/
-0.1%;

+0.2%/ -0.3%/ +0.1%;

+0.2%/ +0.4%/ +0.6%
	

	
	Z
	0.893/0.886/0.876;

0.888/0.882/0.834;

0.880/0.877/0.878
	
	-0.5%/ -0.3%/ +0.1%;

-0.1%/ -0.1%/ +3.8%;

+0.2%/ -0.2%/ -0.1%
	

	Fujitsu #1- Simultaneous
	Descrip
	TF#A -TF#1/ CNN#1
	TF#A to pair with TF#1/CNN#1
	
	

	
	X
	
	-0.2%/ -2.79%
	
	

	
	Y
	
	-0.57%/ -2.46%
	
	

	
	Z
	
	-0.63%/ -0.74%
	
	

	InterDigital #1
	Descrip
	TF#A -TF#1/ EVCsiNet#1
	TF#A to pair with TF#1/ EVCsiNet#1
	
	

	
	X
	
	
	
	

	
	Y
	
	
	
	

	
	Z
	
	0%/+2%
	
	

	MediaTek#1/ 2/3
	Descrip
	
	
	
	

	
	X
	
	
	
	

	
	Y
	
	
	
	

	
	Z
	
	
	
	-2.7%/ -2.7%/ +1.4%/ -1.4%;

-1.4%/-1.4%/ +1.4%/-1.4%;

-1.4%/ +1.5%/ -2.5%/ -1.4%

	Summary
	Minor
	-0%~-1.67 or positive gain
	Huawei, Ericsson, Qualcomm, vivo, Fujitsu, InterDigital, MediaTek

	
	Modrt
	-2.5%~-6.5%
	Huawei, Fujitsu, MediaTek

	
	
	
	
	
	

	
	
	
	
	
	



Issue#3-9 [Rd4] (High priority) Type 2-Case 3 (1 UE part to N>1 NW parts)
Moderator note: No update on top of previous rounds.

Proposed observation 3.1.9:
For the evaluation of Type 2 training between 1 UE part model and N>1 separate NW part models (Case 3), as compared to joint training between 1 NW part model and the 1 UE part model,
· 2 sources [vivo, MediaTek] observe minor degradation of -0%~-0.8% or positive gain;
· 1 source [MediaTek] observe moderate degradation of -1.4%~-4.2%.
· Note: among the above sources, 1 source [vivo] adopts simultaneous training.
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· The performance metric is SGCS for Layer 1.
· Same pair of NW part model and UE part model between 1-on-1 joint training and Type 2 training.
· N=2, 3, or 4 are considered.
· Note: Results refer to Table 5.24 of R1-2308343

Table 5.24 Type 2 training for CSI compression - 1 UE to pair with N>1 NWs (Case 3)
	
	CSI payload
	Benchmark
(#A~D: NW part;
#1~4: UE part)

NW#A/NW#B/ NW#C/NW#D-UE#1
	N=2
NW#A/NW#B/ NW#C
	N=3
NW#A/NW#B/ NW#C
	N=4
NW#A/NW#B/ NW#C/ NW#D

	vivo #1- Simultaneous
	Descrip
	TF#A/TF#B /CNN#A -TF#1;

TF#A/TF#B /CNN#A -TF#2;

TF#A/TF#B /CNN#A-CNN#1;
	
	TF#1 to pair with TF#A/TF#B /CNN#A;

TF#2 to pair with TF#A/TF#B /CNN#A;

CNN#1 to pair with TF#A/TF#B /CNN#A;
	

	
	X
	0.750/0.755/0.746;

0.742/0.737/0.736;

0.726/0.722/0.724
	
	-0.4%/-0.6%/
-0.2%;

+0.2%/+0.9%/ +0.4%;

+0.1%/+0.8%/
-0.2%/
	

	
	Y
	0.818/0.812/0.807;

0.807/0.807/0.798;

0.795/0.773/0.794
	
	-1.0%/-0.3%/
-0.4%;

-0.8%/-0.8%/
-0.5%;

-0.1%/+2.3%/
-0.4%
	

	
	Z
	0.893/0.888/0.880;

0.886/0.882/0.877

0.876/0.834/0.878
	
	-0.5%/-0.4%/
+0.1%

-0.4%/-0.6%/
-0.4%;

+0.0%/+2.8%/
-0.3%
	

	InterDigital #1
	Descrip
	
	
	
	

	
	X
	
	
	
	

	
	Y
	
	
	
	

	
	Z
	
	
	
	

	MediaTek#1/ 2/3
	Descrip
	
	
	
	

	
	X
	
	
	
	-4.1%/-1.4%/
0%/+1.4%;

-2.7%/-2.7%/
+4.4%/+4.4%;

-4.2%/-4.2%/
+4.3%/+4.6%

	
	Y
	
	
	
	

	
	Z
	
	
	
	

	Summary
	Minor
	-0%~-0.8 or positive gain
	vivo, MediaTek

	
	Modrt
	-1.4%~-4.2%
	MediaTek

	
	
	
	
	
	

	
	
	
	
	
	




Issue#3-13 [Rd4] (High priority) UE first training-1 NW to M>1 UE (Case 2)
Moderator note: No update on top of previous rounds.

Proposed observation 3.1.13:
For the evaluation of UE first separate training with dataset sharing manner for CSI compression, for the pairing between M>1 separate UE part models and 1 NW part model (Case 2), when taking 1-on-1 joint training between the NW part model and the UE part model as benchmark, larger performance loss is observed in general than the case of UE first separate training with 1 UE part model and 1 NW part model pairing (Case 1):
· 8 sources [Nokia, Qualcomm, Fujitsu, Lenovo, Apple, CATT, vivo, Xiaomi] observe minor loss of -0%~-1.82% compared to 1-on-1 joint training.
· 4 sources [Nokia, Lenovo, CATT, CMCC] observe moderate loss of -2.17%~-4.96% compared to 1-on-1 joint training.
· 2 sources [OPPO, MediaTek] observe significant loss of -11.56%~-73.7% compared to 1-on-1 joint training.
· Note: 1 source [Lenovo] observes other Type 3 implementations may achieve better performance.
· Note: the dataset sharing behavior from above sources follows the example of the agreement in the RAN1#111 meeting, where “the set of information includes the input and output of the Network side CSI generation part, or includes the output of the Network side CSI generation part only”.
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· The performance metric is SGCS for Layer 1.
· Same size of training dataset for benchmark, NW part training and the UE part training
· Same pair of NW part model and UE part model between 1-on-1 joint training and UE first separate training.
· Quantization/dequantization method/parameters between NW side and UE side are aligned.
· M=2, 3, or 4 are considered.
· Note: Results refer to Table 5.25 of R1-2308343

Table 5.25. UE first training for CSI compression - 1 NW to pair with M>1 UEs (Case 2)
	
	CSI payload
	Benchmark
(#A~D: NW part;
#1~4: UE part)
NW#A-UE#1/UE#2/ UE#3/UE#4
	M=2
UE#1/UE#2
	M=3
UE#1/UE#2/ UE#3
	M=4
UE#1/UE#2/ UE#3/UE#4

	Nokia#5
	Descrip
	TF#A-TF#1/TF#2
	TF#A to pair with TF#1 and TF#2
	
	

	
	X
	0.680/0.677
	-0.7%/1%
	
	

	
	Y
	0.788/0.771
	-5%/-3%
	
	

	
	Z
	0.859/0.846
	-0.5%/-0.6%
	
	

	Qualcomm#1
	Descrip
	TF#A-TF#1/CNN#1
	TF#A to pair with TF#1 and CNN#1
	
	

	
	X
	
	
	
	

	
	Y
	0.8062 / 0.7854
	-0.2%/ +0.3%
	
	

	
	Z
	
	
	
	

	Lenovo#1
	Descrip
	CNN#A-TF#1/CNN#1
	CNN#A to pair with TF#1 and CNN#1
	
	

	
	X
	
	
	
	

	
	Y
	0.893/0.882
	-2.3%/ +0.7%
	
	

	
	Z
	
	
	
	

	Lenovo#2
Iterative training, R1-2307806
	Descrip
	CNN#A-TF#1/CNN#1
	CNN#A to pair with TF#1 and CNN#1
	
	

	
	X
	
	
	
	

	
	Y
	0.893/0.882
	+0.1%/ +1.2%
	
	

	
	Z
	
	
	
	

	Apple
	Descrip
	TF#A-TF#1/TF#2/TF#3
	
	TF#A to pair with TF#1/ TF#2/TF#3
	

	
	X
	0.725235
	
	-1.7%
	

	
	Y
	
	
	
	

	
	Z
	
	
	
	

	Fujitsu#1
	Descrip
	TF#A-TF#1/CNN#1
	TF#A to pair with TF#1 and CNN#1
	
	

	
	X
	0.725235
	-0.76%/-0.28%
	
	

	
	Y
	
	-1.82%/-0.24%
	
	

	
	Z
	
	-0.72%/+0.19%
	
	

	CATT#1
	Descrip
	TF#A-TF#1/TF#2/
CNN#1
	
	TF#A to pair with TF#1/
TF#2/CNN#1
	

	
	X
	0.6387/0.6245/
0.5419
	
	-2.41%/-2.45%
/-4.00%
	

	
	Y
	0.6995/0.6965/
0.5894
	
	-2.26%/-2.17%/
-3.95%
	

	
	Z
	0.7719/0.7605/
0.6490
	
	-1.31%/-1.58%/
-4.81%
	

	MediaTek #1/2/3
	Descrip
	
	
	
	

	
	X
	
	
	
	

	
	Y
	
	
	
	

	
	Z
	
	
	
	-54.2%/-61.5%/ -70.6%/ -61.87%;

-55.3%/ -65.9% / -73.7%/ -62.6%;

-48.9%/ -56.9%/ -61.3%/ -42.9%

	vivo#3
	Descrip
	TF#A-TF#1/TF#2/
CNN#1
	
	TF#A to pair with TF#1/
TF#2/CNN#1
	

	
	X
	0.750/0.742/0.726
	
	-1.5%/-1.2%/ 
-1.6%
	

	
	Y
	
	
	
	

	
	Z
	
	
	
	

	OPPO#2
	Descrip
	TF#A-TF#1/
CNN#1
	TF#A to pair with TF#1/
CNN#1
	
	

	
	X
	
	-4.96%/-11.56%
	
	

	
	Y
	
	
	
	

	
	Z
	
	
	
	

	Xiaomi#1
	Descrip
	TF#A-TF#1/TF#2/
CNN#1;

TF#B-TF#1/TF#2/
CNN#1;

CNN#A-TF#1/TF#2/
CNN#1
	
	TF#A to pair with TF#1/TF#2/
CNN#1;

TF#B to pair with TF#1/TF#2/
CNN#1;

CNN#A to pair with TF#1/TF#2/
CNN#1
	

	
	X
	
	
	
	

	
	Y
	0.8118/0.8093/ 0.7421;

0.81/0.8085/0.7408

0.7489/0.7467/ 0.7135
	
	-0.55%/ -0.52%/
-0.54%;

-0.62%/ -0.64% /
-0.54%;

-0.44%/-0.36% /
-0.43%
	

	
	Z
	
	
	
	

	CMCC#7
	Descrip
	TF#A-TF#1/TF#2
	TF#A to pair 
with TF#1 and TF#2
	
	

	
	X
	
	
	
	

	
	Y
	0.7656/0.7662
	-3.96%/-4.57%
	
	

	
	Z
	
	
	
	

	Summary
	
	
	
	
	

	
	-0%~-1.82%
	
	Nokia, Qualcomm, Fujitsu, Lenovo
	Apple, CATT, vivo, Xiaomi
	

	
	-2.17%~-4.96%
	
	Nokia, Lenovo, CMCC
	CATT
	

	
	-11.56%~-87%
	
	OPPO
	
	MediaTek,




Issue#2-16 [Rd4] (High priority) Benchmark#1-SGCS gain and impact of input type

Observation 2.1.16:
For the AI/ML based CSI prediction, compared with the benchmark of the nearest historical CSI:
· spatial consistency is not adopted in 15 sources [Huawei, ZTE, ETRI, CMCC, Apple, Spreadtrum, Nokia, CATT, Fujitsu, Samsung, NVIDIA, vivo, InterDigital, Xiaomi, CEWiT], wherein
· 16 sources [ZTE, Nokia, Spreadtrum, NVIDIA, Apple, Huawei, Samsung, Fujitsu, CATT, vivo, MediaTek, InterDigital, ETRI, Xiaomi, CMCC, CEWiT] observe the gain of 0.46% ~ 44.8% using raw channel matrix as input, wherein
· 4 sources [Xiaomi, NVIDIA, InterDigital, Samsung] observe the gain of 0.46%~6.3%.
· 14 sources [Huawei, Samsung, ZTE, Spreadtrum, Fujitsu, CATT, Apple, InteDigital, ETRI, Xiaomi, CMCC, CEWiT, NVIDIA, vivo] observe the gain of 7.57%~26.47%.
· 5 sources [vivo, Fujitsu, CMCC, CEWiT, Nokia] observe the gain of 29.03%~44.8%.
· 4 sources [ZTE, CATT, ETRI, OPPO] observe the gain of 2.24% ~ 19.4% using precoding matrix as input, which is in general worse than using raw channel matrix as input
· spatial consistency is adopted in 4 sources, all of which use raw channel matrix as input, wherein
· 3 sources [Nokia, vivo, MediaTek] observe the gain of 1.7%~35.51%.
· 1 source [MediaTek] observe the gain of 76.6%.
· 1 source [InterDigital] observe the loss of -5.5%.
· Note: the above results are based on the following assumptions
· The observation window considers to start as early as 15ms~50ms.
· A future 4ms or 5ms instance from the prediction output is considered for calculating the metric.
· UE speed includes 10km/h, 30km/h, and 60km/h. The same UE speed is assumed for both training and inference.
· The performance metric is SGCS in linear value for layer 1.
· Note: Results refer to Table 5.26 of R1-2308343


Table 5.26 SGCS gain of CSI prediction over Benchmark#1-Impact of input type
	OB window
	Precoding matrix
	Raw channel matrix

	
	10km/h
	30km/h
	60km/h
	10km/h
	30km/h
	60km/h

	HW#1
	
	
	
	
	
	18%

	ZTE#1/3
	
	5.64%
	
	
	18.72%~26.47%
	

	Spreadtrum#1
	
	
	
	
	16.36%
	20.6%

	Samsung#1/2
	
	
	
	2.4%
	
	11.2%

	Fujitsu#1/2/3
	
	
	
	
	33%
	19.6%

	CATT#1
	19.4%
	
	
	7.57%~7.85%
	
	9.10%~10.52%

	Apple#1
	
	
	
	
	20.2232%
	

	vivo#1/2
w/ spatial consistency
	
	
	
	
	12.65%
	13.8%

	vivo#4
w/o spatial consistency
	
	
	
	
	
	29.03%

	MediaTek#1~4
w/ spatial consistency
	
	
	
	8.7%
	76.6%
	1.7%~2.6%

	InterDigital#1/2
w/o spatial consistency
	
	
	
	6.3%
	19.5%
	

	InterDigital#3
w/ spatial consistency
	
	
	
	
	-5.5%
	

	ETRI#1~2
	
	2.24%
	
	
	10.43%
	

	Xiaomi#1~6
	
	
	
	2.45%
	14.56%~16.75%
	0.46%~1.38%

	CMCC#6/8/9
	
	
	
	21.93%
	41.75%
	19.98%

	NVIDIA#1~4
	
	
	
	2.7%
	14%~19.2%
	2.3%

	OPPO#1
	
	6%
	
	
	
	

	CEWiT#1#3
	
	
	
	12.5%
	44.8%
	

	Nokia#2
w/ spatial consistency
	
	
	
	
	35.51%
	

	Summary
	10km/h~60km/h: 
3 sources:2.24%~6%;
[ZTE, ETRI, OPPO]

1 source: 19.4%
[CATT]
All without spatial consistency
	10km/h~60km/h: 
With spatial consistency:
1 source: 1.7%~2.6%;
[MediaTek]

3 sources: 8.7%~35.51%;
[vivo, MediaTek, Nokia]

1 source: 76.6%;
[MediaTek]

1 source: -5.5%;
[InterDigital]

Without spatial consistency:
4 sources: 0.46%~6.3%;
[Xiaomi, NVIDIA, InterDigital, Samsung]

14 sources: 7.57%~26.47%;
[Huawei, Samsung, ZTE, Spreadtrum, Fujitsu, CATT, Apple, InterDigital, ETRI, Xiaomi, CMCC, NVIDIA, CEWiT, vivo]

5 sources: 29.03%~44.8%;
[vivo, Fujitsu, CMCC,CEWiT, Nokia]
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Issue#2-17 [Rd4] (High priority) Benchmark#1- impact of UE speed on SGCS gain

Updated Observation 2.1.17:
For the AI/ML based CSI prediction, compared to the Benchmark#1 of the nearest historical CSI, in terms of SGCS, from UE speed perspective, in general the gain of AI/ML based solution is related with the UE speed:
· For 10km/h UE speed, 6 sources [Samsung, Xiaomi, InterDigital, CEWiT, MediaTek, NVIDIA] observe 2.4%~12.5% gain (2.4%~12.5% gain for 5 sources [Samsung, Xiaomi, InterDigital, CEWiT, NVIDIA] who do not adopt spatial consistency, and 8.7% gain for 1 source [MediaTek] who adopts spatial consistency), 1 source [CMCC] observes 21.93% gain (who does not adopt spatial consistency).
· For 30km/h UE speed, 1 source [InterDigital] observes loss of -5.5% (who adopts spatial consistency), 3 sources [OPPO, ETRI, CATT] observe 6%~10.43% gain (who do not adopt spatial consistency), 8 sources [ZTE, Fujitsu, Apple, Xiaomi, Spreadtrum, InterDigital, NVIDIA, vivo] observe 12.65%~33% gain (14.65%~33% gain for 7 sources [ZTE, Fujitsu, Apple, Xiaomi, Spreadtrum, InterDigital, NVIDIA] who do not adopt spatial consistency, and 12.65% gain for 1 source [vivo] who adopts spatial consistency), and 3 sources [MediaTek, CMCC, CEWiT] observe 41.75%~ 76.6% gain (41.75%~ 44.8% gain for 2 sources [CMCC, CEWiT] who do not adopt spatial consistency, and 76.6% gain for 1 source [MediaTek] who adopts spatial consistency), which are in general larger than 10km/h UE speed.
· For 60km/h UE speed, 3 sources [Xiaomi, NVIDIA, MediaTek] observe 0.46%~2.6% gain (0.46%~2.3% gain for 2 sources [Xiaomi, NVIDIA] who do not adopt spatial consistency, and 1.7%~2.6% gain for 1 source [MediaTek] who adopts spatial consistency), 7 sources [Huawei, Samsung, vivo, CMCC, Fujitsu, CATT, Spreadtrum] observe 9.1%~20.6% gain (9.1%~20.6% gain for 6 sources [Huawei, Samsung, CMCC, Fujitsu, CATT, Spreadtrum] who do not adopt spatial consistency, and 13.8% gain for 1 source [vivo] who adopts spatial consistency), 1 source [vivo] observe 29.03% gain, which are in general smaller than 30km/h UE speed.
· Note: the above results are based on the following assumptions
· The observation window considers to start as early as 15ms~50ms.
· A future 4ms or 5ms instance from the prediction output is considered for calculating the metric.
· Raw channel matrix is considered as model input
· The performance metric is SGCS in linear value for layer 1.
· No post processing is considered.
· Note: Results refer to Table 5.27 of R1-2308343

Table 5.27 SGCS gain of CSI prediction over Benchmark#1-Impact of UE speed
	OB window
	3/5ms~ 5/5ms
	6/5ms~10/5ms

	
	10km/h
	30km/h
	60km/h
	10km/h
	30km/h
	60km/h

	HW#1
	
	
	18%
	
	
	

	ZTE#1/3
	
	18.72%~ 22.05%
	
	
	25.51%~ 26.47%
	

	SS#1/2
	2.4%
	
	11.2%
	
	
	

	Fujitsu#1/2/3
	
	33%
	19.6%
	
	
	

	Apple#1
	
	L1: 20.2232%

	
	
	
	

	vivo#1/2
w/ spatial consistency
	
	
	
	
	12.65%
	13.8%

	vivo#4
w/o spatial consistency
	
	
	
	
	
	29.03%

	InterDigital#1/2
w/o spatial consistency
	L1: 6.3% 
	L1:19.5%

	
	
	
	

	InterDigital#3
w/ spatial consistency
	
	L1:-5.5%
	
	
	
	

	MTK#1
w/ spatial consistency
	
	
	
	8.7%
	76.6%
	1.7%~2.6%

	ETRI#1
	
	10.43%
	
	
	
	

	Xiaomi#1~6
	2.45%
	14.56%
	0.46%
	2.44%
	16.75%
	1.38%

	CMCC#6/8/9
	21.93%
	41.75%
	19.98%
	
	
	

	OPPO#1
	
	6%
	
	
	
	

	NVIDIA
	2.7%
	19.2%
	2.3%
	
	
	

	Spreadtrum#1
	
	16.36%
	20.6%
	
	
	

	CEWiT
	12.5%
	44.8%
	
	
	
	

	CATT
	
	7.57%
	9.10%
	
	7.85%
	10.52%

	Summary
	10km/h
	30km/h
	60km/h

	
	Without spatial consistency:
5 sources: 2.4%~12.5%;
[SS, Xiaomi, InterDigital, CEWiT, NVIDIA]

1 source: 21.93%
[CMCC]

With spatial consistency:
1 source: 8.7%
[MediaTek]
	Without spatial consistency:
3 sources: 6%~10.43% [OPPO, ETRI, CATT]
7 sources: 14.65%~33% [ZTE, Fujitsu, Apple, Xiaomi, Spreadtrum, InterDigital, NVIDIA]
2 sources: 41.75%~ 44.8%
[CMCC, CEWiT]

With spatial consistency:

1 source: -5.5%
[InterDigital]

1 source: 12.65%;
[vivo]

1 source: 76.6%
[MTK]
	Without spatial consistency:
2 sources: 0.46%~2.3% [Xiaomi, NVIDIA]
6 sources: 9.1%~20.6%
[HW, SS, CMCC, Fujitsu, CATT, Spreadtrum
1 source: 29.03%
[vivo]

With spatial consistency:
1 source: 1.7%~2.6%
[MTK]
1 source: 13.8%
[vivo]




Issue#2-18 [Rd4] (High priority) UPT gain-Mean UPT

Updated Observation 2.1.18:
For the AI/ML based CSI prediction, in terms of mean UPT, gains are observed compared to both Benchmark#1 of the nearest historical CSI and Benchmark#2 of a non-AI/ML based CSI prediction approach:
· Compared to the benchmark of the nearest historical CSI:
· For FTP traffic:
· 4 sources [Huawei, Spreadtrum, InterDigital, vivo] observe 1.2%~4.9% gain;
· 2 sources [Apple, vivo] observe 5.3%~10.58% gain;
· 2 sources [vivo, MediaTek] observe 15.1% ~23.5% gain.
· 1 source [InterDigital] observes loss of -1.3%~-13.8%.
· For full buffer traffic:
· 1 source [Nokia] observes 2%~3% gain;
· 2 sources [vivo, MediaTek] observe 7.6%~15.6% gain.
· Compared to the benchmark of an auto-regression/Kalman filter based CSI prediction:
· For FTP traffic:
· 3 sources [Huawei, vivo, MediaTek] observe 0.7%~7.0% gain;
· 1 source [vivo] observes 8.01%~24.71% gain.
· 2 sources [MediaTek, InterDigital] observe loss of -0.1%~-2.4%.
· 1 source [MediaTek, InterDigital] observe loss of -3%~-17%.
· For full buffer traffic:
· 2 sources [vivo, MediaTek] observes 0.6%~2.78% gain.
· 1 source [vivo] observes 8.1%~11.5% gain.
· Note: the above results are based on the following assumptions
· The UE speed is 30km/h or 60km/h.
· The observation window considers to start as early as 15ms~50ms.
· A future 4ms or 5ms instance from the prediction output is considered for calculating the metric.
· Raw channel matrix is considered as model input
· The performance metric is mean UPT for Max rank 1.
· No post processing is considered.
· Note: Results refer to Table 5.28 of R1-2308343

Table 5.28 Gain of CSI prediction– Mean UPT
	BM#1
	30km/h
	60km/h

	
	RU<=39%
	RU 40%-69%
	RU >=70%
	RU<=39%
	RU 40%-69%
	RU >=70%

	HW#1-FTP
	
	
	
	1.2% (62bits)
1.7% (111bits)
2.1% (279bits)
	1.8% (62bits)
3.9% (111bits)
3.5% (279bits)
	2.5% (62bits)
3.1% (111bits)
4.2% (279bits)

	Apple#1- FTP
	7.6%
	8.5%
	8.5%
	
	
	

	Vivo#4- FTP w/o spatial consistency
	
	
	
	2.02% (64 bits)
	4.64%(64 bits)
	7.61%(64 bits)

	Vivo#1/2- FTP w/ spatial consistency
	5.3%
	9.93%
	10.58%
	9.7%
	15.1%
	17.2%

	MTK#2
w/ spatial consistency
	18.4% (311bits)
	23.5% (311bits)
	19.9% (311bits)
	
	
	

	Spreadtrum#1 FTP
	
	
	
	
	2.4%/4.3%/2.2%
(72bits/133bits/248bits)
	2.8%/4.9%/4.2%
(72bits/133bits/248bits)

	InterDigital#2 FTP
w/o spatial consistency
	4% (384 bits)
	4.9% (384 bits)
	1.6% (384 bits)
	
	
	

	InterDigital#3 FTP
w/ spatial consistency
	-1.3%
	-6.8%
	-13.8%
	
	
	

	Vivo#4-FB
w/o spatial consistency
	
	7.6%(64 bit)

	Vivo#1/2-FB
w/ spatial consistency
	15.6%
	10.9%

	Nokia#1-FB
w/ spatial consistency
	2%~3% (303 bits)
	

	MTK#1 FB
w/ spatial consistency
	8.7% (279bit)
	

	BM#2
	30km/h
	60km/h

	
	RU<=39%
	RU 40%-69%
	RU >=70%
	RU<=39%
	RU 40%-69%
	RU >=70%

	HW#1- FTP
	
	
	
	0.7% (62bits)
0.9% (111bits)
0.8% (279bits)
	2.3% (62bits)
3.1% (111bits)
2.5% (279bits)
	2.4% (62bits)
2% (111bits)
2.5% (279bits)

	Vivo#4- FTP w/o spatial consistency
	
	
	
	8.01%(64 bits)
	16.64%(64 bits)
	24.71% (64 bits)

	Vivo#1/2- FTP w/ spatial consistency
	0.57%
	0.68%
	2.32%
	3.4%
	5.1%
	7.0%

	MTK#2 FTP
w/ spatial consistency
	-0.6% (311bits)
	-0.1% (311bits)
	0.7% (311bits)
	
	
	

	InterDigital FPT w/o spatial consistency
	-0.8% (384 bits)
	-2.2%  (384 bits)
	-2.4% (384 bits)
	
	
	

	InterDigital FTP w/ spatial consistency
	-3% (384 bits)
	-9.1% (384 bits)
	-17% (384 bits)
	
	
	

	Vivo#4-FB
w/o spatial consistency
	
	11.5%

	Vivo#1/2- FB w/ spatial consistency
	2.3%
	8.1%

	MTK#1 FB
w/ spatial consistency
	0.6% (311bits)
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Issue#2-19 [Rd4] (High priority) UPT gain-5% UPT

Observation 2.1.19:
For the AI/ML based CSI prediction, in terms of 5% UPT, gains are observed compared to both Benchmark#1 of the nearest historical CSI and Benchmark#2 of a non-AI/ML based CSI prediction approach:
· Compared to the benchmark of the nearest historical CSI:
· For FTP traffic:
· 4 sources [Huawei, vivo, Spreadtrum, InterDigital] observe 1% ~9.7% gain;
· 5 sources [Huawei, Apple, vivo, InterDigital, Spreadtrum] observe 10%~26.4% gain;
· 1 source [InterDigital] observes loss of -11.6%~-14%;
· For full buffer traffic:
· 3 sources [Nokia, vivo, MediaTek] observe 3.5%~35.3% gain;
· Compared to the benchmark of an auto-regression/Kalman filter based CSI prediction:
· For FTP traffic:
· 3 sources [Huawei, vivo, InterDigital] observe 0.18%~17.58% gain;
· 1 source [InterDigital] observes -8.2%~-12.4% degradation;
· For full buffer traffic:
· 1 source [vivo] observes 6.7% ~15.4% gain.
· 1 source [MediaTek] observes -2% degradation
· Note: the above results are based on the following assumptions
· The UE speed is 30km/h or 60km/h.
· The observation window considers to start as early as 15ms~50ms.
· A future 4ms or 5ms instance from the prediction output is considered for calculating the metric.
· Raw channel matrix is considered as model input
· The performance metric is mean UPT for Max rank 1.
· No post processing is considered.
· Note: Results refer to Table 5.29 of R1-2308343

Table 5.29 Gain of CSI prediction– 5% UPT
	BM#1
	30km/h
	60km/h

	
	RU<=39%
	RU 40%-69%
	RU >=70%
	RU<=39%
	RU 40%-69%
	RU >=70%

	HW#1-FPT
	
	
	
	4.5% (62bits)
18.3% (111bits)
8% (279bits)
	11.3% (62bits)
9.3% (111bits)
8.6% (279bits)
	17.8% (62bits)
13.4% (111bits)
16.4% (279bits)

	Apple#1-FPT
	12.9%
	20.1%
	15.8%
	
	
	

	Vivo#4- FTP w/o spatial consistency
	
	
	
	3.33%(64 bits)
	9.19%(64 bits)
	23.37%(64 bits)

	Vivo#1/2- FTP w/ spatial consistency
	8.6%
	11.39%
	14.75%
	6.9%
	13.0%
	20.0%

	Spreadtrum FTP
	
	
	
	
	10.3%/8.7%/9.7%
(72bits/133bits/248bits)
	15.9%/12.8%/14.9%
(72bits/133bits/248bits)

	InterDigital#2 FTP
w/o spatial consistency
	26.4% (384 bits)
	20.7% (384 bits)
	10% (384 bits)
	
	
	

	InterDigital#3 FTP
w/ spatial consistency
	1% (384 bits)
	-11.6% (384 bits)
	-14% (384 bits)
	
	
	

	Vivo#4- FB w/o spatial consistency 
	
	3.5%(64 bit)

	Vivo#1/2- FB w/ spatial consistency
	35.3%(64 bit)
	33.0%(64 bit)

	Nokia#1-FB
w/ spatial consistency
	6%~15% (303 bits)
	

	MTK FB
w/ spatial consistency
	7.7%  (279bit)
	

	BM#2
	30km/h
	60km/h

	
	RU<=39%
	RU 40%-69%
	RU >=70%
	RU<=39%
	RU 40%-69%
	RU >=70%

	HW#1-FPT
	
	
	
	2.5% (62bits)
5.2% (111bits)
4.3% (279bits)
	7.7% (62bits)
7% (111bits)
8.6% (279bits)
	14.8% (62bits)
6.7% (111bits)
10.2% (279bits)

	Vivo#4- FTP w/o spatial consistency
	
	
	
	
17.58%(64 bits)
	
53.35%(64 bits)
- Modertor note: BM#2 result outperforms BM#1 results? Not captured to the observation
	
79.25%(64 bits)
- Modertor note: BM#2 result outperforms BM#1 results? Not captured to the observation

	Vivo#1/2- FTP w/ spatial consistency
	0.9%
	1.44%
	2.94%
	0.5%
	3.1%
	16%

	InterDigital#2 FTP
w/o spatial consistency
	0.9% (384 bits)
	-8.2% (384 bits)
	-12.4% (384 bits)
	
	
	

	InterDigital#3 FTP
w/ spatial consistency
	3.4% (384 bits)
	-21% (384 bits)
	-14% (384 bits)
	
	
	

	Vivo#4-FB
w/o spatial consistency
	
	15.4%(64 bit)

	Vivo#1/2- FTP w/ spatial consistency
	6.7%(64 bit)
	11%(64 bit)

	MTK FB w/ spatial consistency
	-2%  (311bits)
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Appendix I: Agreement list
Agreements of the 109-e meeting
Agreement
For the performance evaluation of the AI/ML based CSI feedback enhancement, system level simulation approach is adopted as baseline
· Link level simulation is optionally adopted

Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, for the calibration purpose on the dataset and/or AI/ML model over companies, consider to align the parameters (e.g., for scenarios/channels) for generating the dataset in the simulation as a starting point.

Agreement 
For the evaluation of the AI/ML based CSI feedback enhancement, for ‘Channel estimation’, ideal DL channel estimation is optionally taken into the baseline of EVM for the purpose of calibration and/or comparing intermediate results (e.g., accuracy of AI/ML output CSI, etc.)
· Note: Eventual performance comparison with the benchmark release and drawing SI conclusions should be based on realistic DL channel estimation.
· FFS: the ideal channel estimation is applied for dataset construction, or performance evaluation/inference.
· FFS: How to model the realistic channel estimation
· FFS: Whether ideal channel is used as target CSI for intermediate results calculation with AI/ML output CSI from realistic channel estimation
Agreement 
For the evaluation of the AI/ML based CSI feedback enhancement, companies can consider performing intermediate evaluation on AI/ML model performance to derive the intermediate KPI(s) (e.g., accuracy of AI/ML output CSI) for the purpose of AI/ML solution comparison.

Agreement 
For the evaluation of the AI/ML based CSI feedback enhancement, Floating point operations (FLOPs) is adopted as part of the ‘Evaluation Metric’, and reported by companies.

Agreement 
For the evaluation of the AI/ML based CSI feedback enhancement, AI/ML memory storage in terms of AI/ML model size and number of AI/ML parameters is adopted as part of the ‘Evaluation Metric’, and reported by companies who may select either or both.
· FFS: the format of the AI/ML parameters
Agreement 
For the evaluation of the AI/ML based CSI compression sub use cases, a two-sided model is considered as a starting point, including an AI/ML-based CSI generation part to generate the CSI feedback information and an AI/ML-based CSI reconstruction part which is used to reconstruct the CSI from the received CSI feedback information.
· At least for inference, the CSI generation part is located at the UE side, and the CSI reconstruction part is located at the gNB side.
Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, if SLS is adopted, the following table is taken as a baseline of EVM
· Note: the following table captures the common parts of the R16 CSI enhancement EVM table and the R17 CSI enhancement EVM table, while the different parts are FFS.
· Note: the baseline EVM is used to compare the performance with the benchmark release, while the AI/ML related parameters (e.g., dataset construction, generalization verification, and AI/ML related metrics) can be of additional/different assumptions.
· The conclusions for the use cases in the SI should be drawn based on generalization verification over potentially multiple scenarios/configurations.
· FFS: modifications on top of the following table for the purpose of AI/ML related evaluations.
	Parameter
	Value

	Duplex, Waveform
	FDD (TDD is not precluded), OFDM

	Multiple access
	OFDMA

	Scenario
	Dense Urban (Macro only) is a baseline.
Other scenarios (e.g. UMi@4GHz 2GHz, Urban Macro) are not precluded.

	Frequency Range
	FR1 only, FFS 2GHz or 4GHz as a baseline

	Inter-BS distance
	200m

	Channel model        
	According to TR 38.901

	Antenna setup and port layouts at gNB
	Companies need to report which option(s) are used between
-          32 ports: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ
-          16 ports: (8,4,2,1,1,2,4), (dH,dV) = (0.5, 0.8)λ
Other configurations are not precluded.

	Antenna setup and port layouts at UE
	4RX: (1,2,2,1,1,1,2), (dH,dV) = (0.5, 0.5)λ for (rank 1-4)
2RX: (1,1,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ for (rank 1,2)
Other configuration is not precluded.

	BS Tx power
	41 dBm for 10MHz, 44dBm for 20MHz, 47dBm for 40MHz

	BS antenna height
	25m

	UE antenna height & gain
	Follow TR36.873

	UE receiver noise figure
	9dB

	Modulation
	Up to 256QAM

	Coding on PDSCH
	LDPC
Max code-block size=8448bit

	Numerology
	Slot/non-slot
	14 OFDM symbol slot

	
	SCS
	15kHz for 2GHz, 30kHz for 4GHz

	Simulation bandwidth
	FFS

	Frame structure
	Slot Format 0 (all downlink) for all slots

	MIMO scheme
	FFS

	MIMO layers
	For all evaluation, companies to provide the assumption on the maximum MU layers (e.g. 8 or 12)

	CSI feedback
	Feedback assumption at least for baseline scheme
· CSI feedback periodicity (full CSI feedback) :  5 ms,
· Scheduling delay (from CSI feedback to time to apply in scheduling) :  4 ms

	Overhead
	Companies shall provide the downlink overhead assumption (i.e., whether the CSI-RS transmission is UE-specific or not and take that into account for overhead computation)

	Traffic model
	FFS

	Traffic load (Resource utilization)
	FFS

	UE distribution
	- 80% indoor (3km/h), 20% outdoor (30km/h)
FFS whether/what other indoor/outdoor distribution and/or UE speeds for outdoor UEs needed

	UE receiver
	MMSE-IRC as the baseline receiver

	Feedback assumption
	Realistic

	Channel estimation         
	Realistic as a baseline
FFS ideal channel estimation

	Evaluation Metric
	Throughput and CSI feedback overhead as baseline metrics.
Additional metrics, e.g., ratio between throughput and CSI feedback overhead, can be used.
Maximum overhead (payload size for CSI feedback)for each rank at one feedback instance is the baseline metric for CSI feedback overhead, and companies can provide other metrics.

	Baseline for performance evaluation
	FFS



Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, as a starting point, take the intermediate KPIs of GCS/SGCS and/or NMSE as part of the ‘Evaluation Metric’ to evaluate the accuracy of the AI/ML output CSI
· For GCS/SGCS, 
· FFS: how to calculate GCS/SGCS for rank>1
· FFS: whether GCS or SGCS is adopted
· FFS other metrics, e.g., equivalent MSE, received SNR, or numerical spectral efficiency gap.
Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, if LLS is preferred, the following table is taken as a baseline of EVM
· Note: the baseline EVM is used to compare the performance with the benchmark release, while the AI/ML related parameters (e.g., dataset construction, generalization verification, and AI/ML related metrics) can be of additional/different assumptions. 
· The conclusions for the use cases in the SI should be drawn based on generalization verification over potentially multiple scenarios/configurations.
· FFS: modifications on top of the following table for the purpose of AI/ML related evaluations.
· FFS: other parameters and values if needed
	Parameter
	Value

	Duplex, Waveform 
	FDD (TDD is not precluded), OFDM 

	Carrier frequency
	2GHz as baseline, optional for 4GHz

	Bandwidth
	10MHz or 20MHz

	Subcarrier spacing
	15kHz for 2GHz, 30kHz for 4GHz

	Nt
	32: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ

	Nr
	4: (1,2,2,1,1,1,2), (dH,dV) = (0.5, 0.5)λ

	Channel model
	CDL-C as baseline, CDL-A as optional

	UE speed
	3kmhr, 10km/h, 20km/h or 30km/h to be reported by companies

	Delay spread
	30ns or 300ns

	Channel estimation
	Realistic channel estimation algorithms (e.g. LS or MMSE) as a baseline, FFS ideal channel estimation

	Rank per UE
	Rank 1-4. Companies are encouraged to report the Rank number, and whether/how rank adaptation is applied



Agreement (modified by May 23rd post)
For the evaluation of the AI/ML based CSI feedback enhancement, study the verification of generalization. Companies are encouraged to report how they verify the generalization of the AI/ML model, including:
· The training dataset of configuration(s)/ scenario(s), including potentially the mixed training dataset from multiple configurations/scenarios
· The configuration(s)/ scenario(s) for testing/inference
· The detailed list of configuration(s) and/or scenario(s)
· Other details are not precluded
Note: Above agreement is updated as follows
Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, study the verification of generalization. Companies are encouraged to report how they verify the generalization of the AI/ML model, including:
· The configuration(s)/ scenario(s) for training dataset, including potentially the mixed training dataset from multiple configurations/scenarios
· The configuration(s)/ scenario(s) for testing/inference
· Other details are not precluded

Agreement
For the evaluation of the AI/ML based CSI compression sub use cases, companies are encouraged to report the details of their models, including:
· The structure of the AI/ML model, e.g., type (CNN, RNN, Transformer, Inception, …), the number of layers, branches, real valued or complex valued parameters, etc.
· The input CSI type, e.g., raw channel matrix estimated by UE, eigenvector(s) of the raw channel matrix estimated by UE, etc.
· FFS: the input CSI is obtained from the channel with or without analog BF
· The output CSI type, e.g., channel matrix, eigenvector(s), etc.
· Data pre-processing/post-processing
· Loss function
· Others are not precluded
Agreement 
For the evaluation of the AI/ML based CSI feedback enhancement, if SLS is adopted, the following parameters are taken into the baseline of EVM
· Note: The 2nd column applies if R16 TypeII codebook is selected as baseline, and the 3rd column applies if R17 TypeII codebook is selected as baseline.
· Additional assumptions from R17 TypeII EVM Same consideration with respect to utilizing angle-delay reciprocity should be considered taken for the AI/ML based CSI feedback and the baseline scheme if R17 TypeII codebook is selected as baseline
· FFS baseline for potential sub use cases involving CSI enhancement on time domain
· Note: the baseline EVM is used to compare the performance with the benchmark release, while the AI/ML related parameters (e.g., dataset construction, generalization verification, and AI/ML related metrics) can be of additional/different assumptions.
· The conclusions for the use cases in the SI should be drawn based on generalization verification over potentially multiple scenarios/configurations.
· FFS: modifications on top of the following table for the purpose of AI/ML related evaluations.
	Parameter
	Value (if R16 as baseline)
	Value (if R17 as baseline)

	Frequency Range
	FR1 only, 2GHz as baseline, optional for 4GHz.
	FR1 only, 2GHz with duplexing gap of 200MHz between DL and UL, optional for 4GHz

	Simulation bandwidth 
	10 MHz for 15kHz as a baseline, and configurations which emulate larger BW, e.g., same sub-band size as 40/100 MHz with 30kHz, may be optionally considered. Above 15kHz is replaced with 30kHz SCS for 4GHz.
	20 MHz for 15kHz as a baseline (optional for 10 MHz with 15KHz), and configurations which emulate larger BW, e.g., same sub-band size as 40/100 MHz with 30kHz, may be optionally considered. Above 15kHz is replaced with 30kHz SCS for 4GHz

	MIMO scheme
	SU/MU-MIMO with rank adaptation.
Companies are encouraged to report the SU/MU-MIMO with RU
	SU/MU-MIMO with rank adaptation. Companies are encouraged to report the SU/MU-MIMO with RU

	Traffic load (Resource utilization)
	20/50/70%
Companies are encouraged to report the MU-MIMO utilization.
	20/50/70%
Companies are encouraged to report the MU-MIMO utilization.



Agreement 
For the evaluation of the AI/ML based CSI feedback enhancement, if SLS is adopted, the ‘Baseline for performance evaluation’ in the baseline of EVM is captured as follows
	Baseline for performance evaluation
	Companies need to report which option is used between
- Rel-16 TypeII Codebook as the baseline for performance and overhead evaluation.
- Rel-17 TypeII Codebook as the baseline for performance and overhead evaluation.
- FFS: Whether Type I Codebook can be optionally considered at least for performance evaluation



Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, if the GCS/SGCS is adopted as the intermediate KPI as part of the ‘Evaluation Metric’ for rank>1 cases, companies to report the GCS/SGCS calculation/extension methods, including:
· Method 1: Average over all layers
· Note: [image: \\Users\..\..\Users\cmcc\AppData\Roaming\Foxmail7\Temp-9192-20220519203036\Attach\image023(05-25-10-12-00).png] is the [image: \\Users\..\..\Users\cmcc\AppData\Roaming\Foxmail7\Temp-9192-20220519203036\Attach\image024(05-25-10-12-00).png]eigenvector of the target CSI at resource unit i and K is the rank. [image: \\Users\..\..\Users\cmcc\AppData\Roaming\Foxmail7\Temp-9192-20220519203036\Attach\image025(05-25-10-12-00).png]is the [image: \\Users\..\..\Users\cmcc\AppData\Roaming\Foxmail7\Temp-9192-20220519203036\Attach\image024(05-25-10-12-00).png] output vector of the output CSI of resource unit i. [image: \\Users\..\..\Users\cmcc\AppData\Roaming\Foxmail7\Temp-9192-20220519203036\Attach\image026(05-25-10-12-00).png] is the total number of resource units. [image: \\Users\..\..\Users\cmcc\AppData\Roaming\Foxmail7\Temp-9192-20220519203036\Attach\image027(05-25-10-12-00).png] denotes the average operation over multiple samples.
[image: \\Users\..\..\Users\cmcc\AppData\Roaming\Foxmail7\Temp-9192-20220519203036\Attach\image028(05-25-10-12-00).png]
· Method 2: Weighted average over all layers
· Note: Companies to report the formula (e.g., whether normalization is applied for eigenvalues)
· Method 3: GCS/SGCS is separately calculated for each layer (e.g., for K layers, K GCS/SGCS values are derived respectively, and comparison is performed per layer)
· Other methods are not precluded
· [bookmark: _Ref124589665][bookmark: _Ref71620620][bookmark: _Ref124671424][bookmark: _Ref129681832]FFS: Further down-selection among the above options or take one/a subset of the above methods as baseline(s).
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Agreement
The following cases are considered for verifying the generalization performance of an AI/ML model over various scenarios/configurations as a starting point:
· Case 1: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a dataset from the same Scenario#A/Configuration#A
· Case 2: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B

Agreement
The following cases are considered for verifying the generalization performance of an AI/ML model over various scenarios/configurations as a starting point:
· Case 1: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a dataset from the same Scenario#A/Configuration#A
· Case 2: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B
· Case 3: The AI/ML model is trained based on training dataset constructed by mixing datasets from multiple scenarios/configurations including Scenario#A/Configuration#A and a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B, and then the AI/ML model performs inference/test on a dataset from a single Scenario/Configuration from the multiple scenarios/configurations, e.g.,  Scenario#A/Configuration#A, Scenario#B/Configuration#B, Scenario#A/Configuration#B.
· Note: Companies to report the ratio for dataset mixing
· Note: number of the multiple scenarios/configurations can be larger than two
· FFS the detailed set of scenarios/configurations
· FFS other cases for generalization verification, e.g.,
· Case 2A: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model is updated based on a fine-tuning dataset different than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B. After that, the AI/ML model is tested on a different dataset than Scenario#A/Configuration#A, e.g., subject to Scenario#B/Configuration#B, Scenario#A/Configuration#B.

Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, if the GCS/SGCS is adopted as the intermediate KPI as part of the ‘Evaluation Metric’, between GCS and SGCS, SGCS is adopted.

Agreement
For CSI enhancement evaluations, to verify the generalization performance of an AI/ML model over various scenarios, the set of scenarios are considered focusing on one or more of the following aspects as a starting point:
· Various deployment scenarios (e.g., UMa, UMi, InH)
· Various outdoor/indoor UE distributions for UMa/UMi (e.g., 10:0, 8:2, 5:5, 2:8, 0:10)
· Various carrier frequencies (e.g., 2GHz, 3.5GHz)
· Other aspects of scenarios are not precluded, e.g., various antenna spacing, various antenna virtualization (TxRU mapping), various ISDs, various UE speeds, etc.
· Companies to report the selected scenarios for generalization verification
Conclusion
If the AI/ML based CSI prediction sub use cases is to be selected as a sub use case, consider CSI prediction involving temporal domain as a starting point.

Agreement
For CSI enhancement evaluations, to verify the generalization/scalability performance of an AI/ML model over various configurations (e.g., which may potentially lead to different dimensions of model input/output), the set of configurations are considered focusing on one or more of the following aspects as a starting point:
· Various bandwidths (e.g., 10MHz, 20MHz) and/or frequency granularities, (e.g., size of subband)
· Various sizes of CSI feedback payloads, FFS candidate payload number
· Various antenna port layouts, e.g., (N1/N2/P) and/or antenna port numbers (e.g., 32 ports, 16 ports)
· Other aspects of configurations are not precluded, e.g., various numerologies, various rank numbers/layers, etc.
· Companies to report the selected configurations for generalization verification
· Companies are encouraged to report the method to achieve generalization over various configurations to achieve scalability of the AI/ML input/output, including pre-processing, post-processing, etc.
Conclusion
For the evaluation of the AI/ML based CSI feedback enhancement, for ‘Channel estimation’, it is up to companies to choose the error modeling method for realistic channel estimation and report by willingness.
· Note: It is not precluded that companies use ideal channel to calibrate
Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, the throughput in the ‘Evaluation Metric’ includes average UPT, 5%ile UE throughput, and CDF of UPT.

Agreement
For the evaluation of the AI/ML based CSI compression sub use cases, companies are encouraged to report the specific quantization/dequantization method, e.g., vector quantization, scalar quantization, etc.

Agreement
For the evaluation of the AI/ML based CSI compression sub use cases, the capability/complexity related KPIs, including FLOPs as well as AI/ML model size and/or number of AI/ML parameters, are to be reported separately for the CSI generation part and the CSI reconstruction part.

Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, a one-sided structure is considered as a starting point, where the AI/ML inference is performed at either gNB or UE.

Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, for evaluation,
· 100% outdoor UE is assumed for UE distribution.
· FFS: whether to add O2I car penetration loss per TS 38.901 if the simulation assumes UEs inside vehicles
· UE speed is assumed for evaluation with 10, 20, 30, 60, 120km/h
· Note: Companies to report the set/subset of speeds
· 5ms CSI feedback periodicity is taken as baseline, while other CSI feedback periodicity values can be reported for the EVM
Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, companies are encouraged to report the details of their models for evaluation, including:
· The structure of the AI/ML model, e.g., type (FCN, RNN, CNN,…), the number of layers, branches, format of parameters, etc.
· The input CSI type, e.g., raw channel matrix, eigenvector(s) of the raw channel matrix, feedback CSI information, etc.
· The output CSI type, e.g., channel matrix, eigenvector(s), feedback CSI information, etc.
· Data pre-processing/post-processing
· Loss function
· Others are not precluded
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Conclusion
For the evaluation of the AI/ML based CSI feedback enhancement, if SLS is adopted, the ‘Traffic model’ in the baseline of EVM is captured as follows:
	Traffic model	
	At least, FTP model 1 with packet size 0.5 Mbytes is assumed
Other options are not precluded.



Agreement
In the evaluation of the AI/ML based CSI feedback enhancement, for ‘Channel estimation’, if realistic DL channel estimation is considered, regarding how to calculate the intermediate KPI of CSI accuracy, 
· Use the target CSI from ideal channel and use output CSI from the realistic channel estimation
· The target CSI from ideal channel equally applies to AI/ML based CSI feedback enhancement, and the baseline codebook
Note: there is no restriction on model training



Agreement
In the evaluation of the AI/ML based CSI feedback enhancement, for “Baseline for performance evaluation” in the EVM table, Type I Codebook (if it outperforms Type II Codebook) can be optionally considered for comparing AI/ML schemes up to companies
· Note: Type II Codebook is baseline as agreed


Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, for the outdoor UEs, add O2I car penetration loss per TS 38.901 if the simulation assumes UEs inside vehicles.

Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, no explicit trajectory modeling is considered for evaluation

Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, and if the AI/ML model outputs multiple predicted instances, the intermediate KPI is calculated for each prediction instance

Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, both of the following types of AI/ML model input are considered for evaluations:
· Raw channel matrixes
· Eigenvector(s)

Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, for the evaluation of CSI prediction:
· Companies are encouraged to report the assumptions on the observation window, including number/time distance of historic CSI/channel measurements as the input of the AI/ML model, and
· Companies to report the assumptions on the prediction window, including number/time distance of predicted CSI/channel as the output of the AI/ML model

Conclusion
If ideal DL channel estimation is considered (which is optional) for the evaluations of CSI feedback enhancement, there is no consensus on how to use the ideal channel estimation for dataset construction, or performance evaluation/inference.
· It is up to companies to report whether/how ideal channel is used in the dataset construction as well as performance evaluation/inference.

Conclusion 
For the evaluation of Type 2 (Joint training of the two-sided model at network side and UE side, respectively), following procedure is considered as an example:
· For each FP/BP loop,
· Step 1: UE side generates the FP results (i.e., CSI feedback) based on the data sample(s), and sends the FP results to NW side
· Step 2: NW side reconstructs the CSI based on FP results, trains the CSI reconstruction part, and generates the BP information (e.g., gradients), which are then sent to UE side
· Step 3: UE side trains the CSI generation part based on the BP information from NW side
· Note: the dataset between UE side and NW side is aligned.
· Other Type 2 training approaches are not precluded and reported by companies

Conclusion
For the evaluation of an example of Type 3 (Separate training at NW side and UE side), the following procedure is considered for the sequential training starting with NW side training (NW-first training):
· Step1: NW side trains the NW side CSI generation part (which is not used for inference) and the NW side CSI reconstruction part jointly
· Step2: After NW side training is finished, NW side shares UE side with a set of information (e.g., dataset) that is used by the UE side to be able to train the UE side CSI generation part
· Step3: UE side trains the UE side CSI generation part based on the received set of information
· Other Type 3 NW-first training approaches are not precluded and reported by companies

Conclusion
For the evaluation of an example of Type 3 (Separate training at NW side and UE side), the following procedure is considered for the sequential training starting with UE side training (UE-first training):
· Step1: UE side trains the UE side CSI generation part and the UE side CSI reconstruction part (which is not used for inference) jointly
· Step2: After UE side training is finished, UE side shares NW side with a set of information (e.g., dataset) that is used by the NW side to be able to train the CSI reconstruction part
· Step3: NW side trains the NW side CSI reconstruction part based on the received set of information
· Other Type 3 UE-first training approaches are not precluded and reported by companies


Working assumption 
In the evaluation of the AI/ML based CSI feedback enhancement, if SGCS is adopted as the intermediate KPI for the rank>1 situation, companies to ensure the correct calculation of SGCS and to avoid disorder issue of the output eigenvectors
· Note: Eventual KPI can still be used to compare the performance

Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, if the SGCS is adopted as the intermediate KPI as part of the ‘Evaluation Metric’ for rank>1 cases, at least Method 3 is adopted, FFS whether additionally adopt a down-selected metric between Method 1 and Method 2.
· Method 1: Average over all layers
· Method 2: Weighted average over all layers 

where  is the jth eigenvector of the target CSI at resource unit i and K is the rank.  is the  jth output vector of the output CSI of resource unit i. N is the total number of resource units.   denotes the average operation over multiple samples.  is an eigenvalue of the channel covariance matrix corresponding to .
· Method 3: SGCS is separately calculated for each layer (e.g., for K layers, K SGCS values are derived respectively, and comparison is performed per layer)

Agreement
In CSI compression using two-sided model use case, evaluate and study quantization of CSI feedback, including at least the following aspects: 
· Quantization non-aware training 
· Quantization-aware training
· Quantization methods including uniform vs non-uniform quantization, scalar versus vector quantization, and associated parameters, e.g., quantization resolution, etc.
· How to use the quantization methods

Agreement
For evaluating the performance impact of ground-truth quantization in the CSI compression, study high resolution quantization methods for ground-truth CSI, e.g., including at least the following options
· High resolution scalar quantization, e.g., Float32, Float16, etc.
· FFS select one of the scalar quantization resolutions as baseline
· High resolution codebook quantization, e.g., R16 Type II-like method with new parameters
· FFS new parameters
· Other quantization methods are not precluded

Agreement
For the evaluation of the potential performance benefits of model fine-tuning of CSI feedback enhancement which is optionally considered by companies, the following case is taken 
· The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model is updated based on a fine-tuning dataset different than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B. After that, the AI/ML model is tested on a different dataset than Scenario#A/Configuration#A, e.g., subject to Scenario#B/Configuration#B, Scenario#A/Configuration#B
· Company to report the fine-tuning dataset setting (e.g., size of dataset) and the improvement of performance


Agreement
For the evaluation of an example of Type 3 (Separate training at NW side and UE side), the following cases are considered for evaluations:
· Case 1 (baseline): Aligned AI/ML model structure between NW side and UE side
· Case 2: Not aligned AI/ML model structures between NW side and UE side
· Companies to report the AI/ML structures for the UE part model and the NW part model, e.g., different backbone (e.g., CNN, Transformer, etc.), or same backbone but different structure (e.g., number of layers)
· FFS different sizes of datasets between NW side and UE side
· FFS aligned/different quantization/dequantization methods between NW side and UE side
· FFS: whether/how to evaluate the case where the input/output types and/or pre/post-processing are not aligned between NW part model and UE part model

Agreement
For the evaluation of Type 2 (Joint training of the two-sided model at network side and UE side, respectively), the following evaluation cases are considered for multi-vendors,
· Case 1 (baseline): Type 2 training between one NW part model to one UE part model
· Case 2: Type 2 training between one NW part model and M>1 separate UE part models
· Companies to report the AI/ML structures for the UE part model and the NW part model
· FFS Companies to report the dataset used at UE part models, e.g., whether the same or different dataset(s) are used among M UE part models
· Case 3: Type 2 training between one UE part model and N>1 separate NW part models
· Companies to report the AI/ML structures for the UE part model and the NW part model
· FFS Companies to report the dataset used at NW part models, e.g., whether the same or different dataset(s) are used among N NW part models
· FFS N NW part models to M UE part models
· FFS different quantization/dequantization methods between NW and UE
· FFS: whether/how to evaluate the case where the input/output types and/or pre/post-processing are not aligned between NW part model and UE part model
· FFS: companies to report the training order of UE-NW pair(s) in case of M UE part models and/or N NW part models
· FFS: whether/how to report overhead

Agreement
For the evaluation of the AI/ML based CSI compression sub use cases, at least the following types of AI/ML model input (for CSI generation part)/output (for CSI reconstruction part) are considered for evaluations
· Raw channel matrix, e.g., channel matrix with the dimensions of Tx, Rx, and frequency unit
· Companies to report the raw channel is in frequency domain or delay domain
· Precoding matrix
· Companies to report the precoding matrix is a group of eigenvector(s) or an eType II-like reporting (i.e., eigenvectors with angular-delay domain representation)
· Other input/output types are not precluded
· Companies to report the combination of input (for CSI generation part) and output (for CSI reconstruction part), 
· Note: the input and output may be of different types


Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, for SLS, spatial consistency procedure A with 50m decorrelation distance from 38.901 is used (if not used, company should state this in their simulation assumptions)
· UE velocity vector is assumed as fixed over time in Procedure A modeling

Agreement
In the evaluation of the AI/ML based CSI feedback enhancement, for the calculation of intermediate KPI, the following is considered as the granularity of the frequency unit for averaging operation 
· For 15kHz SCS: For 10MHz bandwidth: 4 RBs; for 20MHz bandwidth: 8 RBs
· For 30kHz SCS: For 10MHz bandwidth: 2 RBs; for 20MHz bandwidth: 4 RBs
· Note: Other frequency unit granularity is not precluded and reported by companies

Agreements of the 111 meeting
Working Assumption
The following initial template is considered for companies to report the evaluation results of AI/ML-based CSI compression without generalization/scalability verification
· FFS the description and results for generalization/scalability may need a separate table
· FFS the value or range of payload size X/Y/Z
· FFS the description and results for different training types/cases may need a separate table
· FFS: training related overhead
Table X. Evaluation results for CSI compression without model generalization/scalability, [traffic type], [Max rank value], [RU] [training type/case]
	
	
	Source 1
	
	…

	CSI generation part
	AL/ML model backbone
	
	
	

	
	Pre-processing
	
	
	

	
	Post-processing
	
	
	

	
	FLOPs/M
	
	
	

	
	Number of parameters/M
	
	
	

	
	[Storage /Mbytes]
	
	
	

	CSI reconstruction part
	AL/ML model backbone
	
	
	

	
	[Pre-processing]
	
	
	

	
	[Post-processing]
	
	
	

	
	FLOPs/M
	
	
	

	
	Number of parameters/M
	
	
	

	
	[Storage /Mbytes]
	
	
	

	Common description
	Input type
	
	
	

	
	Output type
	
	
	

	
	Quantization /dequantization method
	
	
	

	Dataset description
	Train/k
	
	
	

	
	Test/k
	
	
	

	
	Ground-truth CSI quantization method
	
	
	

	[Other assumptions/settings agreed to be reported]
	
	
	

	Benchmark
	
	
	

	Intermediate KPI I#1 of benchmark, [layer 1]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	Intermediate KPI I#1 of benchmark, [layer 2]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	Gain for intermediate KPI I#1, [layer 1]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	Gain for intermediate KPI#1, [layer 2]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	…
	
	
	
	

	Intermediate KPI I#2 of benchmark, [layer 1]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	Intermediate KPI I#2 of benchmark, [layer 2]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	Gain for intermediate KPI I#2, [layer 1]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	Gain for intermediate KPI#2, [layer 2]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	…
	
	
	
	

	Gain for Mean UPT
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	Gain for 5% UPT
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	…
	
	
	
	

	FFS others
	
	
	
	



Agreement
For the evaluation of an example of Type 3 (Separate training at NW side and UE side), the following evaluation cases for sequential training are considered for multi-vendors
· Case 1 (baseline): Type 3 training between one NW part model and one UE part model
· Note 1: Case 1 can be naturally applied to the NW-first training case where 1 NW part model to M>1 separate UE part models
· Companies to report the dataset used between the NW part model and the UE part model, e.g., whether dataset for training UE part model is the same or a subset of the dataset for training NW part model
· Note 2: Case 1 can be naturally applied to the UE-first training case where 1 UE part model to N>1 separate NW part models
· Companies to report the dataset used between the NW part model and the UE part model, e.g., whether dataset for training NW part model is the same or a subset of the dataset for training UE part model
· Companies to report the AI/ML structures for the combination(s) of UE part model and NW part model, which can be the same or different
· FFS: different quantization methods between NW side and UE side
· Case 2: For UE-first training, Type 3 training between one NW part model and M>1 separate UE part models
· Note: Case 2 can be also applied to the M>1 UE part models to N>1 NW part models
· Companies to report the AI/ML structures for the M>1 UE part models and the NW part model
· Companies to report the dataset used at UE part models, e.g., same or different dataset(s) among M UE part models
· Case 3: For NW-first training, Type 3 training between one UE part model and N>1 separate NW part models
· Note: Case 3 can be also applied to the N>1 NW part models to M>1 UE part models
· Companies to report the AI/ML structures for the UE part model and the N>1 NW part models
· Companies to report the dataset used at NW part models, e.g., same or different dataset(s) among N NW part models
· FFS: whether/how to report overhead of dataset

Working Assumption
For the AI/ML based CSI prediction sub use case, the nearest historical CSI w/o prediction as well as non-AI/ML/collaboration level x AI/ML based CSI prediction approach are both taken as baselines for the benchmark of performance comparison, and the specific non-AI/ML/collaboration level x AI/ML based CSI prediction is reported by companies.
· Note: the specific non-AI/ML based CSI prediction is compatible with R18 MIMO; collaboration level x AI/ML based CSI prediction could be implementation based AI/ML compatible with R18 MIMO as an example
· It does not imply any restriction on future specification for CSI prediction
· FFS how to model the simulation cases for collaboration level x CSI prediction and LCM for collaboration level y/z CSI prediction

Agreement
For evaluating the generalization/scalability over various configurations for CSI compression, to achieve the scalability over different input dimensions of CSI generation part (e.g., different bandwidths/frequency granularities, or different antenna ports), the generalization cases of are elaborated as follows
· Case 1: The AI/ML model is trained based on training dataset from a fixed dimension X1 (e.g., a fixed bandwidth/frequency granularity, and/or number of antenna ports), and then the AI/ML model performs inference/test on a dataset from the same dimension X1.
· Case 2: The AI/ML model is trained based on training dataset from a single dimension X1, and then the AI/ML model performs inference/test on a dataset from a different dimension X2.
· Case 3: The AI/ML model is trained based on training dataset by mixing datasets subject to multiple dimensions of X1, X2,..., Xn, and then the AI/ML model performs inference/test on a single dataset subject to the dimension of X1, or X2,…, or Xn.
· Note: For Case 2/3, the solutions to achieve the scalability between Xi and Xj, are reported by companies, including, e.g., pre-processing to angle-delay domain, padding, additional adaptation layer in AI/ML model, etc.
· FFS the verification of fine-tuning
· FFS other additional cases
Agreement
For evaluating the generalization/scalability over various configurations for CSI compression, to achieve the scalability over different output dimensions of CSI generation part (e.g., different generated CSI feedback dimensions), the generalization cases of are elaborated as follows
· Case 1: The AI/ML model is trained based on training dataset from a fixed output dimension Y1 (e.g., a fixed CSI feedback dimension), and then the AI/ML model performs inference/test on a dataset from the same output dimension Y1.
· Case 2: The AI/ML model is trained based on training dataset from a single output dimension Y1, and then the AI/ML model performs inference/test on a dataset from a different output dimension Y2.
· Case 3: The AI/ML model is trained based on training dataset by mixing datasets subject to multiple dimensions of Y1, Y2,..., Yn, and then the AI/ML model performs inference/test on a single dataset of Y1, or Y2,…, or Yn.
· Note: For Case 1/2/3, companies to report whether the output of the CSI generation part is before quantization or after quantization.
· Note: For Case 2/3, the solutions to achieve the scalability between Yi and Yj, are reported by companies, including, e.g., truncation, additional adaptation layer in AI/ML model, etc.
· FFS the verification of fine-tuning
· FFS other additional cases

Agreement
For the evaluation of the high resolution quantization of the ground-truth CSI in the CSI compression, Float32 is adopted as the baseline/upper-bound of performance comparison.

Agreement
For the evaluation of quantization aware/non-aware training, the following cases are considered and reported by companies:
· Case 1: Quantization non-aware training, where the float-format variables are directly passed from CSI generation part to CSI reconstruction part during the training
· Fixed/pre-configured quantization method/parameters is applied for the inference phase
· Companies to report the design of the fixed/pre-configured quantization method/parameters, e.g., quantization resolution, vector quantization codebook, etc.
· Case 2: Quantization aware training, where quantization/dequantization is involved in the training process
· Case 2-1: Fixed/pre-configured quantization method/parameters are applied during the training phase; the same quantization codebook is applied for the inference phase
· Companies to report the design of the fixed/pre-configured quantization method/parameters, e.g., quantization resolution, vector quantization codebook, etc.
· Case 2-2: The quantization method/parameters are updated in together with the AI/ML models during the training; when training is finished, the final quantization codebook is applied for the inference phase
· Companies to report how to update the quantization method/parameters during the training
· Note: the above cases apply for training Type 1/2/3
· Others are not precluded.

Agreement
For the evaluation of an example of Type 3 (Separate training at NW side and UE side) with sequential training, companies to report the set of information (e.g., dataset) shared in Step 2
· For NW-first training
· Dataset construction, e.g., the set of information includes the input and output of the Network side CSI generation part, or includes the output of the Network side CSI generation part only, or other information if applicable.
· Quantization behavior, e.g., whether the shared output of the Network side CSI generation part is before or after quantization.
· For UE-first training
· Dataset construction, e.g., the set of information includes the input and label of the UE side CSI reconstruction part, or includes the input of the UE side CSI reconstruction part only, or other information if applicable.
· Quantization behavior, e.g., whether the shared inputof the UE side CSI reconstruction part is before or after quantization.

Working Assumption
For the AI/ML based CSI prediction sub use case, the following initial template is considered for companies to report the evaluation results of AI/ML-based CSI prediction for the case without generalization/scalability verification
· FFS the description and results for generalization/scalability may need a separate table
· FFS whether/how to capture the muliptle predicted CSI instances and their mapping to slots
Table X. Evaluation results for CSI prediction without model generalization/scalability, [traffic type], [Max rank value], [RU]
	
	
	Source 1
	…

	AI/ML model description
	AL/ML model backbone
	
	

	
	[Pre-processing]
	
	

	
	[Post-processing]
	
	

	
	FLOPs/M
	
	

	
	Parameters/M
	
	

	
	[Storage /Mbytes]
	
	

	
	Input type
	
	

	
	Output type
	
	

	Assumption
	UE speed
	
	

	
	CSI feedback periodicity
	
	

	
	Observation window (number/distance)
	
	

	
	Prediction window (number/distance)
	
	

	
	Whether/how to adopt spatial consistency
	
	

	Dataset size
	Train/k
	
	

	
	Test/k
	
	

	Benchmark 1
	
	

	Intermediate KPI #1 of Benchmark 1
	
	
	

	Gain for intermediate KPI#1 over Benchmark 1
	
	
	

	Intermediate KPI #2 of Benchmark 1
	
	
	

	Gain for intermediate KPI#2 over Benchmark 1
	
	
	

	Gain for eventual KPI (Benchmark 1)
	Mean UPT
	
	

	
	5% UPT
	
	

	Benchmark 2
	
	

	Intermediate KPI #1 of Benchmark 2
	
	
	

	Gain for intermediate KPI#1 over Benchmark 2
	
	
	

	Intermediate KPI #2 of Benchmark 2
	
	
	

	Gain for intermediate KPI#2 over Benchmark 2
	
	
	

	Gain for eventual KPI (Benchmark 2)
	Mean UPT
	
	

	
	5% UPT
	
	

	FFS others
	
	
	



Agreement
For evaluating the generalization/scalability over various configurations for CSI compression, to achieve the scalability over different input/output dimensions, companies to report which case(s) in the following are evaluated
· Case 0 (benchmark for comparison): One CSI generation part with fixed input and output dimensions to 1 CSI reconstruction part with fixed input and output dimensions for each of the different input and/or output dimensions.
· Case 1: One CSI generation part with scalable input and/or output dimensions to N>1 separate CSI reconstruction parts each with fixed and different output and/or input dimensions
· Case 2: M>1 separate CSI generation parts each with fixed and different input and/or output dimensions to one CSI reconstruction part with scalable output and/or input dimensions
· Case 3: A pair of CSI generation part with scalable input/output dimensions and CSI reconstruction part with scalable output and/or input dimensions
Agreement
For the evaluation of the high resolution quantization of the ground-truth CSI in the CSI compression, if R16 Type II-like method is considered, companies to report the R16 Type II parameters with specified or new/larger values to achieve higher resolution of the ground-truth CSI labels, e.g., L,, , reference amplitude, differential amplitude, phase, etc.

Agreements of the 112 meeting
Conclusion
For the evaluation of the AI/ML based CSI feedback enhancement, if the SGCS is adopted as the intermediate KPI as part of the ‘Evaluation Metric’ for rank>1 cases, except for Method 3 which has been supported, There is no consensus on whether to adopt an additional method.

Agreement
Confirm the following working assumption of RAN1#110bis-e:
	Working assumption 
In the evaluation of the AI/ML based CSI feedback enhancement, if SGCS is adopted as the intermediate KPI for the rank>1 situation, companies to ensure the correct calculation of SGCS and to avoid disorder issue of the output eigenvectors
· Note: Eventual KPI can still be used to compare the performance



Conclusion
For the intermediate KPI for evaluating the accuracy of the AI/ML output CSI, except for SGCS and NMSE which have been agreed as the baseline metrics, for whether/how to introduce an additional intermediate KPI, NO additional intermediate KPI is adopted as mandatory.
· It is up to companies to optionally report other intermediate KPIs, e.g., Relative achievable rate (RAR)
Agreement
[bookmark: _Hlk132056041]For the evaluation of CSI enhancements, companies can optionally provide the additional throughput baseline based on CSI without compression (e.g., eigenvector from measured channel), which is taken as an upper bound for performance comparison.

Agreement
· Confirm the following WA on the benchmark for CSI prediction achieved in RAN1#111:
	Working Assumption
For the AI/ML based CSI prediction sub use case, the nearest historical CSI w/o prediction as well as non-AI/ML/collaboration level x AI/ML based CSI prediction approach are both taken as baselines for the benchmark of performance comparison, and the specific non-AI/ML/collaboration level x AI/ML based CSI prediction is reported by companies.
· Note: the specific non-AI/ML based CSI prediction is compatible with R18 MIMO; collaboration level x AI/ML based CSI prediction could be implementation based AI/ML compatible with R18 MIMO as an example
· It does not imply any restriction on future specification for CSI prediction
· FFS how to model the simulation cases for collaboration level x CSI prediction and LCM for collaboration level y/z CSI prediction



Agreement
The CSI prediction-specific generalization scenario of various UE speeds (e.g., 10km/h, 30km/h, 60km/h, 120km/h, etc.) is added to the list of scenarios for performing the generalization verification.
· FFS various frequency PRBs (e.g., trained based on one set of PRBs, inference on the same/different set of PRBs)
Agreement
For how to separate the templates for different training types/cases for AI/ML-based CSI compression without generalization/scalability verification, the following is considered:
· The determined template in the RAN1#111 working assumption is entitled with “1-on-1 joint training”
· A second separate template is introduced to capture the evaluation results for “multi-vendor joint training”
· Note: this table captures the results for the joint training cases of 1 NW part model to M>1 UE part models, N>1 NW part models to 1 UE part model, or N>1 NW part models to M>1 UE part models. An example is multi-vendor Type 2 training.
· A third separate template is introduced to capture the evaluation results for “separate training”
· FFS: additional KPIs for each template, e.g., overhead, latency, etc.
Agreement
For the evaluation of training Type 3 under CSI compression, besides the 3 cases considered for multi-vendors, add one new Case (1-on-1 training with joint training) as benchmark/upper bound for performance comparison.
· FFS the relationship between the pair(s) of models for Type 3 and the pair(s) of models for new Case

Agreement
For the evaluation of the AI/ML based CSI compression sub use cases with rank >=1, companies to report the specific option adopted for AI/ML model settings to adapt to ranks/layers.
· [bookmark: _Hlk132055347]Option 1-1 (rank specific): Separated AI/ML models are trained per rank value and applied for corresponding ranks to perform individual inference, any specific model operates on multi-layers jointly.
· FFS on the reported complexity and storage
· FFS: input/output type
· Option 1-2 (rank common): A unified AI/ML model is trained and applied for adaptive ranks to perform inference, the model operates on multi-layers jointly. 
· FFS: input/output type
· [bookmark: _Hlk1320553471]Option 2 (layer specific): Separated AI/ML models are trained per layer value and applied for corresponding layers to perform individual inference.
· FFS on the reported complexity and storage
· Note: input/output type is Precoding matrix
· Companies to report the setting is 
· Option 2-1: layer specific and rank common (different models applied for different layers; for a specific layer, the same model is applied for all rank values), or 
· Option 2-2: layer specific and rank specific (different models applied for different layers; for a specific layer, different models are applied for different rank values)
· Option 3 (layer common): A unified AI/ML model is trained and applied for each layer to perform individual inference.
· FFS on the reported complexity and storage
· Note: input/output type is Precoding matrix
· Companies to report whether the setting is 
· Option 3-1: layer common and rank common (A unified AI/ML model is applied for each layer under any rank value to perform individual inference), or 
· [bookmark: _Hlk132055354]Option 3-2: layer common and rank specific (different models applied for different rank values; for a specific rank, the same model is applied for all layers)
· Other options not precluded.

Agreement 
The CSI feedback overhead is calculated as the weighted average of CSI payload per rank and the distribution of ranks reported by the UE. 
· For AI/ML based solutions: The above-mentioned “CSI feedback overhead” is calculated as max allowed bits at the given rank. 
· For legacy Type II CB: Option 2b is mandatorily reported by companies, while Option 2a can be optionally reported up to companies if partial NZC report is assumed for the legacy Type II CB
· Option 2a: The above-mentioned “CSI feedback overhead” is calculated as each CSI reported payload with a given rank
· Option 2b: The above-mentioned “CSI feedback overhead” is calculated as max allowed bits at the given rank

Working Assumption
For the initial template for AI/ML-based CSI compression without generalization/scalability verification achieved in the working assumption in the RAN1#111 meeting, X, Y and Z are determined as:
· X is <=80bits
· Y is 100bits-140bits
· Z is  >=230bits
Working Assumption
X, Y and Z are applicable for per layer

Working assumption 
[bookmark: _Hlk132054736]The following initial template is considered to replace the template achieved in the working assumption in the RAN1#111 meeting, for companies to report the evaluation results of AI/ML-based CSI compression of 1-on-1 joint training without generalization/scalability verification
· To be collected before 112bis-e meeting
· FFS the description and results for generalization/scalability may need a separate table
· [bookmark: _Hlk132054759]Note: the values of CSI feedback overhead for the mean UPT and 5% UPT may need to be revisited in the 112bis-e meeting
· FFS: training related overhead
· FFS: how to capture CSI overhead reduction to the template
· Note: It is to be captured to the template after a way is found on how to derive the CSI overhead reduction.
[bookmark: _Hlk132381999]Table X. Evaluation results for CSI compression of 1-on-1 joint training without model generalization/scalability, [traffic type], [Max rank value], [RU]
	
	
	Source 1
	
	…

	CSI generation part
	AI/ML model backbone
	
	
	

	
	Pre-processing
	
	
	

	
	Post-processing
	
	
	

	
	FLOPs/M
	
	
	

	
	Number of parameters/M
	
	
	

	
	[Storage /Mbytes]
	
	
	

	CSI reconstruction part
	AI/ML model backbone
	
	
	

	
	[Pre-processing]
	
	
	

	
	[Post-processing]
	
	
	

	
	FLOPs/M
	
	
	

	
	Number of parameters/M
	
	
	

	
	[Storage /Mbytes]
	
	
	

	Common description
	Input type
	
	
	

	
	Output type
	
	
	

	
	Quantization /dequantization method
	
	
	

	
	Rank/layer adaptation settings for rank>1
	
	
	

	Dataset description
	Train/k
	
	
	

	
	Test/k
	
	
	

	
	Ground-truth CSI quantization method (including scalar/codebook based quantization, and the parameters)
	
	
	

	
	Overhead reduction compared to Float32 if high resolution quantization of ground-truth CSI is applied
	
	
	

	[Other assumptions/settings agreed to be reported]
	
	
	

	Benchmark
	
	
	

	Benchmark assumptions, e.g., CSI overhead calculation method (Optional)
	
	
	

	SGCS of benchmark, [layer 1]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	SGCS of benchmark, [layer 2]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	Gain for SGCS, [layer 1]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	Gain for SGCS, [layer 2]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	…
(other layers)
	
	
	
	

	NMSE of benchmark, [layer 1]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	NMSE of benchmark, [layer 2]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	Gain for NMSE, [layer 1]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	Gain for NMSE, [layer 2]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	…
(other layers)
	
	
	
	

	Other intermediate KPI (description/value) (optional)
	
	
	

	Gain for other intermediate KPI (description/value) (optional)
	
	
	

	Gain for Mean UPT (for a specific CSI feedback overhead)
	[CSI feedback payload X*Max rank value]
	
	
	

	
	[CSI feedback payload Y*Max rank value]
	
	
	

	
	[CSI feedback payload Z*Max rank value]
	
	
	

	Gain for 5% UPT
	[CSI feedback payload X*Max rank value]
	
	
	

	
	[CSI feedback payload Y*Max rank value]
	
	
	

	
	[CSI feedback payload Z*Max rank value]
	
	
	

	Gain for upper bound without CSI compression over Benchmark –Mean UPT (Optional)
	[CSI feedback payload X*Max rank value]
	
	
	

	
	[CSI feedback payload Y*Max rank value]
	
	
	

	
	[CSI feedback payload Z*Max rank value]
	
	
	

	Gain for upper bound without CSI compression over Benchmark –5% UPT (Optional)
	[CSI feedback payload X*Max rank value]
	
	
	

	
	[CSI feedback payload Y*Max rank value]
	
	
	

	
	[CSI feedback payload Z*Max rank value]
	
	
	

	[CSI feedback reduction (%)]
	
	
	

	…
	
	
	
	

	FFS others
	
	
	
	


Note: “Benchmark” means the type of Legacy CB used for comparison.
Note: “Quantization/dequantization method” includes the description of training awareness (Case 1/2-1/2-2), type of quantization/dequantization (SQ/VQ), etc.
Note: “Input type” means the input of the CSI generation part. “output type” means the output of the CSI reconstruction part.

Working assumption
A separate table to capture the evaluation results of generalization/scalability verification for AI/ML-based CSI compression is given in the following initial template
· To be collected before 112bis-e meeting
· FFS whether the intermediate KPI results are gain over benchmark or absolute values
· FFS whether the intermediate KPI results are in forms of linear or dB
Table X. Evaluation results for CSI compression with model generalization/scalability, [Max rank value], [Scenario/configuration]
	
	
	Source 1
	…

	CSI generation part
	AL/ML model backbone
	
	

	
	Pre-processing
	
	

	
	Post-processing
	
	

	
	FLOPs/M
	
	

	
	Number of parameters/M
	
	

	
	[Storage /Mbytes]
	
	

	CSI reconstruction part
	AL/ML model backbone
	
	

	
	[Pre-processing]
	
	

	
	[Post-processing]
	
	

	
	FLOPs/M
	
	

	
	Number of parameters/M
	
	

	
	[Storage /Mbytes]
	
	

	Common description
	Input type
	
	

	
	Output type
	
	

	
	Quantization /dequantization method
	
	

	
	Generalization/Scalability method description if applicable, e.g., truncation, adaptation layer, etc.
	
	

	
	Input/output scalability dimension if applicable, e.g., N>=1 NW part model(s) to M>=1 UE part model(s)
	
	

	Dataset description
	Ground-truth CSI quantization method
	
	

	[Other assumptions/settings agreed to be reported]
	
	

	Generalization Case 1
	Train (setting#A, size/k)
	
	

	
	Test (setting#A, size/k)
	
	

	SGCS, layer 1
	CSI feedback payload X
	
	

	
	CSI feedback payload Y
	
	

	
	CSI feedback payload Z
	
	

	SGCS, layer 2
	CSI feedback payload X
	
	

	
	CSI feedback payload Y
	
	

	
	CSI feedback payload Z
	
	

	NMSE, layer 1
	CSI feedback payload X
	
	

	
	CSI feedback payload Y
	
	

	
	CSI feedback payload Z
	
	

	NMSE, layer 2
	CSI feedback payload X
	
	

	
	CSI feedback payload Y
	
	

	
	CSI feedback payload Z
	
	

	…
(other settings for Case 1)
	
	
	

	…
	
	
	

	Generalization Case 2
	Train (setting#A, size/k)
	
	

	
	Test (setting#B, size/k)
	
	

	…
(results for Case 2)
	
	
	

	…
(other settings for Case 2)
	
	
	

	Generalization Case 3
	Train (setting#A+#B, size/k)
	
	

	
	Test (setting#A/#B, size/k)
	
	

	…
(results for Case 3)
	
	
	

	…
(other settings for Case 3)
	
	
	

	Fine-tuning case (optional)
	Train (setting#A, size/k)
	
	

	
	Fine-tune (setting#B, size/k)
	
	

	
	Test (setting#B, size/k)
	
	

	…
(results for Fine-tuning)
	
	
	

	…
(other settings for Fine-tuning)
	
	
	

	FFS others
	
	
	


Note: “Quantization/dequantization method” includes the description of training awareness (Case 1/2-1/2-2), type of quantization/dequantization (SQ/VQ), etc.
Note: “Input type” means the input of the CSI generation part. “output type” means the output of the CSI reconstruction part.

Working Assumption 
The following initial template is considered for companies to report the evaluation results of AI/ML-based CSI prediction with generalization verification
· To be collected before 112bis-e meeting
· FFS whether the intermediate KPI results are gain over benchmark or absolute values
· FFS whether the intermediate KPI results are in forms of linear or dB
Table X. Evaluation results for CSI prediction with model generalization, [Max rank value]
	
	
	Source 1
	…

	AI/ML model description
	AL/ML model description (e.g., backbone, structure)
	
	

	
	[Pre-processing]
	
	

	
	[Post-processing]
	
	

	
	FLOPs/M
	
	

	
	Parameters/M
	
	

	
	[Storage /Mbytes]
	
	

	
	Input type
	
	

	
	Output type
	
	

	Assumption
	CSI feedback periodicity
	
	

	
	Observation window (number/distance)
	
	

	
	Prediction window (number/distance between prediction instances/distance from the last observation instance to the 1st prediction instance)
	
	

	
	Whether/how to adopt spatial consistency
	
	

	Generalization Case 1
	Train (setting#A, size/k)
	
	

	
	Test (setting#A, size/k)
	
	

	
	SGCS (1,…N, N is number of prediction instances)
	
	

	
	NMSE (1,…N, N is number of prediction instances)
	
	

	…
(other settings and results for Case 1)
	
	
	

	Generalization Case 2
	Train (setting#A, size/k)
	
	

	
	Test (setting#B, size/k)
	
	

	
	SGCS (1,…N, N is number of prediction instances)
	
	

	
	NMSE (1,…N, N is number of prediction instances)
	
	

	…
(other settings and results for Case 2)
	
	
	

	Generalization Case 3
	Train (setting#A+#B, size/k)
	
	

	
	Test (setting#A/#B, size/k)
	
	

	
	SGCS (1,…N, N is number of prediction instances)
	
	

	
	NMSE (1,…N, N is number of prediction instances)
	
	

	…
(other settings and results for Case 3)
	
	
	

	Fine-tuning case (optional)
	Train (setting#A, size/k)
	
	

	
	Fine-tune (setting#B, size/k)
	
	

	
	Test (setting#B, size/k)
	
	

	
	SGCS (1,…N, N is number of prediction instances)
	
	

	
	NMSE (1,…N, N is number of prediction instances)
	
	

	…
(other settings and results for Fine-tuning)
	
	
	

	FFS others
	
	
	



Working Assumption 
[bookmark: _Hlk132054669]The following initial template is considered for companies to report the evaluation results of AI/ML-based CSI compression for multi-vendor joint training and without generalization/scalability verification
· To be collected before 112bis-e meeting
· FFS whether the intermediate KPI results are gain over benchmark or absolute values
· FFS whether the intermediate KPI results are in forms of linear or dB
· FFS case of multiple layers
Table X. Evaluation results for CSI compression of multi-vendor joint training without model generalization/scalability, [Max rank value]
	
	
	Source 1
	…

	Common description
	Input type
	
	

	
	Output type
	
	

	
	[Training method]
	
	

	
	Quantization /dequantization method
	
	

	Dataset description
	Train/k
	
	

	
	Test/k
	
	

	
	Ground-truth CSI quantization method
	
	

	Case 1 (baseline): NW#1-UE#1
	UE part AI/ML model backbone/structure
	
	

	
	Network part AI/ML model backbone/structure
	
	

	...
(other NW-UE combinations for Case 1)
	
	
	

	Case 2 (1 NW part to M>1 UE parts)
	NW part model backbone/structure
	
	

	
	UE#1 part model backbone/structure
	
	

	
	UE#1 part training dataset description and size
	
	

	
	…
	
	

	
	UE#M part model backbone/structure
	
	

	
	UE#M part training dataset description and size
	
	

	Case 3 (N>1 NW parts to 1 UE part)
	UE part model backbone/structure
	
	

	
	NW#1 part model backbone/structure
	
	

	
	NW#1 part training dataset description and size
	
	

	
	…
	
	

	
	NW#N part model backbone/structure
	
	

	
	NW#N part training dataset description and size
	
	

	Intermediate KPI type (SGCS/NMSE)
	
	

	FFS other cases
	
	
	

	Case 1: NW#1-UE#1: Intermediate KPI 
	CSI feedback payload X
	
	

	
	CSI feedback payload Y
	
	

	
	CSI feedback payload Z
	
	

	…
(results for other NW-UE combinations for Case 1)
	
	
	

	Case 2: Intermediate KPI 
	CSI feedback payload X, 
NW-UE#1
	
	

	
	…
	
	

	
	CSI feedback payload X, 
NW-UE#M
	
	

	
	CSI feedback payload Y …
	
	

	
	CSI feedback payload Z …
	
	

	Case 3: Intermediate KPI 
	CSI feedback payload X, 
NW#1-UE
	
	

	
	…
	
	

	
	CSI feedback payload X, 
NW#N-UE
	
	

	
	CSI feedback payload Y …
	
	

	
	CSI feedback payload Z …
	
	

	FFS other cases
	
	
	

	FFS others
	
	
	


Note: “Quantization/dequantization method” includes the description of training awareness (Case 1/2-1/2-2), type of quantization/dequantization (SQ/VQ), etc.
Note: “Input type” means the input of the CSI generation part. “output type” means the output of the CSI reconstruction part.

Working Assumption 
The following initial template is considered for companies to report the evaluation results of AI/ML-based CSI compression for sequentially separate training and without generalization/scalability verification
· To be collected before 112bis-e meeting
· FFS whether the intermediate KPI results are gain over benchmark or absolute values
· FFS whether the intermediate KPI results are in forms of linear or dB
· FFS case of multiple layers
[bookmark: _Hlk132382066]Table X. Evaluation results for CSI compression of separate training without model generalization/scalability, [Max rank value]
	
	
	Source 1
	…

	Common description
	Input type
	
	

	
	Output type
	
	

	
	Quantization /dequantization method
	
	

	
	Shared output of CSI generation part/input of reconstruction part is before or after quantization
	
	

	Dataset description
	Test/k
	
	

	
	Ground-truth CSI quantization method
	
	

	[Benchmark: NW#1-UE#1 joint training]
	UE part AI/ML model backbone/structure
	
	

	
	Network part AI/ML model backbone/structure
	
	

	
	Training dataset size
	
	

	...
(other NW-UE combinations for benchmark)
	
	
	

	Case 1-NW first training
	NW part AI/ML model backbone/structure
	
	

	
	UE#1 part model backbone/structure
	
	

	
	UE#1 part training dataset description and size
	
	

	
	…
	
	

	
	UE#M part model backbone/structure
	
	

	
	UE#M part training dataset description and size
	
	

	
	[air-interface overhead of information (e.g., dataset) sharing]
	
	

	Case 1-UE first training
	NW#1 part model backbone/structure
	
	

	
	NW#1 part training dataset description and size
	
	

	
	…
	
	

	
	NW#N part model backbone/structure
	
	

	
	NW#N part training dataset description and size
	
	

	
	UE part model backbone/structure
	
	

	
	[air-interface overhead of information (e.g., dataset) sharing]
	
	

	Case 2-UE first training
	UE#1 part model backbone/structure
	
	

	
	…
	
	

	
	UE#M part model backbone/structure
	
	

	
	UE part AI/ML model backbone/structure
	
	

	
	NW part training dataset description and size (e.g., description/size of dataset from M UEs and how to merge)
	
	

	Case 3-NW first training
	NW#1 part model backbone/structure
	
	

	
	…
	
	

	
	NW#N part model backbone/structure
	
	

	
	UE part model backbone/structure
	
	

	
	UE part training dataset description and size (e.g., description/size of dataset from N NWs and how to merge)
	
	

	Intermediate KPI type (SGCS/NMSE)
	
	

	FFS other cases
	
	
	

	NW#1-UE#1 joint training: Intermediate KPI
	CSI feedback payload X
	
	

	
	CSI feedback payload Y
	
	

	
	CSI feedback payload Z
	
	

	…
(results for other 1-on-1 NW-UE joint training combinations)
	
	
	

	Case 1-NW first training: Intermediate KPI
	CSI feedback payload X, 
NW-UE#1
	
	

	
	…
	
	

	
	CSI feedback payload X, 
NW-UE#M
	
	

	
	CSI feedback payload Y …
	
	

	
	CSI feedback payload Z …
	
	

	Case 1-UE first training: Intermediate KPI
	CSI feedback payload X, 
NW#1-UE
	
	

	
	…
	
	

	
	CSI feedback payload X, 
NW#N-UE
	
	

	
	CSI feedback payload Y …
	
	

	
	CSI feedback payload Z …
	
	

	Case 2-NW first training: Intermediate KPI
	CSI feedback payload X, 
NW#1-UE
	
	

	
	…
	
	

	
	CSI feedback payload X, 
NW#N-UE
	
	

	
	CSI feedback payload Y …
	
	

	
	CSI feedback payload Z …
	
	

	Case 3-NW first training: Intermediate KPI
	CSI feedback payload X, 
NW-UE#1
	
	

	
	…
	
	

	
	CSI feedback payload X, 
NW-UE#M
	
	

	
	CSI feedback payload Y …
	
	

	
	CSI feedback payload Z …
	
	

	FFS other cases
	
	
	

	FFS others
	
	
	


Note: “Quantization/dequantization method” includes the description of training awareness (Case 1/2-1/2-2), type of quantization/dequantization (SQ/VQ), etc.
Note: “Input type” means the input of the CSI generation part. “output type” means the output of the CSI reconstruction part.

Agreements of the 112bis-e meeting
Agreement
For the rank >1 options under AI/ML-based CSI compression, for a given configured Max rank=K, the complexity of FLOPs is reported as the maximum FLOPs over all ranks each includes the summation of FLOPs for inference per layer if applicable, e.g.,
· Option 1-1 (rank specific): Max FLOPs over K rank specific models.
· Option 1-2 (rank common): FLOPs of the rank common model.
· Option 2-1 (layer specific and rank common): Sum of the FLOPs of K models (for the rank=K).
· Option 2-2 (layer specific and rank specific): Max of the FLOPs over K ranks, k=1,…K, each with a sum of k models.
· Option 3-1 (layer common and rank common): K * FLOPs of the common model.
· Option 3-2 (layer common and rank specific): Max of the FLOPs over K ranks, k=1,…K, each with k * FLOPs of the layer common model.
Agreement
For the rank >1 options under AI/ML-based CSI compression, the storage of memory storage/number of parameters is reported as the summation of memory storage/number of parameters over all models potentially used for any layer/rank, e.g.,
· Option 1-1 (rank specific)/Option 3-2 (layer common and rank specific): Sum of memory storage/number of parameters over all rank specific models.
· Option 1-2 (rank common): A single memory storage/number of parameters for the rank common model.
· Option 2-1 (layer specific and rank common): Sum of memory storage/number of parameters over all layer specific models.
· Option 2-2 (layer specific and rank specific): Sum of memory storage/number of parameters for the specific models over all ranks and all layers in per rank.
· Option 3-1 (layer common and rank common): A single memory storage/number of parameters for the common model.

Working assumption 
For the forms of the intermediate KPI results for the following templates:
	Table 2. Evaluation results for CSI compression with model generalization
Table 3. Evaluation results for CSI compression with model scalability, 
Table 4. Evaluation results for CSI compression of multi-vendor joint training without model generalization/scalability, 
Table 5. Evaluation results for CSI compression of separate training without model generalization/scalability, 
Table 7. Evaluation results for CSI prediction with model generalization


· The intermediate KPI results are in forms of absolute values and the gain over benchmark, e.g., in terms of “absolute value (gain over benchmark)”
· The intermediate KPI results are in forms of linear value for SGCS and dB value for NMSE
Working Assumption 
For the per layer CSI payload size X/Y/Z in the templates of CSI compression, as a clarification, the X/Y/Z ranges in the working assumption achieved in RAN1#112 meeting is applicable to Max rank = 1/2. For Max rank () = 3/4, the per layer basis X/Y/Z ranges are re-determined as:
· X is <=bits
· Y is bits-bits
· Z is >=bits
Working Assumption 
For the template of Table 1. Evaluation results for CSI compression of 1-on-1 joint training without model generalization/scalability, the CSI feedback reduction is provided for 3 CSI feedback overhead ranges, where for each CSI feedback overhead range of the benchmark, it is calculated as the gap between the CSI feedback overhead of benchmark and the CSI feedback overhead of AI/ML corresponding to the same mean UPT.
· Note: the CSI feedback overhead reduction and gain for mean/5%tile UPT are determined at the same payload size for benchmark scheme
	CSI feedback reduction (%)  (for a given CSI feedback overhead in the benchmark scheme)
	[X*Max rank value], RU<=39%

	
	[Y*Max rank value], RU<=39%

	
	[Z*Max rank value], RU<=39%

	
	[X*Max rank value], RU 40%-69%

	
	[Y*Max rank value], RU 40%-69%

	
	[Z*Max rank value], RU 40%-69%

	
	[X*Max rank value], RU >=70%

	
	[Y*Max rank value], RU >=70%

	
	[Z*Max rank value], RU >=70%



Note: for result collection for the generalization verification of AI/ML based CSI compression over various deployment scenarios, till the RAN1#112bis-e meeting,
· 15 sources show that compared to the case where the AI/ML model is trained with dataset subject to a certain deployment scenario#B and applied for inference with a same deployment scenario#B, it has degraded performance if the model is trained with deployment scenario#A and applied for inference with a different deployment scenario#B.
· E.g., deployment scenario#A is UMa, deployment scenario#B is UMi, deployment scenario#A is UMi, deployment scenario#B is UMa, or deployment scenario#A is InH, deployment scenario#B is UMa/UMi.
· 6 sources observe that if deployment scenario#A and deployment scenario#B are subject to some certain combinations, the degradation is minor.
· E.g., deployment scenario#A is UMa, deployment scenario#B is UMi, or deployment scenario#A is UMi, deployment scenario#B is UMa.
· 6 sources show that generalized performance of the AI/ML model can be achieved, if the training dataset is constructed with data samples subject to multiple deployment scenarios including deployment scenario#A and deployment scenario#B, and the trained AI/ML model applies inference on either deployment scenario#A or deployment scenario#B.
· E.g., deployment scenario#A is InH, deployment scenario#B is UMa and/or UMi.
· 3 sources show that, compared to the case where the AI/ML model is trained on scenario#A and applied for inference on deployment scenario#B, the generalization performance can be improved, if the AI/ML model, after trained on deployment scenario#A, is updated based on a fine-tuned dataset subject to deployment scenario#B, and performs inference on deployment scenario#B.
· E.g., deployment scenario#A is InH, deployment scenario#B is UMa or UMi.

Agreement
For the AI/ML based CSI prediction, add an entry for “Table 6. Evaluation results for CSI prediction without model generalization/scalability” to report the Codebook type for CSI report.
	Assumption
	UE speed

	
	CSI feedback periodicity

	
	Observation window (number/distance)

	
	Prediction window (number/distance [between prediction instances/distance from the last observation instance to the 1st prediction instance])

	
	Whether/how to adopt spatial consistency

	
	Codebook type for CSI report




Agreement
To evaluate the performance of the intermediate KPI based monitoring mechanism for CSI compression, the model monitoring methodology is considered as:
· Step1: Generate test dataset including K test samples
· FFS how to obtain the K test samples
· Step2: For each of K test samples, a bias factor of monitored intermediate KPI () is calculated as a function of , where  is the actual intermediate KPI, and  is the genie-aided intermediate KPI.
· Step3: Calculate the statistical result of the  over K test samples which represents the monitoring accuracy performance.
· Note:  is introduced for the evaluation and comparison purpose; it may not be available in the real network.
· Note: the complexity, overhead and latency of the monitoring scheme are reported by companies. FFS how to evaluate latency.

Agreement
To evaluate the performance of the intermediate KPI based monitoring mechanism for CSI compression, for Step2 of the model monitoring methodology, the per sample  is considered for
· Case 1: NW side monitoring of intermediate KPI, where the monitoring accuracy is evaluated for a given ground-truth CSI format (e.g., quantized ground-truth CSI with 8 bits scalar, R16 eType II-like method, etc.) or SRS measurements, where
·  is calculated with the output CSI at the NW side and the given ground-truth CSI format or SRS measurements.
·  is calculated with output CSI (as for ) and the ground-truth CSI of Float32.
· Note: if Float32 is used for , the monitoring accuracy is 100% if  and  are based on the same CSI sample. 
· Case 2: UE side monitoring of intermediate KPI with a proxy model, where the monitoring accuracy is evaluated for the output of the proxy model at UE:
· Case 2-1: the proxy model is a proxy CSI reconstruction part, and  is calculated based on the inference output of the proxy CSI reconstruction part at UE and the ground-truth CSI.
· Note: if the proxy CSI reconstruction model is the same as the actual CSI reconstruction model at the NW, the monitoring accuracy is 100%
· Case 2-2: the proxy model directly outputs intermediate KPI ()
·  is calculated with the output CSI at the NW side and the same ground-truth CSI.
· FFS how to train the proxy model and the resulting monitoring performance, to be reported by companies.
· FFS whether/how to evaluate the generalization performance of the proxy model.
· Case 3: others are not precluded

Conclusion
For the evaluation of CSI enhancements, when reporting the computational complexity including the pre-processing and post-processing, the complexity metric of FLOPs may be reported separately for the AI/ML model and the pre/post processing.
· How to calculate the FLOPs for pre/post processing is up to companies.
· While reporting the FLOPs of pre-processing and post-processing the following boundaries are considered.
· Estimated raw channel matrix per each frequency unit as an input for pre-processing of the CSI generation part
· Precoding vectors per each frequency unit as an output of post-processing of the CSI reconstruction part
Agreement
For the evaluation of CSI compression, companies are allowed to report (by introducing an additional field in the template to describe) the specific CQI determination method(s) for AI/ML, e.g.,
· Option 2a: CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference with potential adjustment
· Option 2a-1: The CSI reconstruction part for CQI calculation at the UE same as the actual CSI reconstruction part at the NW
· Option 2a-2: The CSI reconstruction part for CQI calculation at the UE is a proxy model, which is different from the actual CSI reconstruction part at the NW
· Option 2b: CQI is calculated using two stage approach, UE derives CQI using precoded CSI-RS transmitted with a reconstructed precoder
· Option 1a: CQI is calculated based on the target CSI from the realistic channel estimation
· Option 1b: CQI is calculated based on the target CSI from the realistic channel estimation and potential adjustment
· Option 1c: CQI is calculated based on traditional codebook
· Other options if adopted, to be described by companies
Agreement
For the AI/ML based CSI prediction sub use case, if collaboration level x is reported as the benchmark, the EVM to distinguish level x and level y/z based AI/ML CSI prediction is considered from the generalization aspect.
· E.g., collaboration level y/z based CSI prediction is modeled as the fine-tuning case or generalization Case 1, while collaboration level x based CSI prediction is modeled as generalization Case 2 or Case 3.

Agreement
To evaluate the performance of the intermediate KPI based monitoring mechanism for CSI compression,  is in forms of
· Option 1: Gap between  and , i.e. ; 
· Monitoring accuracy is the percentage of the samples for which , where  is a threshold of the intermediate KPI gap.
· Option 2: Binary state where  and  have different relationships to their threshold(s), i.e., , where  can be same or different from 
· Monitoring accuracy is the percentage of the samples for which .
· FFS other metrics: Misdetection, False alarm, etc.
· FFS the values of , , .
· FFS whether/how to evaluate the monitoring metrics for Rank>1

Working Assumption
For the template of Table 1. Evaluation results for CSI compression of 1-on-1 joint training without model generalization/scalability, the CSI feedback overhead for the metric of eventual KPI (e.g., mean/5% UPT) is re-determined as:
· CSI feedback overhead A: <=β* 80 bits.
· CSI feedback overhead B: β* (100bits – 140 bits).
· CSI feedback overhead C: >=β* 230 bits.
· Note: β=1 for max rank = 1, andβ=1.5 for max rank = 2/3/4.
· FFS for rank 2/3/4, whether to add an additional CSI feedback overhead D: >=γ* 230 bits, γ= [1.9], and limit the range of CSI feedback overhead C as:β* 230 bits-γ* 230 bits.
· Note: companies additionally report the exact CSI feedback overhead they considered

Observation
For the scalability verification of AI/ML based CSI compression over various CSI payload sizes, till the RAN1#112bis-e meeting, compared to the generalization Case 1 where the AI/ML model is trained with dataset subject to a certain CSI payload size#B and applied for inference with a same CSI payload size#B, 
· Generalized performance of the AI/ML model can be achieved (0%~5.9% loss) under generalization Case 3 for the inference on either CSI payload size#A or CSI payload size#B, if the training dataset is constructed with data samples subject to multiple CSI payload sizes including CSI payload size#A and CSI payload size#B, and an appropriate scalability solution is performed to scale the dimension of the AI/ML model, shown by 7 sources (Note *) (6 sources (Note **) showing 0%~2.2% loss, 3 sources (Note ***) showing 2.35%~5.9% loss). The scalability solution is adopted as follows:
· Pre/post-processing of truncation/padding, adopted by 3 sources (Note ****), showing 0.2%~5.9% loss.
· Various quantization granularities, adopted by 1 source (Note *****), showing 1.8%~4.7% loss.
· Adaptation layer in the AL/ML model, adopted by 3 sources (Note ******), showing 0%~4.05% loss.
· Note: the above results are based on the following assumptions
· Precoding matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· 1-on-1 joint training is assumed.
· Input/output scalability dimension Case 3 is adopted: A pair of CSI generation part with scalable input/output dimensions and CSI reconstruction part with scalable output and/or input dimensions.
· The performance metric is SGCS in linear value for layer 1/2.
· Note *: Huawei, HiSilicon (R1-2302358), Ericsson (R1-2302918), OPPO (R1-2302540), Fujitsu (R1-2302904), CMCC (R1-2303224), MediaTek (R1-2303336), NTT DOCOMO (R1-2303705).
· Note **: Huawei, HiSilicon (R1-2302358), Ericsson (R1-2302918), Fujitsu (R1-2302904), CMCC (R1-2303224), MediaTek (R1-2303336), NTT DOCOMO (R1-2303705).
· Note ***: Ericsson (R1-2302918), OPPO (R1-2302540), MediaTek (R1-2303336).
· Note ****: OPPO (R1-2302540), Fujitsu (R1-2302904), CMCC (R1-2303224).
· Note *****: Ericsson (R1-2302918).
· Note ******: Huawei, HiSilicon (R1-2302358), MediaTek (R1-2303336), NTT DOCOMO (R1-2303705).

Observation 
For the AI/ML based CSI prediction, till the RAN1#112bis-e meeting, 
· 11 sources (Note *) show that the AI/ML-based CSI prediction outperforms the benchmark of the nearest historical CSI, wherein
· 5 sources (Note **) show the gain of 14% ~ 26.47% using raw channel matrix as input.
· 2 sources (Note ***) show the gain of 5.64% ~ 9.49% using precoding matrix as input, which is in general worse than using raw channel matrix as input
· Note 1: spatial consistency is adopted in 1 source (Note ****) and not adopted in 5 sources (Note *****).
· Note 2: the above results are based on the following assumptions
· The observation window considers to start as early as 15ms~50ms.
· A future 4ms or 5ms instance from the prediction output is considered for calculating the metric.
· UE speed is 30km/h.
· The performance metric is SGCS in linear value for layer 1.
· Note *: Huawei, HiSilicon (R1-2302358), ZTE (R1-2302437), Spreadtrum Communications, BUPT, (R1-2302593), Nokia, Nokia Shanghai Bell (R1-2302628), CATT (R1-2302695), Fujitsu (R1-2302904), Samsung (R1-2303120), ETRI (R1-2303194), CMCC (R1-2303224), NVIDIA (R1-2303435), Apple (R1-2303475).
· Note **: ZTE (R1-2302437), Nokia, Nokia Shanghai Bell (R1-2302628), Spreadtrum Communications, BUPT (R1-2302593), NVIDIA (R1-2303435), Apple (R1-2303475).
· Note ***: ZTE (R1-2302437), Fujitsu (R1-2302904).
· Note ****: Nokia, Nokia Shanghai Bell (R1-2302628).
· Note *****: Huawei, HiSilicon (R1-2302358), ZTE (R1-2302437), ETRI (R1-2303194), CMCC (R1-2303224), Apple (R1-2303475).

Agreement
For the AI/ML based CSI compression, for the submission of simulation results to the RAN1#113 meeting, for Table 1. Evaluation results for CSI compression of 1-on-1 joint training without model generalization/scalability, companies are encouraged to take the following assumptions as baseline for the calibration purpose:
· Benchmark: R16 eType II CB; 
· Others can be additionally submitted, e.g., Type I CB.
· Input/Output type: Eigenvectors of the current CSI
· Other can be additionally submitted, e.g., eigenvectors with additional past CSI, eType II-like input, raw channel matrix, etc.
· Ground-truth CSI quantization method: Float32, i.e., without quantization
· Other high resolution CSI quantization methods can be additionally submitted for comparison, e.g., R16 Type II-like method with new parameters, scalar quantization, etc.
· Rank/layer adaptation settings for rank>1: Option 3-1, i.e., layer common and rank common
· Other rank>1 options can be additionally submitted for comparison, e.g., Option 1-1/1-2/2-1/2-2/3-2.
· Quantization method: quantization-aware training (Case 2-1 or Case 2-2)
· Quantization non-aware training can be additionally submitted for comparison
· SQ and/or VQ is up to companies; companies are encouraged to provide results of various cases for comparison.
· Performance metric for intermediate KPI: SGCS
· NMSE can be additionally submitted.

Agreement
For the AI/ML based CSI prediction, for the submission of simulation results to the RAN1#113 meeting, 
· for Table 6. Evaluation results for CSI prediction without model generalization/scalability, companies are encouraged to take the following assumptions as baseline for the calibration purpose:
· UE speed: 10km/h, 30km/h, 60km/h;
· Others can be additionally submitted, e.g., 120km/h.
· Input/Output type: Raw channel matrix
· Other can be additionally submitted, e.g., eigenvectors.
· Observation window: 5/5ms, 10/5ms
· Other observation window configurations can be additionally submitted for comparison, e.g., 3/5ms, 4/5ms, 8/2.5ms, 10/4ms, etc.
· Prediction window: 1/5ms/5ms
· Other prediction window configurations can be additionally submitted for comparison, e.g., 3/5ms/5ms, 5/5ms/5ms, 4/2.5ms/2.5ms, 5/4ms/4ms, etc.
· Performance metric for intermediate KPI: SGCS
· NMSE can be additionally submitted.
· Spatial consistency configuration (optional): procedure A with 50m decorrelation distance and channel updating periodicity of 1 ms.
· for Table 7. Evaluation results for CSI prediction with model generalization, companies are encouraged to take the following assumption as baseline for the calibration purpose:
· Performance metric for intermediate KPI: SGCS
· NMSE can be additionally submitted.

Agreements of the 113 meeting

Observation 
For the AI/ML based CSI prediction, till the RAN1#113 meeting, compared to the Benchmark#1 of the nearest historical CSI, in terms of SGCS, from UE speed perspective, in general the gain of AI/ML based solution is related with the UE speed:
· For 10km/h UE speed, 4 sources [Fujitsu, Samsung, Xiaomi, InterDigital] observe 1.03%~6% gain, 1 source [CMCC] observes 21.93% gain.
· For 30km/h UE speed, 2 sources [OPPO, ETRI] observes 6%~10.43% gain, 5 sources [ZTE, Fujitsu, Apple, Xiaomi, Spreadtrum] observe 18.72%~31.3% gain, and 3 sources [InterDigital, MediaTek, CMCC] observe 35%~ 41.75% gain, which are in general larger than 10km/h UE speed.
· For 60km/h UE speed, 2 sources [Fujitsu, InterDigital] observe -3%~5% gain, 4 sources [Huawei, Samsung, vivo, CMCC] observe 11.2%~19.98% gain, which are in general smaller than 30km/h UE speed.
· Note: the above results are based on the following assumptions
· The observation window considers to start as early as 15ms~50ms.
· A future 4ms or 5ms instance from the prediction output is considered for calculating the metric.
· Raw channel matrix is considered as model input
· The performance metric is SGCS in linear value for layer 1.
· No post processing is considered.
· No spatial consistency is considered by 11 sources [Fujitsu, Samsung, Xiaomi, InterDigital, CMCC, OPPO, ETRI, ZTE, Apple, Huawei, Spreadtrum]. 1 source [vivo] provides both results with spatial consistency and results w/o spatial consistency.
· Note: Results refer to Table 5.1-1 of R1-2306059


Observation 
For the evaluation of AI/ML based CSI compression, till the RAN1#113 meeting, compared to the benchmark, in terms of SGCS,
· For Max rank 1, Layer 1,
· 11 sources [Huawei, Nokia, ZTE, vivo, OPPO, ETRI, Fujitsu, CMCC, China Telecom, MediaTek, Apple] observe the performance gain of 2.6%~ 8.8% at CSI payload X (small payload);
· 14 sources [Huawei, Nokia, Futurewei, ZTE, vivo, OPPO, ETRI, Fujitsu, NTT DOCOMO, Xiaomi, China Telecom, MediaTek, BJTU, Apple] observe the performance gain of 0.9%~ 8.1% at CSI payload Y (medium payload);
· 11 sources [Huawei, Nokia, Futurewei, Lenovo, ZTE, vivo, OPPO, ETRI, Fujitsu, BJTU, Apple] observe the performance gain of 0.9%~ 7% at CSI payload Z (large payload);
· Note: 1 source [Futurewei] observes the performance gain of 11.6% at CSI payload X (small payload) which biases from the majority range.
· For Max rank 2, Layer 1,
· 12 sources [Huawei, Nokia, Futurewei, ZTE, vivo, OPPO, Fujitsu, Ericsson, Xiaomi, Qualcomm, Intel, Apple] observe the performance gain of 3.9%~ 11% at CSI payload X (small payload);
· 11 sources [Huawei, Nokia, Futurewei, ZTE, vivo, OPPO, Fujitsu, NTT DOCOMO, Ericsson, Qualcomm, Apple] observe the performance gain of 0.7%~ 4.5% at CSI payload Y (medium payload);
· 9 sources [Huawei, Nokia, Futurewei, ZTE, vivo, OPPO, Fujitsu, Ericsson, Apple] observe the performance gain of -0.2%~ 6.5% at CSI payload Z (large payload);
· For Max rank 2, Layer 2, more gains are observed in general compared with Layer 1 of Max rank 2:
· 12 sources [Huawei, Nokia, ZTE, vivo, OPPO, Fujitsu, NTT DOCOMO, Ericsson, Xiaomi, Qualcomm, Intel, Apple] observe the performance gain of 5.92%~ 30.2% at CSI payload X (small payload);
· 12 sources [Huawei, Nokia, ZTE, vivo, OPPO, Fujitsu, NTT DOCOMO, Ericsson, Xiaomi, Qualcomm, Intel, Apple] observe the performance gain of 1.5%~ 23.08% at CSI payload Y (medium payload);
· 10 sources [Huawei, Nokia, ZTE, vivo, OPPO, Fujitsu, NTT DOCOMO, Ericsson, Intel, Apple] observe the performance gain of 4.4%~ 12.99% at CSI payload Z (large payload);
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix of the current CSI is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· 1-on-1 joint training is assumed.
· The performance metric is SGCS for Layer 1 of Max rank 1 or Layer 1/2 of Max rank 2.
· Benchmark is Rel-16 Type II codebook.
· Note: Results refer to Table 5.1-2 of R1-2306059


Observation 
For the evaluation of AI/ML based CSI compression, till the RAN1#113 meeting, compared to the benchmark, in terms of mean UPT under FTP traffic, more gains are achieved by Max rank 2 compared with Max rank 1 in general:
· For Max rank 1, in general the performance gain increases with the increase of RU:
· For RU<=39%, 3 sources [Huawei, Nokia, vivo] observe the performance gain of 0.2%~2%
· 3 sources [Huawei, Nokia, vivo] observe the performance gain of 0.29%~2% at CSI overhead A (small overhead);
· 3 sources [Huawei, Nokia, vivo] observe the performance gain of 0.2%~1% at CSI overhead B (medium overhead);
· 3 sources [Huawei, Nokia, vivo] observe the performance gain of 0.33%~1% at CSI overhead C (large overhead);
· For RU 40%-69%, 3 sources [Huawei, Nokia, vivo] observe the performance gain of 0.1%~4%
· 3 sources [Huawei, Nokia, vivo] observe the performance gain of 1.09%~3% at CSI overhead A (small overhead);
· 3 sources [Huawei, Nokia, vivo] observe the performance gain of 0.80%~2% at CSI overhead B (medium overhead);
· 3 sources [Huawei, Nokia, vivo] observe the performance gain of 0.1%~4% at CSI overhead C (large overhead);
· For RU>=70%, 6 sources [Huawei, Nokia, ZTE, vivo, OPPO, Spreadtrum] observe the performance gain of 0.23%~9%
· 6 sources [Huawei, Nokia, ZTE, vivo, OPPO, Spreadtrum] observe the performance gain of 0.38%~9% at CSI overhead A (small overhead);
· 5 sources [Huawei, Nokia, ZTE, vivo, OPPO] observe the performance gain of 0.62%~5% at CSI overhead B (medium overhead);
· 5 sources [Huawei, Nokia, ZTE, vivo, OPPO] observe the performance gain of 0.23%~6% at CSI overhead C (large overhead);
· Note: 2 sources [Spreadtrum, Futurewei] observe gain of 12.77%~21.21% at RU 40%-69%, 11.23%~21.5% at RU>=70%, which bias from the majority ranges.
· For Max rank 2, in general the performance gain increases with the increase of RU:
· For RU<=39%, 6 sources [Huawei, Nokia, Ericsson, Intel, Qualcomm, Fujitsu] observe the performance gain of -0.3%~6%
· 5 sources [Huawei, Nokia, Ericsson, Intel, Qualcomm] observe the performance gain of 1%~6% at CSI overhead A (small overhead);
· 4 sources [Huawei, Nokia, Ericsson, Qualcomm] observe the performance gain of 0.5%~6% at CSI overhead B (medium overhead);
· 6 sources [Huawei, Nokia, Ericsson, Intel, Fujitsu, Qualcomm] observe the performance gain of -0.3%~6% at CSI overhead C (large overhead);
· For RU 40%-69%, 7 sources [Huawei, Nokia, ZTE, Ericsson, Intel, Qualcomm, InterDigital] observe the performance gain of -0.5%~10%
· 6 sources [Huawei, Nokia, ZTE, Ericsson, Intel, Qualcomm] observe the performance gain of 3%~10% at CSI overhead A (small overhead);
· 6 sources [Huawei, Nokia, ZTE, Ericsson, Intel, Qualcomm] observe the performance gain of 1.2%~9% at CSI overhead B (medium overhead);
· 7 sources [Huawei, Nokia, ZTE, Ericsson, Intel, Qualcomm, InterDigital] observe the performance gain of -0.5%~9% at CSI overhead C (large overhead);
· For RU>=70%, 9 sources [Huawei, Nokia, ZTE, OPPO, Ericsson, Intel, InterDigital, Qualcomm, Futurewei] observe the performance gain of -0.2%~15%
· 9 sources [Huawei, Nokia, ZTE, OPPO, Ericsson, Intel, InterDigital, Qualcomm, Futurewei] observe the performance gain of 5%~15% at CSI overhead A (small overhead);
· 9 sources [Huawei, Nokia, ZTE, OPPO, Ericsson, Intel, InterDigital, Qualcomm, Futurewei] observe the performance gain of 3%~9% at CSI overhead B (medium overhead);
· 9 sources [Huawei, Nokia, ZTE, OPPO, Ericsson, Intel, InterDigital, Fujitsu, Qualcomm] observe the performance gain of -0.2%~12% at CSI overhead C (large overhead);
· Note: 4 sources [Futurewei, NTT DOCOMO, InterDigital, Fujitsu] observe gain of 7%~30% at RU<=39%, 10%~23% at RU 40%-69%, 12.71%~26.8% at RU>=70%, which bias from the majority ranges.
· For Max rank 4:
· For RU<=39%, 3 sources [CATT, Apple, Qualcomm] observe the performance gain of -4%~7.4%
· 3 sources [CATT, Apple, Qualcomm] observe the performance gain of 2.5%~7.4% at CSI overhead A (small overhead);
· 1 source [Qualcomm] observes the performance gain of 6% at CSI overhead B (medium overhead);
· 2 sources [Apple, Qualcomm] observe the performance gain of -4%~0% at CSI overhead C (large overhead);
· For RU 40%-69%, 3 sources [Apple, ZTE, Qualcomm] observe the performance gain of -1.8%~12.22%
· 3 sources [Apple, ZTE, Qualcomm] observe the performance gain of 3%~12.22% at CSI overhead A (small overhead);
· 2 sources [ZTE, Qualcomm] observe the performance gain of 7.04%~11% at CSI overhead B (medium overhead);
· 3 sources [Apple, ZTE, Qualcomm] observe the performance gain of -1.8%~8.19% at CSI overhead C (large overhead);
· For RU>=70%, 3 sources [Apple, ZTE, Qualcomm] observe the performance gain of -1%~17%
· 3 sources [Apple, ZTE, Qualcomm] observe the performance gain of 3%~17% at CSI overhead A (small overhead);
· 2 sources [ZTE, Qualcomm] observe the performance gain of 6.64%~17% at CSI overhead B (medium overhead);
· 3 sources [Apple, ZTE, Qualcomm] observe the performance gain of -1%~8.40% at CSI overhead C (large overhead);
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix of the current CSI is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· 1-on-1 joint training is assumed.
· The performance metric is mean UPT for Max rank 1, Max rank 2, or Max rank 4.
· Benchmark is Rel-16 Type II codebook.
· Note: Results refer to Table 5.1-3 of R1-2306059

Observation 
For the evaluation of AI/ML based CSI compression, till the RAN1#113 meeting, compared to the benchmark, in terms of 5% UPT under FTP, more gains are achieved by Max rank 2 compared with Max rank 1 in general:
· For Max rank 1, in general the performance gain increases with the increase of RU:
· For RU<=39%, 3 sources [Huawei, Nokia, vivo] observe the performance gain of 0.8%~3%
· 3 sources [Huawei, Nokia, vivo] observe the performance gain of 1.72%~3% at CSI overhead A (small overhead);
· 3 sources [Huawei, Nokia, vivo] observe the performance gain of 0.80%~1.2% at CSI overhead B (medium overhead);
· 3 sources [Huawei, Nokia, vivo] observe the performance gain of 1.68%~3% at CSI overhead C (large overhead);
· For RU 40%-69%, 3 sources [Huawei, Nokia, vivo] observe the performance gain of 0.1%~7%
· 3 sources [Huawei, Nokia, vivo] observe the performance gain of 2.8%~7% at CSI overhead A (small overhead);
· 3 sources [Huawei, Nokia, vivo] observe the performance gain of 1.22%~2.7% at CSI overhead B (medium overhead);
· 3 sources [Huawei, Nokia, vivo] observe the performance gain of 0.1%~3.25% at CSI overhead C (large overhead);
· For RU>=70%, 5 sources [Huawei, Nokia, ZTE, vivo, OPPO] observe the performance gain of 0.85%~20.43%
· 5 sources [Huawei, Nokia, ZTE, vivo, OPPO] observe the performance gain of 4%~20.43% at CSI overhead A (small overhead);
· 5 sources [Huawei, Nokia, ZTE, vivo, OPPO] observe the performance gain of 1%~10.13% at CSI overhead B (medium overhead);
· 5 sources [Huawei, Nokia, ZTE, vivo, OPPO] observe the performance gain of 0.85%~8% at CSI overhead C (large overhead);
· Note: 2 sources [Spreadtrum, Futurewei] observe gain of 15.87%~21.04% at RU 40%-69%, 20.2%~50% at RU>=70%, which bias from the majority ranges.
· For Max rank 2, in general the performance gain increases with the increase of RU:
· For RU<=39%, 6 sources [Huawei, Nokia, Ericsson, Qualcomm, Fujitsu, InterDigital] observe the performance gain of -2%~5%
· 4 sources [Huawei, Nokia, Ericsson, Qualcomm] observe the performance gain of 1.1%~5% at CSI overhead A (small overhead);
· 4 sources [Huawei, Nokia, Ericsson, Qualcomm] observe the performance gain of -2%~3% at CSI overhead B (medium overhead);
· 6 sources [Huawei, Nokia, Ericsson, Qualcomm, Fujitsu, InterDigital] observe the performance gain of -0.5%~5% at CSI overhead C (large overhead);
· For RU 40%-69%, 7 sources [Huawei, Nokia, ZTE, Ericsson, Qualcomm, Intel, Fujitsu] observe the performance gain of -4%~13%
· 6 sources [Huawei, Nokia, ZTE, Ericsson, Qualcomm, Intel] observe the performance gain of 7%~13% at CSI overhead A (small overhead);
· 4 sources [Huawei, Nokia, Ericsson, Qualcomm] observe the performance gain of 0.3%~8% at CSI overhead B (medium overhead);
· 5 sources [Huawei, Nokia, Ericsson, Qualcomm, Fujitsu] observe the performance gain of -4%~8% at CSI overhead C (large overhead);
· For RU>=70%, 9 sources [Huawei, Nokia, ZTE, Ericsson, Intel, Fujitsu, NTT DOCOMO, Qualcomm, Futurewei] observe the performance gain of -1.3%~24%
· 7 sources [Huawei, Nokia, ZTE, Ericsson, Intel, Fujitsu, NTT DOCOMO] observe the performance gain of 10.26%~24% at CSI overhead A (small overhead);
· 6 sources [Huawei, Nokia, ZTE, Ericsson, Qualcomm, Intel] observe the performance gain of 9%~15.02% at CSI overhead B (medium overhead);
· 6 sources [Huawei, Nokia, ZTE, Ericsson, Futurewei, Intel] observe the performance gain of -1.3%~13.67% at CSI overhead C (large overhead);
· Note: 5 sources [Intel, NTT DOCOMO, InterDigital, Fujitsu, ZTE] observe gain of 7%~24% at RU<=39%, -8%~-2%, 13.4%~29.7% at RU 40%-69%, -5%~-10%, 18.1%~35.4% at RU>=70%, which bias from the majority ranges.
· For Max rank 4:
· For RU<=39%, 2 sources [Apple, Qualcomm] observe the performance gain of -1.6%~10%
· 2 sources [Apple, Qualcomm] observe the performance gain of 8%~10% at CSI overhead A (small overhead);
· 1 source [Qualcomm] observes the performance gain of 5% at CSI overhead B (medium overhead);
· 2 sources [Apple, Qualcomm] observe the performance gain of -1.6%~1% at CSI overhead C (large overhead);
· For RU 40%-69%, 3 sources [Apple, ZTE, Qualcomm] observe the performance gain of -1.7%~23%
· 3 sources [Apple, ZTE, Qualcomm] observe the performance gain of 5%~17% at CSI overhead A (small overhead);
· 2 sources [ZTE, Qualcomm] observe the performance gain of 6.17%~23% at CSI overhead B (medium overhead);
· 3 sources [Apple, ZTE, Qualcomm] observe the performance gain of -1.7%~9.47% at CSI overhead C (large overhead);
· For RU>=70%, 3 sources [Apple, ZTE, Qualcomm] observe the performance gain of 2%~31%
· 3 sources [Apple, ZTE, Qualcomm] observe the performance gain of 5.8%~31% at CSI overhead A (small overhead);
· 2 sources [ZTE, Qualcomm] observe the performance gain of 10.2%~30% at CSI overhead B (medium overhead);
· 3 sources [Apple, ZTE, Qualcomm] observe the performance gain of 2%~15% at CSI overhead C (large overhead);
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix of the current CSI is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· 1-on-1 joint training is assumed.
· The performance metric is 5% UPT for Max rank 1, Max rank 2, or Max rank 4.
· Benchmark is Rel-16 Type II codebook.
· Note: Results refer to Table 5.1-4 of R1-2306059

Observation 
For the generalization verification of AI/ML based CSI compression over various deployment scenarios, till the RAN1#113 meeting, compared to the generalization Case 1 where the AI/ML model is trained with dataset subject to a certain deployment scenario#B and applied for inference with a same deployment scenario#B,
· For generalization Case 2, generalized performance may be achieved for some certain combinations of deployment scenario#A and deployment scenario#B but not for others:
· If deployment scenario#A is UMi & deployment scenario#B is UMa, deployment scenario#A is UMa & deployment scenario#B is UMi, or deployment scenario#A is UMa & deployment scenario#B is InH:
· 9 sources [Xiaomi, InterDigital, MediaTek, vivo, Intel, ZTE, OPPO, Huawei, CATT] observe that generalized performance can be achieved:
· For deployment scenario#A is UMi & deployment scenario#B is UMa, 7 sources [Xiaomi, InterDigital, MediaTek, vivo, Intel, ZTE, CATT] observe less than -1.6% degradation or positive gain.
· For deployment scenario#A is UMa & deployment scenario#B is UMi, 5 sources [vivo, OPPO, MediaTek, Intel, Xiaomi] observe less than -1.4% degradation or positive gain.
· For deployment scenario#A is UMa & deployment scenario#B is InH, 2 sources [Huawei, CATT] observe less than -0.6% degradation or positive gain
· 10 sources [Intel, NTT DOCOMO, Xiaomi, Interdigital, OPPO, CATT, ZTE, Lenovo, MediaTek, Futurewei] observe that moderate/significant degradations are suffered under generalization Case 2:
· For deployment scenario#A is UMi & deployment scenario#B is UMa, 8 sources [Futurewei, MediaTek, Intel, NTT DOCOMO, Xiaomi, Interdigital, OPPO, CATT] observe -1.69%~-14.2% degradation.
· For deployment scenario#A is UMa & deployment scenario#B is UMi, 7 sources [Futurewei, NTT DOCOMO, ZTE, InterDigital, CATT, Xiaomi, Intel] observe -1.81%~-18.5% degradation.
· For deployment scenario#A is UMa & deployment scenario#B is InH, 2 sources [ZTE, Lenovo] observe -1.74%~-3.6% degradation.
· If deployment scenario#A is InH & deployment scenario#B is Uma/UMi, significant performance degradations are observed under generalization Case 2:
· For deployment scenario#A is InH & deployment scenario#B is UMa, 4 sources [Huawei, CATT, Lenovo, ZTE] observe -5.55%~-21.76% degradation.
· For deployment scenario#A is InH & deployment scenario#B is UMi, 2 sources [vivo, ZTE] observe -8.63%~-20% degradation.
· For generalization Case 3, generalized performance of the AI/ML model can be achieved (0%~-4% loss or positive gain) for deployment scenario#B subject to any of UMa, UMi, and InH, if the training dataset is constructed with data samples subject to multiple deployment scenarios including deployment scenario#B, as observed by 11 sources [CATT, Xiaomi, NTT DOCOMO, Interdigital, MediaTek, Futurewei, vivo, OPPO, Intel, Huawei, ZTE].
· Minor loss (0%~-1.48%) are observed by 11 sources [CATT, Xiaomi, NTT DOCOMO, Interdigital, MediaTek, Futurewei, vivo, OPPO, Intel, Huawei, ZTE].
· Moderate loss (-1.6%~-4%) are observed by 5 sources [Xiaomi, CATT, vivo, NTT DOCOMO, Intel].
· Positive gains are observed by 8 sources [ZTE, Interdigital, MediaTek, vivo, Intel, Xiaomi, Futurewei, CATT].
· Note: Significant degradations of up to -6.7% are still observed by 2 sources [Intel, Xiaomi] for deployment scenario#B subject to UMa, and by 2 sources [Intel, CATT] for deployment scenario#B subject to UMi.
· Note: For generalization Case 2, if deployment scenario#A is UMi & deployment scenario#B is InH, 2 sources [vivo, ZTE] observe different trends, where significant performance degradations of -27.8%~-29.9% are observed by [vivo], while moderate performance degradations of -1.44%~-2.41% are observed by [ZTE].
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· 1-on-1 joint training is assumed.
· The performance metric is SGCS in linear value for layer 1/2.
· Note: Results refer to Table 5.1-5 of R1-2306059

Observation 
For the generalization verification of AI/ML based CSI compression over various UE distributions, till the RAN1#113 meeting, compared to the generalization Case 1 where the AI/ML model is trained with dataset subject to a certain UE distribution#B and applied for inference with a same UE distribution#B,
· For generalization Case 2, generalized performance may be achieved for some certain combinations of UE distribution#A and UE distribution#B but not for others
· If UE distribution#A is Outdoor & UE distribution#B is Indoor, 3 sources [Nokia, Qualcomm, Huawei] observe that moderate/significant degradations of -2.9%~-11.5% degradation are suffered, 
· Note: 1 source [NTT DOCOMO] observes 0% degradation
· If UE distribution#A is Indoor & UE distribution#B is Outdoor, 4 sources [NTT DOCOMO, Nokia, Qualcomm, Huawei] observe minor loss of less than -0.7% degradation or positive gain
· For generalization Case 3, generalized performance of the AI/ML model can be achieved (0%~-1% loss or positive gain) for UE distribution#B subject to any of Outdoor and Indoor, if the training dataset is constructed with data samples subject to multiple UE distributions including UE distribution#B, as observed by 4 sources [NTT DOCOMO, Nokia, Qualcomm, Huawei].
· Minor loss (0%~-1%) are observed by 3 sources [NTT DOCOMO, Nokia, Huawei].
· Positive gains are observed by 4 sources [NTT DOCOMO, Nokia, Qualcomm, Huawei].
· Note: Moderate degradations of up to -3.9% are still observed by 1 source [Nokia] for deployment scenario#B subject to Indoor.
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· 1-on-1 joint training is assumed.
· The performance metric is SGCS in linear value for layer 1/2.
· Note: Results refer to Table 5.1-6 of R1-2306059

Observation 
For the scalability verification of AI/ML based CSI compression over various Tx port numbers, till the RAN1#113 meeting, compared to the generalization Case 1 where the AI/ML model is trained with dataset subject to a certain Tx port number#B and applied for inference with a same Tx port number#B,
· For generalization Case 2, significant performance degradations are observed in general, if Tx port number#A is 32 & Tx port number#B is 16, as -3.37%~-21.8% degradations are observed by 4 sources [OPPO, Fujitsu, ZTE, vivo]
· For generalization Case 3, generalized performance of the AI/ML model can be achieved (0%~-4% loss or positive gains) for Tx port number#B subject to any of 16 and 32, if the training dataset is constructed with data samples subject to multiple Tx port numbers including Tx port number#B, and an appropriate scalability solution is performed to scale the dimension of the AI/ML model, as observed by 7 sources [Huawei, OPPO, NTT DOCOMO, CATT, ZTE, Fujistu, Nokia].
· Minor loss (0%~-1.75%) are observed by 6 sources [Huawei, OPPO, Fujistu, CATT, ZTE, NTT DOCOMO].
· Moderate loss (-1.84%~-4%) are observed by 3 sources [Nokia, CATT, NTT DOCOMO].
· Positive gains are observed by 3 sources [OPPO, ZTE, Fujistu].
· Note: Significant degradations of up to -6.08% are still observed by 1 source [CATT] for deployment scenario#B subject to 32 ports, and for deployment scenario#B subject to 16 ports
· Note: Pre/post-processing of truncation/padding is adopted by 6 sources [Huawei, OPPO, NTT DOCOMO, ZTE, Fujistu, Nokia], and adaptation layer in the AL/ML model is adopted by 1 source [CATT].
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· 1-on-1 joint training is assumed.
· The performance metric is SGCS in linear value for layer 1/2/3/4.
· Note: Results refer to Table 5.1-7 of R1-2306059

Observation
For the AI/ML based CSI prediction, till the RAN1#113 meeting, in terms of mean UPT, gains are observed compared to both Benchmark#1 of the nearest historical CSI and Benchmark#2 of a non-AI/ML based CSI prediction approach:
· Compared to the benchmark of the nearest historical CSI:
· For FTP traffic:
· 1 source [Huawei] observes 1.2%~4.2% gain;
· 1 source [Apple] observes 7.6%~8.5% gain;
· 1 source [vivo] observes 9.7%~17.2% gain.
· 1 source [MediaTek] observes 22.6%~ 48.6% gain.
· For full buffer traffic:
· 1 source [Nokia] observes 2%~3% gain;
· 1 source [vivo] observes 8.7% gain.
· 1 source [MediaTek] observes 1.01% gain.
· Compared to the benchmark of an auto-regression based CSI prediction:
· For FTP traffic:
· 1 source [Huawei] observes 0.7%~3.1% gain;
· 1 source [vivo] observes 3.4%~7.0% gain.
· For full buffer traffic:
· 1 source [vivo] observes 8.1% gain.
· Note: the above results are based on the following assumptions
· The UE speed is 30km/h or 60km/h.
· The observation window considers to start as early as 15ms~50ms.
· A future 4ms or 5ms instance from the prediction output is considered for calculating the metric.
· Raw channel matrix is considered as model input
· The performance metric is mean UPT for Max rank 1.
· No post processing is considered.
· No spatial consistency is considered
· Note: Results refer to Table 5.1-8 of R1-2306059

Observation
For the AI/ML based CSI prediction, till the RAN1#113 meeting, in terms of 5% UPT, gains are observed compared to both Benchmark#1 of the nearest historical CSI and Benchmark#2 of a non-AI/ML based CSI prediction approach:
· Compared to the benchmark of the nearest historical CSI:
· For FTP traffic:
· 2 sources [Huawei, vivo] observes 4.5%~9.3% gain;
· 3 sources [Huawei, Apple, vivo] observes 11.3%~20.1% gain;
· For full buffer traffic:
· 2 sources [Nokia, vivo] observe 6%~17.5% gain;
· Compared to the benchmark of an auto-regression based CSI prediction:
· For FTP traffic:
· 2 sources [Huawei, vivo] observes 0.5%~16% gain;
· For full buffer traffic:
· 1 source [vivo] observes 11% gain.
· Note: the above results are based on the following assumptions
· The UE speed is 30km/h or 60km/h.
· The observation window considers to start as early as 15ms~50ms.
· A future 4ms or 5ms instance from the prediction output is considered for calculating the metric.
· Raw channel matrix is considered as model input
· The performance metric is mean UPT for Max rank 1.
· No post processing is considered.
· No spatial consistency is considered
· Note: Results refer to Table 5.1-9 of R1-2306059

Observation 
For the generalization verification of AI/ML based CSI prediction over various UE speeds, till the RAN1#113 meeting, compared to the generalization Case 1 where the AI/ML model is trained with dataset subject to a certain UE speed#B and applied for inference with a same UE speed#B,
· For generalization Case 2, generalized performance may be achieved for some certain combinations of UE speed#A and UE speed#B but not for others:
· If UE speed#B is 10 km/h & UE speed#A is 30 km/h, 4 sources [Xiaomi, CATT, Interdigital, Spreadtrum] observe a generalized performance of less than -2% degradation.
· If UE speed#B is either 30 km/h or 60 km/h or 120 km/h, or if UE speed#B is 10km/h and UE speed#A is either 60km/h or 120km/h, 8 sources [Xiaomi, Samsung, Interdigital, Fujitsu, ZTE, ETRI, vivo, Huawei] observe that moderate/significant performance degradations are suffered:
· For UE speed#B is 10 km/h & UE speed#A is either 60 km/h or 120 km/h, 1 source [Xiaomi] observes moderate degradation (-2.7% loss), 1 source [Samsung] observes significant degradation (-53%~-61% loss).
· For UE speed#B is 30 km/h & UE speed#A is either 10 km/h, 60 km/h or 120 km/h, 1 source [Xiaomi] observes moderate degradation (-3% loss), 8 sources [Xiaomi, Interdigital, Fujitsu, vivo, ZTE, Huawei, ETRI, Spreadtrum] observe significant degradation (-6%~-45.6% loss).
· For UE speed#B is 60 km/h & UE speed#A is either 10 km/h, 30 km/h or 120 km/h, 1 source [ZTE] observes moderate degradation (-3% loss), 7 sources [Samsung, Xiaomi, Fujitsu, ETRI, ZTE, vivo, Spreadtrum] observe significant degradation (-7.8%~-52% loss).
· For UE speed#B is 120 km/h & UE speed#A is either 30 km/h or 60 km/h, 1 source [ZTE] observes moderate degradation (-3.4% loss), 4 sources [ZTE, ETRI, vivo, Samsung] observe significant degradation (-7.55%~-32.3% loss).
· For generalization Case 3, generalized performance of the AI/ML model can be achieved in general (0%~-4.45% loss) for UE speed#B subject to any of 10 km/h, 30 km/h, 60 km/h and 120 km/h, if the training dataset is constructed with data samples subject to multiple UE speeds including UE speed#B, as observed by 9 sources [Xiaomi, Interdigital, Apple, Huawei, ZTE, Samsung, ETRI, vivo, Spreadtrum].
· For UE speed#B is 10 km/h, minor loss (-0.6%~-1%) are observed by 3 sources [CATT, Xiaomi, Spreadtrum].
· For UE speed#B is 30 km/h, minor loss (-0.08%~-1.34%) are observed by 3 sources [Xiaomi, Apple, Huawei], moderate loss (-2.2%~-4.07%) are observed by 3 sources [Interdigital, vivo, Spreadtrum].
· For UE speed#B is 60 km/h, minor loss (-0.05%~-2%) are observed by 4 sources [ZTE, Apple, Xiaomi, Huawei], moderate loss (-2%~-3.76%) are observed by 2 sources [vivo, Spreadtrum].
· For UE speed#B is 120 km/h, moderate loss (-2%~-4.45%) are observed by 4 sources [vivo, Samsung, ETRI, ZTE].
· Note: For generalization Case 3, 5 sources [ETRI, ZTE, Samsung, Interdigital, Fujitsu] observe significant performance degradations (-5%~-26.5% loss) for UE speed#B subject to 10 km/h, 30 km/h, 60 km/h, but compared with generalization Case 2, in general the performance are still improved.
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Raw channel matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· The performance metric is SGCS in linear value for layer 1/2/3/4.
· No spatial consistency is considered
· Note: Results refer to Table 5.1-10 of R1-2306059

Observation 
For the comparison of quantization methods for CSI compression, till the RAN1#113 meeting, training non-aware quantization (Case 1) is in general inferior to the training aware quantization (Case 2-1/2-2), and may lead to lower performance than the benchmark.
· For scalar quantization, compared with benchmark,
· -5.9%~-43.2% degradations are observed for training non-aware quantization (Case 1) from 4 sources [Source#1, Source#2, Source#3, Source#8].
· 3.9%~8.64% gains are observed for training aware quantization with fixed/pre-configured quantization method/parameters (Case 2-1) from 5 sources [Source#1, Source#2, Source#3, Source#4, Source#5], which are 17.3%~83.2% gains over training non-aware quantization (Case 1) from 4 sources [Source#1, Source#2, Source#3, Source#8] and 0.9%~5.4% gains over training non-aware quantization (Case 1) from 2 sources [Source#6, Source#8].
· Note: 0.72% gains are observed for Case 2-1 from 1 source [Source#1] due to SQ parameter chosen without matching latent distribution, which achieves 13.9% gains over Case 1.
· 7.55% gains are observed for training aware quantization with jointly updated quantization method/parameters (Case 2-2) from 1 source [Source#1], which are 21.6% gains over training non-aware quantization (Case 1) from 1 source [Source#1].
· For vector quantization, compared with benchmark,
· -2%~-10% degradations are observed for training non-aware quantization (Case 1) from 1 source [Source#7].
· 6.0%~8.91% gains are observed for training aware quantization with fixed/pre-configured quantization method/parameters (Case 2-1) from 2 sources [Source#1, Source#2], which are 16.3%~23.1% gains over training non-aware quantization (Case 1) from 2 sources [Source#1, Source#2].
· 4.67%~13.01% gains are observed for training aware quantization with jointly updated quantization method/parameters (Case 2-2) from 6 sources [Source#1, Source#2, Source#4, Source#5, Source#7, Source#8], which are 10.7%~27.8% gains over training non-aware quantization (Case 1) from 3 sources [Source#1, Source#2, Source#7] and 1.7%~7.5% gains over training non-aware quantization (Case 1) from 2 sources [Source#6, Source#8].
· In general, Case 2-2 outperforms Case 2-1 with 0.7%~3.8% gains, as observed by 6 sources [Source#1, Source#2, Source#4, Source#5, Source#6, Source#8].
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· 1-on-1 joint training is assumed.
· The performance metric is SGCS for Layer 1.
· Benchmark is Rel-16 Type II codebook.
· Source#1: Qualcomm (R1-2305328); Source#2: vivo (R1-2304471); Source#3: Ericsson (R1-2304521); Source#4: ZTE (R1-2304534); Source#5: Xiaomi (R1-2304893); Source#6: Fujitsu (R1-2304764); Source#7: Huawei, HiSilicon (R1-2304653); Source#8: Apple (R1-2305234).
· Note: Results refer to Table 5.4-1 of R1-2306060


Observation  
For the comparison of quantization methods for CSI compression, till the RAN1#113 meeting, in general vector quantization (VQ) has comparable performance with scalar quantization (SQ):
· For SQ and VQ under the same training case, it is 
· observed by 1 source [Source#1] that VQ under Case 2-1 has -0.8% degradation over SQ under Case 2-1, 
· observed by 2 sources [Source#2, Source#3] that VQ under Case 2-1 has 0.3%~1.1% gain over SQ under Case 2-1, and 
· observed by 3 sources [Source#2, Source#3, Source#4] that VQ under Case 2-2 has 0.7%~5.1% gain over SQ under Case 2-2.
· Note: VQ under Case 2-1 has 8% gains over SQ under Case 2-1 as observed from 1 source [Source#2] due to non-optimized SQ parameter chosen.
· For SQ and VQ across training cases, it is 
· observed by 5 sources [Source#1, Source#2, Source#3, Source#5, Source#6] that VQ under Case 2-2 has 0.5%~4% gain over SQ under Case 2-1, and 
· observed by 1 source [Source#5] that VQ under Case 2-2 has -1.3% degradation over SQ under Case 2-1.
· Note: in general, more companies (Source#1, Source#2, Source#3, Source#4, Source#5, Source#6) observing gain of VQ over SQ than companies observing loss (Source#1, Source#5).
· Note: it is observed by 1 source [Source#5] that combined SQ and VQ under Case 2-2 has minor gain of 0.2% over VQ only under Case 2-2.
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· 1-on-1 joint training is assumed.
· The performance metric is SGCS for Layer 1.
· Benchmark is Rel-16 Type II codebook.
· Source#1: vivo (R1-2304471); Source#2: Qualcomm (R1-2305328); Source#3: Apple (R1-2305234); Source#4: Lenovo (R1-2305202); Source#5: ZTE (R1-2304534); Source#6: Xiaomi (R1-2304893);.
· Note: Results refer to Table 5.4-2 of R1-2306060

Agreement
For the intermediate KPI monitoring of CSI compression, for the FFS issue on the value of threshold of  KPIth_1 in Option 1, the candidate threshold values are set as 0.02, 0.05 and 0.1


Agreement
For the intermediate KPI monitoring of CSI compression, for the FFS issue on the value of threshold of KPIth_2 and KPIth_3  in Option 2, consider KPIth_2   = KPIth_3.


Agreement
For the evaluation of training Type 3 under CSI compression, for the benchmark case (1-on-1 joint training) for performance comparison, the structures for the pair of NW part model/UE part model for the new case are the same with the Type 3 case to be compared.
E.g., if the Type 3 is Transformer#1 for NW part model and CNN#1 for UE part model, then the benchmark case for performance comparison is also Transformer#1 for NW part model and CNN#1 for UE part model with joint training. 

Agreement
For the intermediate KPI monitoring of CSI compression, between the two options to calculate KPIdiff achieved in the RAN1#112bis-e meeting, as baseline for calibration purpose, consider Option 1 (Gap between KPIActual and KPIGenie). 
· Option 2 (Binary state of KPIActual  and KPIGenie relationship) as optional and up to companies to report.
· Results subject to Option 2, may be captured as a note in observation

Observation 
For the evaluation of AI/ML based CSI compression, till the RAN1#113 meeting, compared to the benchmark, in terms of mean UPT under full buffer, more gains are achieved by Max rank 2 compared with Max rank 1 in general:
· For Max rank 1, 5 sources [Huawei, Nokia, vivo, OPPO, Fujitsu] observe the performance gain of 1.1%~11%
· 5 sources [Huawei, Nokia, vivo, OPPO, Fujitsu] observe the performance gain of 6%~11% at CSI overhead A (small overhead);
· 5 sources [Huawei, Nokia, vivo, OPPO, Fujitsu] observe the performance gain of 3%~7% at CSI overhead B (medium overhead);
· 5 sources [Huawei, Nokia, vivo, OPPO, Fujitsu] observe the performance gain of 1.1%~11% at CSI overhead C (large overhead);
· For Max rank 2, 7 sources [Huawei, Nokia, vivo, Fujitsu, Qualcomm, Intel, InterDigital] observe the performance gain of 0.2%~15%
· 7 sources [Huawei, Nokia, vivo, Fujitsu, Qualcomm, Intel, InterDigital] observe the performance gain of 4%~15% at CSI overhead A (small overhead);
· 7 sources [Huawei, Nokia, vivo, Fujitsu, Qualcomm, Intel, InterDigital] observe the performance gain of 4%~10% at CSI overhead B (medium overhead);
· 7 sources [Huawei, Nokia, vivo, Fujitsu, Qualcomm, Intel, InterDigital] observe the performance gain of -0.2%~14% at CSI overhead C (large overhead);
· Note: 1 source [Xiaomi] observe gain of 24.47%~28.24%, over CSI overhead A/B/C, which bias from the majority ranges.
· Note: For Max rank 4, 1 source [ZTE] observes gain of 7.44%~9.95% over CSI overhead A/B/C.
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix of the current CSI is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· 1-on-1 joint training is assumed.
· Benchmark is Rel-16 Type II codebook.
· Note: Results refer to Table 5.5-1 of R1-2306061

Observation 
For the evaluation of AI/ML based CSI compression, till the RAN1#113 meeting, compared to the benchmark, in terms of 5% UPT under full buffer,
· For Max rank 1, 3 sources [Nokia, vivo, Fujitsu] observe the performance gain of 0%~20.9%
· 3 sources [Nokia, vivo, Fujitsu] observe the performance gain of 2.5%~20.9% at CSI overhead A (small overhead);
· 3 sources [Nokia, vivo, Fujitsu] observe the performance gain of 2.3%~17.4% at CSI overhead B (medium overhead);
· 3 sources [Nokia, vivo, Fujitsu] observe the performance gain of 0%~6.62% at CSI overhead C (large overhead);
· For Max rank 2, 5 sources [Nokia, vivo, Fujitsu, Qualcomm, Intel] observe the performance gain of -7%~14.9%
· 5 sources [Nokia, vivo, Fujitsu, Qualcomm, Intel] observe the performance gain of 4.1%~14.9% at CSI overhead A (small overhead);
· 5 sources [Nokia, vivo, Fujitsu, Qualcomm, Intel] observe the performance gain of 0.3%~4% at CSI overhead B (medium overhead);
· 5 sources [Nokia, vivo, Fujitsu, Qualcomm, Intel] observe the performance gain of -7%~6.03% at CSI overhead C (large overhead);
· Note: 1 source [Xiaomi] observe gain of 8.76%~30.17%, over CSI overhead A/B/C, which bias from the majority ranges.
· Note: For Max rank 4, 1 source [ZTE] observes gain of 3.59%~6.15% over CSI overhead A/B/C.
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix of the current CSI is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· 1-on-1 joint training is assumed.
· Benchmark is Rel-16 Type II codebook.
· Note: Results refer to Table 5.5-2 of R1-2306061

Agreement
For the evaluation of the R16 eType II-like codebook based high resolution quantization of the ground-truth CSI in the CSI compression for AI/ML training, regarding the evaluation of new values of eType II parameters, consider the legacy values of PC6&PC8 as the baseline/lower-bound of performance comparison.
· Note: it has been agreed that Float32 is adopted as the baseline/upper-bound of performance comparison.

Observation 
For the generalization verification of AI/ML based CSI compression over various carrier frequencies, till the RAN1#113 meeting, compared to the generalization Case 1 where the AI/ML model is trained with dataset subject to a certain carrier frequency#B and applied for inference with a same carrier frequency#B,
· For generalization Case 2, generalized performance may be achieved in general
· If carrier frequency#A is 3.5/4GHz & carrier frequency#B is 2GHz, 3 sources [NTT DOCOMO, Nokia, MediaTek] observe generalized performance of less than -1.72% degradation.
· If carrier frequency#A is 2GHz & carrier frequency#B is 3.5/4GHz, 4 sources [NTT DOCOMO, Nokia, vivo, MediaTek] observe generalized performance of less than -1% degradation or positive gain.
· Note: 1 source [Nokia] observes significant degradations of -6.6%.
· For generalization Case 3, generalized performance of the AI/ML model may be achieved (0%~-0.8% loss or positive gain) for carrier frequency#B subject to any of 2GHz and 3.5/4GHz, if the training dataset is constructed with data samples subject to multiple carrier frequencies including carrier frequency#B, as observed by 4 sources [NTT DOCOMO, Nokia, vivo, MediaTek].
· Minor loss (0%~-0.8%) are observed by 3 sources [Nokia, vivo, MediaTek].
· Positive gains are observed by 4 sources [NTT DOCOMO, Nokia, vivo, MediaTek].
· Note: Significant degradations of up to -4.9% are still observed by 1 source [Nokia] for carrier frequency#B subject to 3.5/4GHz
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· 1-on-1 joint training is assumed.
· The performance metric is SGCS in linear value for layer 1.
· Antenna layouts are assumed as the same over the different frequency carriers.
· Note: Results refer to Table 5.5-3 of R1-2306061

Working Assumption
For the template of Table 1. Evaluation results for CSI compression of 1-on-1 joint training without model generalization/scalability, update the entry of CQI determination method(s) to include also the RI determination:
	Common description
	Input type

	
	Output type

	
	Quantization /dequantization method

	
	Rank/layer adaptation settings for rank>1

	
	CQI/RI determination method(s) for AI/ML (Option 1a/1b/1c/2a/2b, etc.)



Observation
For the evaluation of NW first separate training with dataset sharing manner for CSI compression, till the RAN1#113 meeting, for the pairing of 1 NW to 1 UE (Case 1), as compared to 1-on-1 joint training between the NW part model and the UE part model,
· For the NW first separate training case where the same backbone is adopted for both the NW part model and the UE part model, minor degradation is observed for both the cases where the shared output of the Network side CSI generation part is before or after quantization:
· For the case where the shared output of the Network side CSI generation part is after quantization, 5 sources [Ericsson, Nokia, ZTE，Fujitsu, Samsung] observe -0%~-0.5% degradation, 6 sources [Nokia, Qualcomm, ZTE, CATT, vivo, Samsung] observe -0.5%~-1% degradation, and 2 sources [Nokia, ZTE] observe -1%~-1.3% degradation.
· For the case where the shared output of the Network side CSI generation part is before quantization, 3 sources [Huawei, Apple, CMCC] observe -0%~-0.8% degradation.
· Note: For the NW first separate training case where different backbones are adopted for the NW part model and the UE part model, and 
· If the backbone of the UE part model is less capable than the NW part model, 1 source [ZTE] observes -0%~-0.5% degradation, 2 sources [ZTE, CATT] observe -0.5%~-1% degradation, and 2 sources [Qualcomm, vivo] observe -2.1%~-5.2% degradation.
· If the backbone of the UE part model is more capable than the NW part model, 1 source [ZTE] observes -0.08%~-0.64% degradation.
· Note: the dataset sharing behavior from above sources follows the example of the agreement in the RAN1#111 meeting, where “the set of information includes the input and output of the Network side CSI generation part, or includes the output of the Network side CSI generation part only”.
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· The performance metric is SGCS for Layer 1/2.
· Same size of training dataset for benchmark, NW part training and the UE part training
· Same pair of NW part model and UE part model between 1-on-1 joint training and NW first separate training.
· Quantization/dequantization method/parameters between NW side and UE side are aligned.
· Note: Results refer to Table 5.6-1 of R1-2306062

Observation
For the evaluation of NW first separate training with dataset sharing manner for CSI compression, till the RAN1#113 meeting, for the pairing of 1 NW to 1 UE (Case 1), as compared to the case where the same set of dataset is applied for training the NW part model and training the UE part model, if the dataset#2 applied for training the UE part model is a subset of the dataset#1 applied for training the NW part model,
· If the dataset#2 is appropriately selected, minor additional performance degradation can be achieved, as -0%~-0.55% gap is observed from 2 sources [Huawei, CMCC].
· If the dataset#2 has a significantly reduced size compared to dataset#1, moderate/significant additional performance degradation may occur, as -0.55%~-8.41% gap is observed from 2 sources [CMCC, vivo].
· Note: the dataset sharing behavior from above sources follows the example of the agreement in the RAN1#111 meeting, where “the set of information includes the input and output of the Network side CSI generation part, or includes the output of the Network side CSI generation part only”.
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· The performance metric is SGCS for Layer 1/2.
· Note: Results refer to Table 5.6-2 of R1-2306062


Observation 
For the evaluation of UE first separate training with dataset sharing manner for CSI compression, till the RAN1#113 meeting, for the pairing of 1 NW to 1 UE (Case 1), as compared to 1-on-1 joint training between the NW part model and the UE part model,
· For the UE first separate training case where the same backbone is adopted for both the UE part model and the NW part model, minor degradation is observed in general for both the cases where the shared input of the UE side CSI reconstruction part is before or after quantization:
· For the case where the shared input of the UE side CSI reconstruction part is after quantization, 5 sources [Nokia, Fujitsu, CATT, vivo, Qualcomm] observe -0%~-0.5% degradation, and 1 source [ZTE] observes -1.05%~-1.75% degradation.
· For the case where the shared output of the UE side CSI reconstruction part is before quantization, 1 source [Huawei] observes -0%~-1% degradation, and 1 source [Apple] observe -1%~-2.9% degradation.
· Note: For the UE first separate training case where different backbones are adopted for the NW part model and the UE part model, and 
· If the backbone of the NW part model is less capable than the UE part model, 1 source [Qualcomm] observes 0%~-0.5% degradation, 2 sources [CATT, ZTE] observes -0.5%~-1% degradation, and 2 sources [ZTE, vivo] observe -1%~-1.88% degradation.
· If the backbone of the NW part model is more capable than the UE part model, 1 source [ZTE] observes -0.73%~-1.74% degradation.
· Note: the dataset sharing behavior from above sources follows the example of the agreement in the RAN1#111 meeting, where “the set of information includes the input and label of the UE side CSI reconstruction part, or includes the input of the UE side CSI reconstruction part only”.
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· The performance metric is SGCS for Layer 1/2.
· Same size of training dataset for benchmark, NW part training and the UE part training
· Same pair of NW part model and UE part model between 1-on-1 joint training and UE first separate training.
· Quantization/dequantization method/parameters between NW side and UE side are aligned.
· Note: Results refer to Table 5.6-3 of R1-2306062
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Conclusion|-

For the evaluation of an example of Type 3 (Separate training at NW side and UE side), the following

e Stepl: UE side trains the UE side CSI generation part and the UE side CSI reconstruction part
(which is not used for inference) jointly «

e Step2: After UE side training is finished, UE side shares NW side with a set of information (e.g.,
dataset) that is used by the NW side to be able to train the CSI reconstruction part «

e Step3: NW side trains the NW side CSI reconstruction part based on the received set of information «
e Other Type 3 UE-first training approaches are not precluded and reported by companies -
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