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Introduction
In this contribution summarized the discussions and proposal on evaluation methodology (EVM) and KPIs from contributions submitted to AI 9.2.3.1 for beam management (BM). 
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KPIs on AI/ML in beam management
Evaluation results for BM-Case 1 
1.1 General observations when Set B is subset of Set A

1.1.1 DL Tx beam prediction (Agreed)

(closed)Observation 3.1.1 (update from Agreement in RAN 1#113)
· For BM-Case1 DL Tx beam prediction, when Set B is a subset of Set A, AI/ML can provide good beam prediction performance with less measurement/RS overhead comparing to using all measurements of Set A (which provides 100% beam prediction performance as non-AI baseline Option 1) without considering generalization aspects with the measurements from the best Rx beam without UE rotation.
· (A)With measurements of fixed Set B of beams that of 1/4 of Set A of beams
· Top-1 DL Tx beam prediction accuracy: 
· evaluation results from [9 sources: Huawei/HiSi, Futurewei, NVIDIA, MediaTek, vivo, CEWiT, Interdigital, LG, Ericsson] indicate that, AI/ML can achieve about 70%~80% beam prediction accuracy
· evaluation results from [9 sources: Xiaomi, Apple, Intel, Lenovo, Fujitsu, BUPT, CATT, New H3C, ETRI] indicate that, AI/ML can achieve about 80%~90% beam prediction accuracy
· evaluation results from [7 sources: OPPO, Samsung, Ericsson, Nokia, ZTE, vivo, Spreadtrum] indicate that, AI/ML can achieve more than 90% beam prediction accuracy
· evaluation results from [1 source: Google] indicate that AI/ML can achieve about 60% beam prediction accuracy when the DL Tx beam grid is generated with oversampling
· Note: [1 source: Ericsson] reports that, AI/ML can achieve more than 90% beam prediction accuracy for 100% outdoor UE, and AI/ML can achieve less than 80% beam prediction accuracy for 80% indoor and 20% outdoor. All other results are with the assumption of 80% indoor and 20% outdoor. 
· Note: [One source: vivo] reported that, AI/ML can achieve 97.3% beam prediction accuracy with the measurements from the best Rx beam based on the best Tx beam in Set A, and AI/ML can achieve 76.4% beam prediction accuracy with the measurements from the best Rx beam of on the best Tx beam in Set B, and [1 source: CATT] reported that using the best Rx beam in Set A and Set B have similar performance, i.e., 84.84% and 84.59% respectively. 
· Non-AI baseline Option 2 (exhaustive beam sweeping in Set B of beams) can achieve about 25% beam prediction accuracy.
· Top-1 DL Tx beam with 1dB margin:
· evaluation results from [15 sources: Xiaomi, ZTE, Apple, Nokia, Samsung, Ericsson, Intel, InterDigital, Fujitsu, Lenovo, OPPO, CATT, BUPT, Spreadtrum, ETRI] indicate that, AI/ML can achieve more than or about 90% beam prediction accuracy.
· evaluation results from [3 sources: vivo, Huawei/HiSi, Google] indicate that, AI/ML can achieve about 80% beam prediction accuracy, wherein [1 source: vivo] assumed the L1-RSRP of the Top-1 predicted beam is measured with the best Rx beam searched from the best Tx beam in set B.
· Top-K(=2) DL Tx beam prediction accuracy
· evaluation results from [7 sources: NVIIDA, MediaTek, CATT, vivo, CEWiT, LG, Google] indicate that, AI/ML can achieve 80%- 90% beam prediction accuracy.	Comment by CATT: pls remove CATT from this bullet. The result is 95.43% and should capture in the second bullet.
· evaluation results from [13 sources: Xiaomi, OPPO, NVIIDA, Nokia, Ericsson, Samsung, CATT, Fujitsu, Futurewei, BUPT, Spreadtrum, New H3C, ETRI] indicate that, AI/ML can achieve more than 90% beam prediction accuracy. 
· The beam prediction accuracy increases with K.  
· evaluation results from [5 sources: Samsung, CATT, Fujitsu, Spreadtrum, Nokia] indicate that Top-2 DL beam prediction accuracy can be more than 95%
· evaluation results from [2 sources: Lenovo, Ericsson] indicate that Top-3 DL beam prediction accuracy can be more than 95%
· evaluation results from [2 sources: BUPT, Xiaomi] indicate that Top-4 DL beam prediction accuracy can be more than 95%
· evaluation results from [4 sources: HW/HiSi, CEWiT, Lenovo, ZTE] indicate that Top-5 DL beam prediction accuracy can be more than 95%
· Average L1-RSRP difference of Top-1 predicted beam 
· evaluation results from [17 sources: Huawei/HiSi, Futurewei CATT, xiaomi, OPPO, ZTE, NVIDIA, Nokia, Samsung, MediaTek, Fujitsu, Lenovo, CEWiT, vivo, BUPT, ETRI, Spreadtrum] indicate that it can be below or about 1dB
· evaluation results from [2 sources: vivo, Google] indicates that it can be 2.6~2.7dB with the assumption that the L1-RSRP of the Top-1 predicted beam is measured with the best Rx beam searched from the best Tx beam in set B
· Average predicted L1-RSRP difference of Top-1 beam 
· evaluation results from [5 sources: vivo, Lenovo, ZTE, xiaomi, Ericsson] indicate that it can be below or about 1dB
· evaluation results from [1 source: MediaTek] indicate that it is about 2dB
· Note that this is assumed that all the L1-RSRPs of Set A of beams are used as the label in AI/ML training phase (e.g., regression AI/ML model)
· UE average throughput
· evaluation results from [3 sources: Nokia, MediaTek, Interdigital] indicate that AI/ML achieves 96%~99% of the UE average throughput of the BM-Case1 baseline option 1 (exhaustive search over Set A beams).
· evaluation results from [1 source: Interdigital] indicate that non-AI baseline option 2 (exhaustive search over Set B beams) achieves 89% of the UE average throughput of the BM-Case1 baseline option 1 (exhaustive search over Set A beams).
· UE 5%ile throughput
· evaluation results from [2 sources: Nokia, MediaTek] indicate that, AI/ML achieves 95~97% of the UE 5%ile throughput of the BM-Case1 baseline option 1 (exhaustive search over Set A beams).
 
· (B) With measurements of fixed Set B of beams that of 1/8 of Set A of beams
· Top-1 DL Tx beam prediction accuracy:
· evaluation results from [7 sources: Futurewei, MediaTek, CEWiT, DoCoMo, LG, New H3C, ETRI] indicate that, AI/ML can achieve about 50% beam prediction accuracy
· evaluation results from [4 sources: Apple, Qualcomm, Intel, vivo, CATT] indicate that, AI/ML can achieve about 60%~70% beam prediction accuracy 
· evaluation results from [5 sources: CMCC, Lenovo, ZTE, Fujitsu, OPPO] indicate that, AI/ML can achieve about 70%~80% beam prediction accuracy.
· evaluation results from [4 sources: Nokia, Samsung, vivo, Spreadtrum] indicate that, AI/ML can achieve more than 80% beam prediction accuracy 
· Note: [One source: vivo] reported that, AI/ML can achieve 89% beam prediction accuracy with the measurements from the best Rx beam based on the best Tx beam in Set A, and AI/ML can achieve 67.6% beam prediction accuracy with the measurements from the best Rx beam of on the best Tx beam in Set B.
· Non-AI baseline Option 2 (exhaustive beam sweeping in Set B of beams) can achieve about 12.5% beam prediction accuracy  
· Top-1 DL Tx beam prediction with 1dB margin
· evaluation results from [7 sources: Apple, Intel, vivo, Lenovo, Fujitsu, Ericsson, CATT] indicate that, AI/ML can achieve 70%-80% beam prediction accuracy
· wherein [1 source: vivo] assumed the L1-RSRP of the Top-1 predicted beam is measured with the best Rx beam searched from the best Tx beam in set B.
· evaluation results from [1 source: OPPO] indicate that, AI/ML can achieve 80%-90% beam prediction accuracy
· evaluation results from [5 sources: Nokia, Qualcomm, Samsung, ZTE, Spreadtrum] indicate that, AI/ML can achieve more than 90% beam prediction accuracy 
· Top-K(=2) DL Tx beam prediction accuracy
· evaluation results from [5 sources: Futurewei, MediaTek, CEWiT, LG, New H3C]] indicate that, AI/ML can achieve about 70%~ 80% beam prediction accuracy
· evaluation results from [5 sources: CMCC, Intel, Qualcomm, vivo, Fujitsu, CATT] indicate that, AI/ML can achieve 80%~90% beam prediction accuracy 
· evaluation results from [4 sources: Nokia, OPPO, Samsung, Spreadtrum] indicate that, AI/ML can achieve 90% beam prediction accuracy for Top-2 DL Tx beam. 
· The beam prediction accuracy increases with K.  
· evaluation results from [3 sources: Samsung, Lenovo, Ericsson] indicate that Top-3 DL beam prediction accuracy can be more than 95% 
· evaluation results from [4 sources: Qualcomm, CEWiT, Lenovo, ZTE, Nokia] indicate that Top-5 DL beam prediction accuracy can be more than 90% 
· Average L1-RSRP difference of Top-1 predicted beam 
· evaluation results from [8 sources: Nokia, Qualcomm, OPPO, Samsung, CEWiT, ZTE, vivo] indicate that it can be below or about 1dB
· evaluation results from [4 sources: Fujitsu, DoCoMo, Lenovo, CATT, Spreadtrum] indicate that it can be 1dB~2dB
· evaluation results from [1 source: vivo] indicates that it can be 3.4dB with the assumption that the L1-RSRP of the Top-1 predicted beam is measured with the best Rx beam searched from the best Tx beam in set B
· Average predicted L1-RSRP difference of Top-1 beam 
· evaluation results from [5 sources: vivo, Lenovo, OPPO, ZTE, Ericsson] indicates that it can be 0.8~1.5dB 
· Note that [4 sources: vivo, Lenovo, ZTE, Ericsson] assumed that all the L1-RSRPs of Set A of beams are used as the label in AI/ML training phase (e.g., regression AI/ML model) and [1 source: OPPO] assumed that only the L1-RSRP of the Top-1 beam in Set A is used as the label in training phase and the result is 0.82 dB. 
· UE average throughput
· evaluation results from [1 source: Nokia] indicates that AI/ML achieves 98% of the UE average throughput of the BMCase1 baseline option 1 (exhaustive search over Set A beams).
· evaluation results from [1 source: MediaTek] indicates that AI/ML achieves 85% of the UE average throughput of the BMCase1 baseline option 1 (exhaustive search over Set A beams).
· UE 5%ile throughput
· evaluation results from [1 source: Nokia] indicates that, AI/ML achieves 84% of the UE 5%ile throughput of the BMCase1 baseline option (exhaustive search over Set A beams).
· evaluation results from [1 source: MediaTek] indicates that, AI/ML achieves 70% of the UE 5%ile throughput of the BMCase1 baseline option (exhaustive search over Set A beams).
· Note that ideal measurements are assumed
· Beams could be measured regardless of their SNR.
· No measurement error.
· Measured in a single-time instance (within a channel-coherence time interval).
· No quantization for the L1-RSRP measurements.
· No constraint on UCI payload overhead for full report of the L1-RSRP measurements of Set B for NW-side models are assumed. 

	Companies
	Comments or updates

	FL
	If any updates, pls do it directly in the proposals with change mark or provide updated text in the table  

	Futurewei
	We updated the results in the above observation based on the results from a larger dataset for the following:
(A)With measurements of fixed Set B of beams that of 1/4 of Set A of beams
· Top-K(=2) DL Tx beam prediction accuracy 
FL1: Got it. 

	FL2
	· All updates accepted.
· One sentence is added to explain Ericsson’s results, please check.
· [ ] for the results were removed. But for the sources were kept, which needs to be discussed and aligned with other two uses cases. 
· Some update on the new results collected in this meeting. 
Please share your view, if any. 

	Xiaomi2
	Please see the following update:
· (A)With measurements of fixed Set B of beams that of 1/4 of Set A of beams
· Top-K(=2) DL Tx beam prediction accuracy
· The beam prediction accuracy increases with K.  
· evaluation results from [2 source: BUPT, Xiaomi] indicate that Top-4 DL beam prediction accuracy can be more than 95%
FL2: updated

	Spreadtrum
	Please see the following update:
· (A)With measurements of fixed Set B of beams that of 1/4 of Set A of beams
· Top-1 DL Tx beam prediction accuracy: 
· evaluation results from [7 8 sources: CATT, OPPO, Samsung, Ericsson, Nokia, ZTE, vivo, Spreadtrum] indicate that, AI/ML can achieve [more than 90%] beam prediction accuracy
· Top-1 DL Tx beam with 1dB margin:
· evaluation results from [14 sources: Xiaomi, ZTE, Apple, Nokia, Samsung, Ericsson, Intel, InterDigital, Fujitsu, Lenovo, OPPO, CATT, BUPT, Spreadtrum] indicate that, AI/ML can achieve more than 90% beam prediction accuracy.
· Top-K(=2) DL Tx beam prediction accuracy
· evaluation results from [11 sources: Xiaomi, OPPO, NVIIDA, Nokia, Ericsson, Samsung, CATT, Fujitsu, Futurewei, BUPT, Spreadtrum] indicate that, AI/ML can achieve more than 90% beam prediction accuracy. 
· The beam prediction accuracy increases with K.  
· evaluation results from [3 4 sources: Samsung, CATT, Fujitsu, Spreadtrum] indicate that Top-2 DL beam prediction accuracy can be more than 95%
· (B) With measurements of fixed Set B of beams that of 1/8 of Set A of beams
· Top-1 DL Tx beam prediction accuracy:
· evaluation results from [3 4 sources: Nokia, Samsung, vivo, Spreadtrum] indicate that, AI/ML can achieve more than 80% beam prediction accuracy 
· Top-1 DL Tx beam prediction with 1dB margin
· evaluation results from [4 5 sources: Nokia, Qualcomm, Samsung, ZTE, Spreadtrum] indicate that, AI/ML can achieve more than 90% beam prediction accuracy 
· Top-K(=2) DL Tx beam prediction accuracy
· evaluation results from [3 sources: Nokia, OPPO, Samsung, Spreadtrum] indicate that, AI/ML can achieve 90% beam prediction accuracy for Top-2 DL Tx beam. 
FL3: Done

	ETRI
	We have submitted new results for Tx beam prediction in this meeting. The results are as follows.

(A)With measurements of fixed Set B of beams that of 1/4 of Set A of beams
 Top-1: 81.22%
 Top-1 with 1dB margin: 88.97%
 Top-2/1: 91.45%
 Average RSRP diff: 0.7907dB
(B) With measurements of fixed Set B of beams that of 1/8 of Set A of beams
Top-1: 49.33%
 Top-1 with 1dB margin: 57.18%
 Top-2/1: 61.01%
 Average RSRP diff: 3.6199dB

Please make the following updates.
· (A)With measurements of fixed Set B of beams that of 1/4 of Set A of beams
· Top-1 DL Tx beam prediction accuracy: 
· evaluation results from [8sources: Xiaomi, Apple, Intel, Lenovo, Fujitsu, BUPT, CATT, ETRI] indicate that, AI/ML can achieve about 80%~90% beam prediction accuracy
· Top-1 DL Tx beam with 1dB margin:
· evaluation results from [15 sources: Xiaomi, ZTE, Apple, Nokia, Samsung, Ericsson, Intel, InterDigital, Fujitsu, Lenovo, OPPO, CATT, BUPT, Spreadtrum, ETRI] indicate that, AI/ML can achieve more than or about 90% beam prediction accuracy.
· Top-K(=2) DL Tx beam prediction accuracy
· evaluation results from [12 sources: Xiaomi, OPPO, NVIIDA, Nokia, Ericsson, Samsung, CATT, Fujitsu, Futurewei, BUPT, Spreadtrum, ETRI] indicate that, AI/ML can achieve more than 90% beam prediction accuracy. 
· Average L1-RSRP difference of Top-1 predicted beam 
· evaluation results from [16 sources: Huawei/HiSi, Futurewei CATT, xiaomi, OPPO, ZTE, NVIDIA, Nokia, Samsung, MediaTek, Fujitsu, Lenovo, CEWiT, vivo, BUPT, ETRI] indicate that it can be below or about 1dB
· (B) With measurements of fixed Set B of beams that of 1/8 of Set A of beams
· Top-1 DL Tx beam prediction accuracy:
· evaluation results from [6 sources: Futurewei, MediaTek, CEWiT, DoCoMo, LG, ETRI] indicate that, AI/ML can achieve about 50% beam prediction accuracy
FL3: Done

	CATT
	We have added CATT in the following bullet:
For fixed Set B of beams that of 1/8 of Set A of beams as :
· evaluation results from [4 sources: Apple, Qualcomm, Intel, vivo，CATT] indicate that, AI/ML can achieve about 60%~70% beam prediction accuracy 
FL3: kept

	Google
	Suggest the following change:
· Top-1 DL Tx beam prediction accuracy: 
· evaluation results from [9 sources: Huawei/HiSi, Futurewei, NVIDIA, MediaTek, vivo, CEWiT, Interdigital, LG, Ericsson] indicate that, AI/ML can achieve about 70%~80% beam prediction accuracy
· evaluation results from [7sources: Xiaomi, Apple, Intel, Lenovo, Fujitsu, BUPT, CATT] indicate that, AI/ML can achieve about 80%~90% beam prediction accuracy
· evaluation results from [7 sources: OPPO, Samsung, Ericsson, Nokia, ZTE, vivo, Spreadtrum] indicate that, AI/ML can achieve [more than 90%] beam prediction accuracy
· evalulation results from [1 source: Google] indicate that AI/ML can achieve about 60% beam prediction accuracy when the DL Tx beam grid is generated with oversampling
· Top-1 DL Tx beam with 1dB margin:
· evaluation results from [14 sources: Xiaomi, ZTE, Apple, Nokia, Samsung, Ericsson, Intel, InterDigital, Fujitsu, Lenovo, OPPO, CATT, BUPT, Spreadtrum] indicate that, AI/ML can achieve more than or about 90% beam prediction accuracy.
· evaluation results from [32 sources: vivo, Huawei/HiSi, Google] indicate that, AI/ML can achieve about 80% beam prediction accuracy, wherein [1 source: vivo] assumed the L1-RSRP of the Top-1 predicted beam is measured with the best Rx beam searched from the best Tx beam in set B.
· Top-K(=2) DL Tx beam prediction accuracy
· evaluation results from [76 sources: Futurewei, NVIIDA, MediaTek, CATT, vivo, CEWiT, LG, Google] indicate that, AI/ML can achieve 80%- 90% beam prediction accuracy.
<omitted>
· Average L1-RSRP difference of Top-1 predicted beam 
· evaluation results from [15 sources: Huawei/HiSi, Futurewei CATT, xiaomi, OPPO, ZTE, NVIDIA, Nokia, Samsung, MediaTek, Fujitsu, Lenovo, CEWiT, vivo, BUPT] indicate that it can be below or about 1dB
· evaluation results from [21 source: vivo, Google] indicates that it can be 2.6-2.7 dB with the assumption that the L1-RSRP of the Top-1 predicted beam is measured with the best Rx beam searched from the best Tx beam in set B

FL4: done

	Spreadtrum
	Please see the following update:
· (A)With measurements of fixed Set B of beams that of 1/4 of Set A of beams	Comment by FL-0821: FL4: for ¼ or 1/8?
· Average L1-RSRP difference of Top-1 predicted beam 
· evaluation results from [87 sources: Nokia, Qualcomm, OPPO, Samsung, CEWiT, ZTE, vivo, Spreadtrum] indicate that it can be below or about 1dB


	CATT
	Our result for Top-2 beam prediction accuracy in (A) was captured twice time. We removed the CATT from the wrong place with change mark. 
FL5: Copy



1.1.2 Tx-Rx beam pair (FFS)
(closed) Proposed observation 3.1.2(General beam pair)
· For BM-Case1 DL Tx-Rx beam pair prediction, when Set B is a subset of Set A, AI/ML can provide good beam prediction performance with less measurement/RS overhead comparing to using all measurements of Set A (which provides 100% beam prediction performance as non-AI baseline Option 1) without considering generalization aspects and without UE rotation. 
· (A)With measurements of fixed Set B of beam pairs that of 1/4 of Set A of beam pairs 
· Top-1 beam pair prediction accuracy: 
· evaluation results from [8 sources: DoCoMo, Samsung, Fujitsu, xiaomi, CEWiT, Futurewei, LG, ETRI] indicate that, AI/ML can achieve about 50%~70% prediction accuracy
· evaluation results from [3 sources: xiaomi, Nokia, CATT] indicate that, AI/ML can achieve 70%~80% prediction accuracy
· evaluation results from [5 sources: OPPO, ZTE, Lenovo, China Telecom, CMCC] indicate that, AI/ML can achieve about 80%~90% prediction accuracy
· evaluation results from [1 source: Ericsson] indicate that, AI/ML can achieve more than 90% prediction accuracy
· Note: in the above evaluation and the rest of other KPIs, most of the sources used measurements from all Rx beams of a certain set of Tx beams, expect [3 sources: DoCoMo, Fujitsu, ETRI] who use measurements from half of Rx beams of a certain set of Tx beams. 
· The results from [3 sources: DoCoMo, Fujitsu, ETRI] indicate 60%~68% prediction accuracy in terms of Top-1 beam pair prediction accuracy. 
· [1 source: CATT] additionally reports that, AI/ML can achieve 76.46% and 56.12% beam prediction accuracy with the measurements from all Rx beams and half of Rx beams of a certain set of Tx beams respectively.
· Non-AI baseline Option 2 (exhaustive beam sweeping in Set B of beam pairs) can achieve about 25% prediction accuracy. 
· Top-1 beam pair prediction accuracy with 1dB margin:
· evaluation results from [5 sources: DoCoMo, Samsung, xiaomi, Fujitsu, ETRI] indicate that, AI/ML can achieve more than 70% prediction accuracy
· evaluation results from [1 source: xiaomi] indicate that, AI/ML can achieve 80%~ about 90% prediction accuracy
· evaluation results from [6 sources: Ericsson, Lenovo, CATT, Nokia, ZTE, China Telecom] indicate that, AI/ML can achieve more than 90% prediction accuracy.
· Note: [One source: CATT] reported that, AI/ML can achieve 91.6% and 74.57% beam prediction accuracy with 1dB margin with the measurements from all Rx beams of a certain set of Tx beams and with half of Rx beams of a certain set of Tx beams respectively.
· Top-K(=2) beam pair prediction accuracy
· evaluation results from [2 sources: Samsung, CEWiT] indicate that, AI/ML can achieve [65%- 75%] prediction accuracy.
· evaluation results from [6 sources: Fujitsu, xiaomi, Futurewei, China Telecom, LG, ETRI] indicate that, AI/ML can achieve 80%- 90% prediction accuracy
· evaluation results from [4 sources: CATT, OPPO, Nokia, CMCC] indicate that, AI/ML can achieve more than 90% prediction accuracy
· Note: [1 source: CATT] reported that, AI/ML can achieve 91.34% and 78.06% Top-K(=2) beam prediction accuracy with the measurements from all Rx beams and half of Rx beams of a certain set of Tx beams respectively.
· The beam prediction accuracy increases with K.  
· evaluation results from [1 source: Lenovo] indicate that Top-3 beam pair prediction accuracy can be more than 95% 
· evaluation results from [4 sources: Nokia, xiaomi, Fujitsu, CMCC] indicate that Top-4 beam pair prediction accuracy can be [more than 95%
· evaluation results from [1 source: ZTE] indicate that Top-5 beam pair prediction accuracy can be more than 95%
· evaluation results from [1 source: ETRI] indicate that Top-10 beam pair prediction accuracy can be more than 95% for 32 Tx and 4 Rx with results from half Rx 
· Average L1-RSRP difference of Top-1 predicted beam pair 
· evaluation results from [13 sources: CATT, OPPO, ZTE, DoCoMo, Nokia, Lenovo, xiaomi, CEWiT, Futurewei. Fujitsu, China Telecom, ETRI, Keysight] indicate that it can be below or about 1dB
· evaluation results from [1 source: samsung] indicates that it can be about 1.5dB
· Note: [1 source: CATT] reported that it can be 0.716dB and 1.611dB with the measurements from all Rx beams and half of Rx beams of a certain set of Tx beams respectively.
· Predicted L1-RSRP difference of Top-1 beam pair
· [3 sources: ZTE, Lenovo, xiaomi] indicates that it can be below or about 1dB
· Note that this is assumed that all the L1-RSRPs of Set A of beams are used as the label in AI/ML the training phase (e.g., regression AI/ML model)

· (B) With measurements of fixed Set B of beam pairs that of 1/8 of Set A of beam pairs 
· Top-1 beam pair prediction accuracy:
· evaluation results from [4 sources: Futurewei, Lenovo, LG, ETRI] indicate that, AI/ML can achieve about 50% prediction accuracy
· evaluation results from [4 sources: ZTE, OPPO, Intel, Fujitsu] indicate that, AI/ML can achieve about 60%~70% prediction accuracy 
· evaluation results from [6 sources: Nokia, CMCC, CAICT, China Telecom, vivo, BJTU] indicate that, AI/ML can achieve about 70%~80% prediction accuracy
· Note: in the above evaluation and the rest of other KPIs, most of the sources used measurements from all Rx beams of a certain set of Tx beams, except [7 sources: OPPO, Fujitsu, Futurewei, BJTU, China Telecom, ETRI, CAICT] who use measurements from half of Rx beams of a certain set of Tx beams.
· Non-AI baseline Option 2 (exhaustive beam sweeping in Set B of beam pairs) can achieve about 12.5% prediction accuracy  
· Top-1 beam pair prediction with 1dB margin
· evaluation results from [4 sources: Intel, Lenovo, Fujitsu, ETRI] indicate that, AI/ML can achieve 60%-70% prediction accuracy
· evaluation results from [1 source: OPPO] indicate that, AI/ML can achieve 70%-80% prediction accuracy
· evaluation results from [4 source: CAICT, Nokia, vivo, ZTE] indicate that, AI/ML can achieve 80%-90% prediction accuracy
· Top-K(=2) beam pair prediction accuracy
· evaluation results from [4 sources: Futurewei, OPPO, LG, ETRI] indicate that, AI/ML can achieve about 70%- 80% prediction accuracy.
· evaluation results from [6 sources: Nokia, Huawei/HiSi, vivo, BJTU, Fujitsu, China Telecom] indicate that, AI/ML can achieve 80%- 90% prediction accuracy
· evaluation results from [2 sources: CMCC, China Telecom] indicate that, AI/ML can achieve more than 90% prediction accuracy
· The beam prediction accuracy increases with K.  
· evaluation results from [1 source: CMCC] indicate that Top-3 beam pair prediction accuracy can be 96%
· evaluation results from [1 source: China Telcom] indicate that Top-4 beam pair prediction accuracy can be 96%
· evaluation results from [1 source: ZTE] indicate that Top-5 beam pair prediction accuracy can be 91%
· evaluation results from [1 source: Nokia] indicate that Top-5 beam pair prediction accuracy can be 94% 
· Average L1-RSRP difference of Top-1 predicted beam pair 
· evaluation results from [5 sources: ZTE, CAICT, vivo, China Telecom, Nokia] indicate that it can be below or about 1dB
· evaluation results from [5 sources: Futurewei, Fujitsu, OPPO, Lenovo, ETRI] indicate that it can be 1dB~2dB
· Average predicted L1-RSRP difference of Top-1 beam pair
· evaluation results from [2 sources: ZTE, vivo] indicates that it can be 0.7~1.3dB
· evaluation results from [1 source: China Telcom] indicates that it can be <0.7dB
· Note that this is assumed that all the L1-RSRPs of Set A of beams are used as the label in AI/ML the training phase (e.g., regression AI/ML model).

· (C) With measurements of fixed Set B of beams that of 1/16 of Set A of beams 
· Top-1 beam pair prediction accuracy
· evaluation results from [6 sources: Futurewei, MediaTek, CEWiT, BJTU, Lenovo, ETRI] indicate that, AI/ML can achieve less than 50% or about 50% prediction accuracy
· evaluation results from [2 sources: CAICT, vivo] indicate that, AI/ML can achieve about 55%~57% prediction accuracy 
· evaluation results from [5 sources: Nokia, Apple, Intel, CMCC] indicate that, AI/ML can achieve about 60%~70% prediction accuracy 
· evaluation results from [1 source: HW/HiSi] indicate that, AI/ML can achieve about 70%~80% prediction accuracy
· Note: in the above evaluation and the rest of other KPIs, some [6 sources: Futurewei, Huawei/HiSi, CMCC, Nokia, Intel, vivo] used measurements from all Rx beams of a certain set of Tx beams, and some other [6 sources: OPPO, Lenovo, CAICT, ETRI, CAICT, BJTU] use measurements from half or fourth of Rx beams of a certain set of Tx beams. 
· Non-AI baseline Option 2 (exhaustive beam sweeping in Set B of beam pairs) can achieve about 6.25% prediction accuracy
· Top-1 beam pair prediction with 1dB margin
· evaluation results from [4 sources: OPPO, Lenovo, ETRI] indicate that, AI/ML can achieve less than 50% or about 50% prediction accuracy
· evaluation results from [1 source: Intel] indicate that, AI/ML can achieve more than 50%~60% prediction accuracy
· evaluation results from [4 sources: CAICT, vivo, OPPO] indicate that, AI/ML can achieve about 60%-70% prediction accuracy
· evaluation results from [2 sources: Nokia, Huawei/Hisi] indicate that, AI/ML can achieve 72%~85% prediction accuracy 
· Top-K(=2) beam pair prediction accuracy
· evaluation results from [3 sources: Futurewei, Lenovo, ETRI] indicate that, AI/ML can achieve less than 60% prediction accuracy.
· evaluation results from [5 sources: Nokia, CMCC, vivo, OPPO, BJTU] indicate that, AI/ML can achieve about 70%- 80% prediction accuracy
· evaluation results from [1 source: Huawei/HiSi] indicate that, AI/ML can achieve more than 85% prediction accuracy
· The beam prediction accuracy increases with K.  
· Average L1-RSRP difference of Top-1 predicted beam pair
· evaluation results from [3 sources: Huawei/HiSi, Nokia, vivo] indicate that it can be 1dB~2dB
· evaluation results from [2 sources:  CAICT, OPPO] indicate that it can be 2dB~3dB
· evaluation results from [2 sources: Lenovo, Futurewei] indicate that it can be more than 3dB
· evaluation results from [1 source: ETRI] indicate that it can be about 6dB
· Predicted L1-RSRP difference of Top-1 beam pair
· evaluation results from [1 source: vivo, Lenovo] indicates that it can be about 2.5dB
· Note that this is assumed that all the L1-RSRPs of Set A of beams are used as the label in AI/ML the training phase (e.g., regression AI/ML model).
· Note: in the above evaluations, [8 sources: CMCC, ETRI, Nokia, Lenovo, CATT, LG, OPPO, Huawei/HiSi, Intel] assumed 4 Rx, other sources assumed 8 Rx. 	Comment by FL-0821: How about other newly added sources?
· Note that ideal measurements are assumed
· Beams could be measured regardless of their SNR.
· No measurement error.
· Measured in a single-time instance (within a channel-coherence time interval).
· No quantization for the L1-RSRP measurements.
· No constraint on UCI payload overhead for full report of the L1-RSRP measurements of Set B for NW-side models are assumed. 

	Companies
	Comments or updates

	FL
	If any updates, pls do it directly in the proposals with change mark or provide updated text in the table  

	Futurewei
	We updated our results for Tx beam pair prediction using new datasets (to run Set B = 1/4 of Set A) and NN architecture. Please see our edits (diff-marked) in the proposed observation and we will submit our results by Aug. 5.
· fixed Set B of beam pairs that of 1/4 of Set A of beam pairs
· Top-1 beam pair prediction accuracy: 65.2%
· Top-K(=2) beam pair prediction accuracy: 83.9%
· Average L1-RSRP difference of Top-1 predicted beam pair: 0.71 dB
· Fixed Set B of beam pairs that of 1/16 of Set A of beam pairs
· Under “Top-1 beam pair prediction with 1dB margin”, we removed our company’s name as we didn’t perform this test.
FL1: Got it.

	NTT DOCOMO
	There may be some typos below:
· (C) With measurements of fixed Set B of beams that of 1/16 of Set A of beams 
· Top-1 beam pair prediction accuracy
· evaluation results from [5 sources: Futurewei, MediaTek, CEWiT, DoCoMo, BJTU] indicate that, AI/ML can achieve [about 50%] prediction accuracy.
 We do not provide results on 1/16, please remove Docomo in this category.
FL1: removed

	Xiaomi
	（A） fixed set B = 1/4 of set A
a) yes, FL’s understanding is correct on our assumption that 74% was from all Rx beams of a set of Tx beam (sparse (non-continuous))
b) as for Top-1 beam pair prediction accuracy with 1 dB margin, please also add Xiaomi into the first sub-bullet since the accuracy is about 77% in the pattern of continuous beam pair IDs (only a part of Rx beams).
evaluation results from [32 sources: DoCoMo, Samsung, Xiaomi] indicate that, AI/ML can achieve [more than 70%] prediction accuracy
c) as for Top-K(=2) beam pair prediction accuracy, please add Xiaomi into the sub-bullet of The beam prediction accuracy increases with K
evaluation results from [21 source: Nokia, Xiaomi] indicate that Top-4 
beam pair prediction accuracy can be [more than 95%]
d) as for Predicted L1-RSRP difference of Top-1 beam pair, please add Xiaomi into the sub-bullet
[31 source: ZTE, Lenovo, Xiaomi] indicates that it can be [below or about 1dB]
FL1: updated

	Fujitsu
	In our evaluation of beam pair prediction, it’s assumed that the Rx beam is 1/2 down sampled. The fixed set B of 1/4 and 1/8 of set A of beam pairs are evaluated.
· fixed Set B of beam pairs that of 1/4 of Set A of beam pairs
· Top-1 beam pair prediction accuracy: 68.4%
· Top-2 beam pair prediction accuracy: 88%
· Top-4 beam pair prediction accuracy: 95.9%
· Average L1-RSRP difference of Top-1 predicted beam pair: 0.98dB
· Top-1 beam pair prediction with 1dB margin:75.7%
· fixed Set B of beam pairs that of 1/8 of Set A of beam pairs
· Top-1 beam pair prediction accuracy: 62.3%
· Top-2 beam pair prediction accuracy: 80.7%
· Top-4 beam pair prediction accuracy: 90.7%
· Average L1-RSRP difference of Top-1 predicted beam pair: 1.68dB
· Top-1 beam pair prediction with 1dB margin:69.4%
For the results of Non-AI baseline Option 2, whether it’s assumed that the set B is randomly selected from set A? if not, the results may be not concluded as 25% for Set B=1/4 Set A, 12.5% for Set B=1/8 Set A.
FL1: your results are updated, pls check. If anything wrong, pls directly correct it.
For baseline, that is the reason I use “about” it could be higher or lower, but about 

	CATT
	We provide two sets of results for Set B/Set A=1/4, one for measurement with all Rx beams, one for measurement with half Rx beams. We think both of them can be captured. We updated our results with change mark.
FL2: updated

	ETRI
	We have also submitted results for Tx-Rx beam pair prediction using measurements of fixed Set B of beam pairs that of 1/8 of Set A of beam pairs.

- For the 8Rx case
Top-1: 56.15%
 Top-1 with 1dB margin: 68.9%
 Top-2/1: 74.78%
 Average RSRP diff: 1.5224dB
- For the 4Rx case
Top-1: 48%
 Top-1 with 1dB margin: 57%
 Average RSRP diff: 3.2472dB

Although we have submitted both 8Rx and 4Rx cases, I think that FL captures our results for the 4Rx cases. Therefore, please make the following updates.
· (B) With measurements of fixed Set B of beam pairs that of 1/8 of Set A of beam pairs 
· Top-1 beam pair prediction accuracy:
· evaluation results from [4 sources: Futurewei, Lenovo, LG, ETRI] indicate that, AI/ML can achieve about 50% prediction accuracy
FL3: I also filled in Top-1 with 1dB and Top 2, I think for 8Rx and 4 Rx, they are similar. 
For L1-RSRP, I put the results from 8Rx. please check and let me know whether this is OK. 

	CATT2
	For the first bullet, CATT has not been put in the right place. We have updated.
FL2: changes accepted

	ETRI2
	We are OK with FL’s update.
Thank you for your effort.

	HW/HiSi
	Just for clarification:

For the main bullet, we have a question. What is meant here with “less measurement/RS overhead”? Does it mean compared to full measurement of Set A or does it mean compared to Tx beam prediction? Not needed to update the main bullet, if the common understanding is compared to full measurement of Set A, as we also have captured it that way for DL Tx beam prediction.
FL4: pls check the updates

	QC4
	We removed QC from beam pair prediction for BM-Case1. We did have evaluation results for beam pair prediction that have been captured in the corresponding section.

	ZTE
	There is a typo in the note. 
· Note that this is assumed that all the L1-RSRPs of Set A of beams are used as the label in the AI/ML the training phase (e.g., regression AI/ML model).



1.2 General observations when Set B is with wide beams and Set A is with narrow beams
1.2.1 DL Tx beam prediction (Agreed)

(closed)Observation 3.2.1(updates from agreement)
· For BM-Case1 DL Tx beam prediction, when Set B is different to Set A, with measurements of Set B of wide beams that are 1/4 or 1/6 or 1/8 of Set A beams, AI/ML can provide good beam prediction performance with less measurement/RS overhead comparing to using all measurements of Set A (which provides 100% beam prediction performance as non-AI baseline Option 1) without considering generalization aspects with the measurements from the best Rx beam without UE rotation.
· Top-1 DL Tx beam
· evaluation results [from 3 sources: Nokia, Ericsson, Intel] indicate that, AI/ML can achieve more than 80% beam prediction accuracy [from 5 sources: Samsung, Huawei, MediaTek, Qualcomm, Intel] indicate that, AI/ML can achieve more than 55% beam prediction accuracy
· [One 2 sources: Intel, Ericsson] reported more than 80% beam prediction accuracy with 100% outdoor UEs, and more than 60% beam prediction accuracy with 20% outdoor Ues. 
· Evaluation results from [1 source: Samsung] shows that, with limited measurements (e..g, 1 or 4) of narrow beams in Set A=32, AI/ML can increase 15% or 30% beam prediction accuracy [respectively] compared with 55% beam prediction accuracy with measurement of wide beams only. 
· Top-1 DL Tx beam with 1dB margin 
· evaluation results [from 4 sources: Nokia, Ericsson, Qualcomm, Intel] indicate that, AI/ML can achieve more than 85% beam prediction accuracy
· evaluation results [from 3 sources: Huawei, Samsung, Intel] indicate that, AI/ML can achieve 57%~77% beam prediction accuracy
· [One source: Intel] reported more than 86% beam prediction accuracy with 100% outdoor Ues, and more than 70% beam prediction accuracy with 20% outdoor Ues.
· Top-K(=3) DL Tx beam
· evaluation results [from 3 sources: Nokia, Ericsson, Intel] indicate that, AI/ML can achieve more than 95% beam prediction accuracy 
· evaluation results [from 3 sources: Huawei, Samsung, MediaTek] indicate that, AI/ML can achieve 85~94% beam prediction accuracy 
· evaluation results from [1 source: Qualcomm] indicate that Top-5 DL beam prediction accuracy can be more than 90%.
· Average L1-RSRP difference of Top-1 predicted beam
· evaluation results from [3 4 sources: Nokia, Samsung, Qualcomm, Ericsson] indicate that, the average L1-RSRP difference can be less or about 1dB
· UE average throughput
· evaluation results [from 1 source: Nokia] indicate that, AI/ML achieves 99% of the UE average throughput of the BMCase1 baseline option 1 (exhaustive search over Set A beams)
· UE 5%ile throughput
· evaluation results [from 1 source: Nokia] indicate that, AI/ML achieves 94% of the of the BMCase1 baseline option 1(exhaustive search over Set A beams)
· Note that ideal measurements are assumed
· Beams could be measured regardless of their SNR.
· No measurement error.
· Measured in a single-time instance (within a channel-coherence time interval).
· No quantization for the L1-RSRP measurements.
· No constraint on UCI payload overhead for full report of the L1-RSRP measurements of Set B for NW-side models are assumed. 
	Companies
	Comments or updates

	FL
	If any updates, pls do it directly in the proposals with change mark or provide updated text in the table  

	FL2
	[ ] was removed.  Updates from Ericsson was kept. 



1.2.2 Tx-Rx beam pair 

Comments from FL: if you have any results to submit, please feel free to draft some sentences as for DL Tx beam prediction. However, I feel it is going to be harder to find relationship of for beam pair than DL Tx beam prediction even with AI.

(closed)Proposed observation 3.2.2: (Set B is different from Set A)
· For BM-Case1 DL Tx beam pair prediction, when Set B is different to Set A, with measurements of Set B of wide beams that are 1/4 or 1/8 of Set A beams, AI/ML can provide good beam prediction performance with less measurement/RS overhead comparing to using all measurements of Set A (which provides 100% beam prediction performance as non-AI baseline Option 1) without considering generalization without UE rotation.
· For Top-1 DL Tx beam pair prediction accuracy, evaluation results [from 1 source: Ericsson] indicate that, AI/ML can achieve about 92.7%/92.5% beam prediction accuracy for 1/4 and 1/8 overhead respectively. 
· For Top-1 DL Tx beam prediction accuracy with 1dB margin, evaluation results [from 1 source: Ericsson] indicate that, AI/ML can achieve about 92.6%/92.3% beam prediction accuracy for 1/4 and 1/8 overhead respectively. 


	Companies
	Comments or updates

	FL
	If any updates, pls do it directly in the proposals with change mark or provide updated text in the table  

	FL2
	I think Ericsson provided results for wide narrow for beam pair prediction. 
Please see the updates

	QC4
	Title of the section is beam pair, but the proposal is for DL Tx



1.3 Performance with different Set B (FFS)
(pls check before online) Proposed observation 3.3 (Different Set B: Opt 2B/C/D)
At least for BM-Case1 (unless otherwise stated) DL Tx beam with the measurements from the best Rx beam, and/or beam pair prediction, when Set B is a subset of Set A without considering other generalization aspects and without UE rotation. 
· (Opt 2B) For the case that Set B of beam(pair)s is changed among pre-configured patterns, compared to the case that Set B is fixed across training and inference (Opt 1), for Top-1 beam prediction accuracy
· evaluation results from [14 sources: Nokia, Samsung, vivo, Fujitsu, xiaomi, Futurewei, ZTE, Huawei/HiSi, CATT, ETRI, CEWiT, CMCC, BUPT, Spreadtrum] show no more than 10% or about 10% beam prediction accuracy degradation, wherein [2 sources: Nokia, vivo] used up to 24 pre-configured patterns and the rest of sources use 3 ~ 5 patterns; 
· AI/ML still can provide better performance (e.g., >30%) of Top-1 beam prediction unless otherwise stated) than non-AI baseline option 2 (exhaustive beam sweeping in Set B of beams). 
· Note: the above performance can also be treated as training with mixed patterns of Set B of beam, and testing with mixed patterns Set B of beams. 
· (Opt 2C) For the case that Set B of beam(pair)s is randomly changed in Set A of beams, compared to the case that Set B is fixed across training and inference (Opt 1), for Top-1 beam prediction accuracy
· evaluation results [from 2 sources: Nokia, vivo] show 10%~20% beam prediction accuracy degradation.
· evaluation results [from 7 sources: Futurewei, xiaomi, Samsung, Fujitsu, ETRI, Spreadtrum, CATT] show 20%~50% beam prediction accuracy degradation.
· AI/ML still can provide better performance (e.g., >25% of Top-1 beam prediction unless otherwise stated) than non-AI baseline option 2 (exhaustive beam sweeping in Set B of beams):
· (Opt 2D) For the case that Set B of beams (pairs) is a subset of measured beams (pairs) Set C (where Set C is fixed across training and inference), compared to the case with the same number of beams in Set Bwith all measurements of measured beam Set C as AI inputs is fixed across training and inference (Opt 1), 
· with Top K=1/2 of the measurements of Set C,
· For Top-1 beam prediction accuracy
· evaluation results from [5 sources: vivo, ZTE, Nokia, Fujitsu, Samsung] show less than 4% the beam prediction accuracy degradation
· evaluation results from [3 sources: MediaTek, Lenovo, CEWiT, InterDigital] show about 7% the beam prediction accuracy degradation 
· evaluation results [from 1 source: CATT] show about 12% the beam prediction accuracy
· Note: all the above results are for DL Tx beam prediction
· For NW-side model, 1/2 UCI reporting overhead for inference inputs can be saved without considering quantization impact.
· In the above evaluation, [6 sources: Fujitsu, Samsung, Lenovo, MediaTek, CEWiT, CATT] use L1-RSRPs of Top-4 measurements of 8 beams in Set C for 32 Tx beams in Set A. 
· In the above evaluation, [3 sources: Nokia, ZTE, Interdigital] use L1-RSRPs of Top-8 measurements of 16 beams in Set C for 64 Tx beams in Set A
· with Top K=1/4 of the measurements of Set C, 
· For Top-1 beam prediction accuracy
· evaluation results [from 2 sources: ZTE, Nokia] show 8~10% beam prediction accuracy degradation.
· evaluation results [from 1 source: InterDigital] show 15% beam prediction accuracy degradation.  
· evaluation results [from 1 source: MediaTek] show 2% and 7% beam prediction accuracy degradation with measuring 1/2 and 1/4 of Set A of beams respectively.
· Note: all the above results are for DL Tx beam prediction
· For NW-side model, 3/4 UCI reporting overhead for inference inputs can be saved without considering quantization impact.
· In the above evaluation, [1 source: MediaTek] uses L1-RSRPs of Top-4 measurements of 8 or 16 beams in Set C for 32 Tx beams in Set A. 
· In the above evaluation, [2 sources: Interdigital, ZTE] use L1-RSRPs of Top-4 measurements of 16 beams in Set C for 64 Tx beams in Set A.
· with Top K=1/8 of the measurements of Set C, 
· evaluation results [from 1 source: ZTE] show 7.5% beam prediction accuracy degradation in terms of Top-1 beam prediction accuracy for beam pair prediction. 
· For NW-side model, 7/8 UCI reporting overhead for inference input can be saved. 
· In the evaluation, [1 resource: ZTE] uses L1-RSRPs of Top-16 measurements of 128 beams in Set C for 64 Tx beams and 8 Rx beams in Set A. 
· with Top K=1/6 of the measurements of Set C, for BM-Case 2, evaluation results [from 1 source: Qualcomm] show 3.5% improvement in beam prediction accuracy compared to non-AI/ML baseline (Option 2, sample-and-hold) whose beam prediction accuracy is 78.2%.
· with the reported measurements within a given gap of [5dB/ 10dB/ 14dB~20dB] to the best beam in Set C, evaluation results from [6 sources: Huawei/HiSi, MediaTek, Ericsson, Samsung, ZTE, CATT] show 15%~28% / 4%~16.4%/ 2%~6% respectively beam prediction accuracy degradation.
· [One source: Samsung] simulated for BM-Case 2, and filled in the unreported measurements in Set C as (L1-RSRP of the best Rx beam in Set C–14dB) as the inputs for AI/ML.
· with Top-M measurements in Set C or with the reported measurements within a given gap to the best beam in Set C (when Set C is larger than Set B), comparing with the case that using a smaller number of beams in Set B as the fixed pattern, better beam prediction accuracy can be achieved with the same reporting overhead or AI inputs but larger measurement overhead. 
· The beam prediction accuracy increases with the number of measurements of Set B. 
· AI/ML still can provide better performance (e.g., >30% of Top-1 beam prediction unless otherwise stated) than non-AI baseline option 2 (exhaustive beam sweeping in Set B of beams). 
· Note that ideal measurements are assumed
· Beams could be measured regardless of their SNR.
· No measurement error.
· Measured in a single-time instance (within a channel-coherence time interval).
· No quantization for the L1-RSRP measurements.
· No constraint on UCI payload overhead for full report of the L1-RSRP measurements of Set B for NW-side models are assumed.  
· This observation is based on Set B patterns that were chosen by each company.
· Implicit or explicit information of Tx beam ID and/or Rx beam ID are used as AI/ML model inputs.
	Companies
	Comments or updates

	FL
	If any updates, pls do it directly in the proposals with change mark or provide updated text in the table  

	CATT
	The following bullet of the proposed observation of Opt 2D：
“With Top-M measurements in Set C or with the reported measurements within a given gap to the best beam in Set C, better beam prediction accuracy can be achieved than the case with the same (fixed) number of measured beams as the AI/ML inputs (in Set B). ”

It seems that it is contradictory with the bullets that showing the beam prediction accuracy degradation when comparing to the case of fixed Set B pattern.
FL1: When the measured beam size is the same, fix is better than variable. But when we can choose top M of a fixed beam as AI inputs, to compare with same number of AI inputs, it can provide slightly better performance. I will put this into bracket and wait for more results/comments. 

	QC
	Is this observation for beam pair prediction or DL TX beam prediction? Needs to be elaborated further. The main sentence says, “beam pair prediction”, but the follow-up sentences say top-1 “beam prediction”. Are all the observations for beam pair prediction?

We will have new set of evaluation results for BM-Case2 with Set B subset of Set A for RAN1 #114, but in the meantime, we already have evaluation results for Set B subset of Set A (mentioned below) in our previous contributions, that have not t been captured. A draft is provided in the below, but we can decide where to put such observations (as this one is tailored for BM-Case1).

We have evaluation results for BM-Case2 for Opt. 2D and DL Tx beam prediction that are not captured here. Given that this observation (and the accompanying assumptions) are for BM-Case1, a proposed observation is mentioned below:

For BM-Case2 DL Tx beam with the measurements from the best Rx beam, and DL Tx beam prediction, when Set B is a subset of Set A without considering other generalization aspects and with UE rotation.
· (Opt 2D) For the case that Set B of beams is a subset of measured beams Set C, for Top-1 beam prediction accuracy
with Top K=1/6 of the measurements of Set C, evaluation results [from 1 source: Qualcomm] show [86%] beam prediction accuracy.

FL1: This observation is for both beam and beam pair. Therefore, I didn’t use “DL beam prediction accuracy” or “beam pair prediction accuracy”
For the Case2 evaluation, we can either create separate observations 2.1.5, or combine it to this observation. If to keep the result here, can you please kindly provide “performance difference” other than absolute results? 

	CATT2
	Thanks for Feifei’s clarification. Per my understanding, the first three bullets shows the results for the case that the set B of beams is subset of set C, compared to the case that the set B of beams is fixed with same beams number with set C. And the fourth bullet shows the results for the cast that the set B of beams is subset of setC, compared to the case that the set B of beams is fixed with same beam number with set B. Please let me know if my understanding is not right. 

In our evaluation of Opt 2D, it assume there are 16 beams in the Set C, and Set B is the Top-8 beams within the set C. In the case the Top-1 prediction accuracy is 74.78%. Another case is that set B is fixed pattern and there are 8 beams in the set B and, which shows 84.84% Top-1 prediction accuracy. Thus, our evaluation results should be captured and draw observation as following:
 o	With Set B= Top 1/2 of measurements in Set C, comparing with the case that using same number of beams in Set B as the fixed pattern, shows about 10% beam prediction accuracy degradation.
FL2:
And the fourth bullet shows the results for the cast that the set B of beams is subset of setC, where, the actually number of feedback beam is not sure. For example, all the measurements no larger than 10dB will be used as AI input. 
I have updated CATT’s results. And clarify the baseline in the main bullet.   

	Spreadtrum
	Please see the following update:
· (Opt 2B) For the case that Set B of beam(pair)s is changed among pre-configured patterns, compared to the case that Set B is fixed across training and inference (Opt 1), for Top-1 beam prediction accuracy
· evaluation results [from 14 sources: Nokia, Samsung, vivo, Fujitsu, xiaomi, Futurewei, ZTE, Huawei/HiSi, CATT, ETRI, CEWiT, CMCC, BUPT, Spreadtrum] show [no more than 10% or about 10%] beam prediction accuracy degradation, wherein [2 sources: Nokia, vivo] used up to 24 pre-configured patterns and the rest of sources use 3 ~ 5 patterns; 
·  (Opt 2C) For the case that Set B of beam(pair)s is randomly changed in Set A of beams, compared to the case that Set B is fixed across training and inference (Opt 1), for Top-1 beam prediction accuracy
· evaluation results [from 6 sources: Futurewei, xiaomi, Samsung, Fujitsu, ETRI, Spreadtrum] show 20%~50% beam prediction accuracy degradation.

	FL2
	Update some UCI report description for Option 2D based on offline comments.

	CATT3
	We add CATT for Opt 2C in the right place.

	QC2
	Agree with FL that we can have a separate observation for BM-Case2, and we believe we are not the only company evaluating this setting. In response to FL’s comment on the performance delta: In our simulation setup, we are considering 12 DL Tx beams in total, out of which only Top-2 beams are used as input to the AI/ML model. There is no head-to-head comparison compared to the case in which we have two fixed beams in Set B. It is also not clear what is exactly this method (Option 2D) being compared to? As we are relying on UE reports for best beams (as potential use case for this Option 2D), a reasonable comparison would be to compare AI/ML-based method, e.g., to sample-and-hold as non-AI/ML baseline. We update the observation as follows:

· (Opt 2D) For the case that Set B of beams is a subset of measured beams Set C, for Top-1 beam prediction accuracy
· with Top K=1/6 of the measurements of Set C, evaluation results [from 1 source: Qualcomm] show [%3.5] improvement in beam prediction accuracy compared to non-AI/ML baseline (Option 2, sample-and-hold) whose beam prediction accuracy is %78.2.
FL3: pls check whether the updates are ok or not. As a reader, I may want to know # of time instance, prediction time, whether Set B pattern is the same or different in each time instance

	CATT4
	We add CATT for Opt 2D with Top K=1/2 of the measurements of Set C, and with the reported measurements within a given gap of 15dB .
FL4: accepted

	QC4
	Why and how we compare all the cases to “case with the same number of beams in Set B as AI inputs is fixed across training and inference (Opt 1)”? This is not clear. For instance, for Option 2D, this is meant to replicate gNB-side beam prediction in which only top-k beams from Set C are reported to NW (Set B). Why should we compare Opt. 2D to the aforementioned baseline? Let’s assume top-2 beams are reported, hence size of Set B is 2. Why is it reasonable to compare it to the case in which Set B has 2 fixed beams, and what does this comparison tell us?

For Option 2-D, when we say Top-2, there is no ambiguity. When we say “case with the same number of beams in Set B as AI inputs is fixed across training and inference (Opt 1)”, how is the pattern for Set B selected? How to make fair and reasonable comparison across these two scenarios?
FL5: How about the above change? 

	ZTE
	The first sentence of Opt 2D seems grammatically problematic. Besides, it’s better to clarify that it is only for NW-side model when we mention UCI reporting overhead reduction.
FL5: pls check the updates

	CATT
	For the below bullet, there is no company providing simulation result and the description seems not very clear. One potential way is to remove the below bullet from the observation. Another way is to clarify what is “using a smaller number of beams in Set B as fixed pattern” and how to understand “with same reporting overheads or AI inputs”? 

For example, for an AI model with opt D, set A is 32 beams and set C is half of the set A. The beams of Set B is the Top-M measurement in the set C. For another AI model with fixed pattern, the number of beam of set B is smaller than the formal AI model. Why does the first AI model with optD have same reporting overheads or AI inputs with the second AI model with fixed pattern? 

· with Top-M measurements in Set C or with the reported measurements within a given gap to the best beam in Set C (when Set C is larger than Set B), comparing with the case that using a smaller number of beams in Set B as the fixed pattern, better beam prediction accuracy can be achieved with the same reporting overhead or AI inputs but larger measurement overhead. 





1.4 Others

	Companies
	Comments or updates

	FL
	Anything for BMCase-1 specific? 
RS overhead/measurement overhead can be read by general observations.
For the Set B pattern, I already tried to notice it in the general observations.

	
	



Evaluation results for BM-Case 2 (FFS)
1.5 General observations
1.5.1 Settings for BMCase-2
(closed)Proposal 4.1.1 (BMCase-2 setting) for details check
To summarize the results of BMCase-2 at least for Set A= Set B, considering the following cases for collection of evaluation results:
· Case A: based on number of measurements/RSs and prediction time. 
· where T2 is the time duration for beam prediction
· where Mt is the number of time instances/RSs for measurement as AI/ML inputs with a periodicity of Tper 
· where Pt is the number of time instance(s) for prediction with a periodicity of Tper in T2
· In this case, the non-AI baseline is Option 1 (measured all the beams at each time instance(s) for prediction with a periodicity of Tper in T2)
· For Set B= Set A, the RS overhead reduction is 1-Mt/(Mt+Pt).  
· For Set B (N beams, same number in each time instance) is a subset of Set A (M beams), the RS overhead reduction is 
· 1- N*Mt/(M*(Mt+Pt)) if RS overhead for best Rx beam is not counted and no sliding window
· 1-N/M if RS overhead for best Rx beam is counted and considering sliding window
[image: ]
Example for Case A
· Case B: based on a periodicity T of the required reference signals for measurements to achieve a certain beam prediction accuracy 
· For non-AI baseline (Option 2), every T=X ms reference signals for measurements are needed 
· For AI, every T=Y ms, reference signals for measurements are needed 
· In this case, 
· For Set B= Set A, the RS overhead reduction is 1-X/Y.  
· For Set B (N beams) is a subset of Set A (M beams), the RS overhead reduction is 
1-XN/(YM). 
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Example for Case B

· Case B+: based on Y times of a given minimal periodicity Tper of the reference signals for measurements 
· For non-AI baseline (Option 1), UE measures the all reference signals of Set A every Tper 
· For AI, UE measures the reference signals of Set B every Y times of Tper
· In this case, prediction time is defined as the time from each measurement instance to the latest prediction instance before the next measurement instance. 
· In this case, the non-AI baseline is Option 1 (measured all the beams at each time instance(s) for prediction with a periodicity of Tper, where is reported by companies)
· For Set B= Set A, the RS overhead reduction is 1-1/Y.  
· For Set B (N beams) is a subset of Set A (M beams), the RS overhead reduction is 
1-N/(YM). 
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Example for Case B+]

	Companies
	Comments or updates

	FL
	With second thought, Case B can show the measurement overhead reduction from temporal domain prediction, while Case A can be used to provide comparison of AI vs non-AI with same measurements.
Considering the proposed observation below, I think this may be helpful to have the above proposal agreed, especially, if there are results to show the RS overhead reduction under the setting of Case B. 
Please feel free to share your view at least including:
1. Whether you are fine with Case A/B/B+
2. Certain target
FFS: reported by companies
For potential combine the results, I recommend the certain target for Case B as:
Top 1: 50%, 70%, 80%, 90%
Top 4: 80%, 90%, 95%
Others are not precluded. 
3. Whether you are fine to capture it to TR?
4. Shall we adopt the above results for the case Set B is a subset of Set A?
(I think the RS overhead reduction is quite high when Set B is a subset of Set A. and the way to show the gain is easier. I don’t think we need the above two options to complicated the observations. Please check the draft observations first before providing your reply for 4. )


	[HW/HiSi]
	We suggest to focus this proposal on the definition of measurement and prediction duration/instances. This could give better progress.

For the overhead/performance we already have an agreement to use a lower performance bound (sample and hold) and an upper performance bound (exhaustive sweeping at each prediction instance). If further discussion on overhead reduction would be needed, it seems better to have it separated from this proposal.
FL1: we can try. But it can be next step after we settle down this basic step. 

	CATT
	1. We think both Set B=Set A and Set B is a subset of Set A should be captured, and the latter (Set B is a subset of Set A) is more practical.
FL1: observations for both cases have been drafted. 
2. For RS overhead reduction of Case A:
When Set B is a subset of Set A, to obtain the optimal beam(s) in all time instances, the sliding window prediction can be used. For example, if both T1 and T2 contain four time instances, every four measurements will be used to predict the optimal beams in the following four time instances, and the RS for Set B will be transmitted in every time instances. In this way, the RS overhead reduction is 1-N/M (the same as BM-Case1).
FL1: In current RS overhead reduction calculation, there is no counting the RS overhead to obtain the best Rx beam for DL tx beam prediction. I don’t think it will be an easy way to add it in. I updated the equation to cover both 
3. For the beam prediction accuracy of Case B:
It is unclear how to count the beam prediction accuracy for non-AI and AI. We think Tper of prediction instance should be defined in Case B as shown in the following figure. For both non-AI and AI schemes, the beam prediction accuracy is to count beam prediction results of time instance of prediction. 




FL1: Agreed, this is the intention, the figured have been updated (should be something wrong.)
4. For Case B+:
We think it is unnecessary to differentiate Case B+ and Case B. If Tper is small, it can be viewed as Case B with the target beam prediction accuracy nearly 100%.

	ZTE
	For the last sub-bullet of Case A (i.e., Set B is a subset of Set A), the calculation of RS overhead reduction only considers a one-shot beam prediction and how to obtain the optimal beam in the measurement window is not treated. If we consider a sliding window-based beam prediction as shown in the following figure, the optimal beam of all time instance can be obtained by model inference and the resulting RS overhead reduction would be 1-N/M.




FL1: I updated the equation to cover both. But in the end of observation, we still need to think whether this is useful or not. 

	NTT DOCOMO
	Basically agree with the principle of this proposal. However, the clarification of T and X/Y should be made. The main text of Case B does not state T = periodicity of measurement is for AI case or for non-AI case. In our understanding, one popular assumption is that the prediction duration per measurement is the same as measurement periodicity of AI case. Hence, Y = T is understandable. If the proposal intent is the same, it should be mentioned as well.
FL1: updated. 

	Xiaomi
	1. In our understanding, Case A/ B/B+ is to obtain different observation from different aspect based on same sets of evaluation results, is my understanding right? For example, case A tries to compare the beam prediction accuracy of AI and baseline Option 2 with same measurement overhead and same prediction time. While case B tries to compare the prediction time of AI and baseline option 2 with same beam prediction accuracy. As for case B and case B+, we generally OK with both cases. But we think case B is more reasonable than case B+, since case B tries to compare the prediction time (is can be translated to RS overhead) based on same beam prediction accuracy. But for case B+, both RS overhead and beam prediction accuracy are different.   
2. As for the certain target, since the candidate value of prediction time will be limited, it is difficult to differentiate AI and non-AI scheme with the FL’s recommend certain target. So we agree not to preclude other values which can be reported by companies. In addition, as for the candidate value of prediction time and periodicity of measurement in the excel, we suggest to allow companies to report, not to limit only some candidate values.
FL1: 1. Yes. I also share similar thinking. 2. I intent to let company to report. No proposed value in current proposals. For prediction time and periodicity, they will be free to report. But I hope, we can limit the number. You can feel free to add your number to “source” part, but I don’t want to open it to everything which is hard to read can compare. 

	QC
	For Case B+, it would be helpful if we show at least 3 measurement instances (instead of 2) to understand the cyclic nature of the setting. The description at least for the dashed arrow is confusing. Measurements for non-AI method would entail both dashed and solid arrows (as opposed to dashed arrows only). We suggest updating the description for solid and dashed arrows for Case B+ to be the same as the ones in Case A, for clarity.
The description for Case B is not quite clear. This includes the exact definition and distinction of T and Tper, description for the solid arrow, description of prediction instances (also in the figure), etc. As mentioned before, Case B is hard to evaluate and the illustration does not depict the prediction instances, which make it hard to understand.
X is not explicitly defined for Case B+, but it is used for RS OH reduction calculation.
Also, the phrase “prediction time” is explicitly defined for Case A, but not for Case B+. It’s important to define for Case B+ as well since the observations of BM-Case2 for beam prediction accuracy are based on “prediction time”.
FL1: Figure was updated and X was deleted. 

	Ericsson
	Do we need X in Case B+?  Every Y times we measure the reference signals, it should be possible to calculate the RS OH reduction according to 1-1/Y. 
We think it is sufficient to capture B+. 
FL1: Yes. Updated. 

	CATT2
	For case A, when the set B is subset of set A, using sliding window to predict best DL TX beam for the future time instances is a practical method. We don’t think the RS overhead for best RX beam is counted. The only difference between the first bullet and the second bullet is whether using sliding window.
· 1- N*Mt/[M*(Mt+Pt)] if RS overhead for best Rx beam is not counted and no sliding window
· 1-N/M if RS overhead for best Rx beam is counted and considering sliding window.]


	FL2
	For Set B is a subset of Set A, I think we can use the same method as for BMCase1.
Therefore, let’s focus on when Set B=Set A. I don’t see much controversial discussion for the case Set B = Set A. 
Please provide your comment, if any. 

	QC2
	Thanks, FL, for the updates so far. 

We suggest updating the description for the arrows for Case B+, as they are not quite accurate. The description for the dashed arrow is: “time instance for measurement and prediction for non-AI (Option 1) scheme”, but for Option 1, both the solid arrow and the dashed arrow are measurement instances. We suggest changing the description for solid arrow to “measurement instances” and dashed arrow to “prediction instances”, similar to Case A.
As we are deriving the observation in terms of “prediction time”, we do not have such notion defined for Case B+, so we suggest defining this for Case B+, to avoid ambiguity in understanding the observation. 
FL3: #1, pls check the updates. 
#2, any good suggestion?

	Ericsson
	Agree that to focus on when Set B=Set A

	QC3
	For definition of “prediction time” for Case B+, here’s our suggested definition:
· The time from each measurement instance to the latest prediction instance before the next measurement instance. 
· It would be helpful if the FL also adds prediction time illustration to the figure for Case B+.
FL4: Let’s discuss tomorrow. I have no good idea on the definition. 

	Xiaomi5
	For case A, if set B is a subset of set A, for best Rx beam is counted and considering sliding window, why the RS overhead is 1-N/M?
FL5: RS overhead for best Rx beam can be separately discussion. Or you can thinking in another way round, that % may have some degradation with qusi-optimal Rx beam. I don’t think there is a simple and clean way to count the overhead to obtain best Rx.

	ZTE
	For Case A, the ‘/RSs’ can be deleted. Per our understanding, the number of RSs equals to the number of beams in Set A, which is different from the number of time instances for measurement.
FL5: I don’t see the different… If you don’t need to have such measurements, why send those RS?
I know that you can argue considering multiple users… that’s the reason we use “measurements/RSs” for the whole discussion 




1.5.2 Clarification on non-AI baseline and Set B pattern for temporal domain prediction. 

	Agreement
· For temporal beam prediction, further study the following options as baseline performance
· Option 1a: Select the best beam for T2 within Set A of beams based on the measurements of all the RS resources or all possible beams from Set A of beams at the time instants within T2 
· Option 2: Select the best beam for T2 within Set A of beams based on the measurements of all the RS resources from Set B of beams at the time instants within T1 
· Companies explain the detail on how to select the best beam for T2 from Set A based on the measurements in T1
· Where T2 is the time duration for the best beam selection, and T1 is a time duration to obtain the measurements of all the RS resource from Set B of beams.
· T1 and T2 are aligned with those for AI/ML based methods
· Whether Set A and Set B are the same or different depend on the sub-use case
· Other options are not precluded.
Agreement
· Study the following options on the selection of Set B of beams (pairs) 
· Option 1: Set B is fixed across training and inference
· Option 2: Set B is variable (e.g., different beams (pairs) patterns in each time instance/report/measurement during training and/or inference), FFS:
· Opt A: Set B is changed following a set of pre-configured patterns 
· Opt B: Set B is randomly changed among pre-configured patterns 
· Opt C: Set B is randomly changed among Set A beams (pairs) 
· The number of beams(pairs) in Set B can be fixed or variable
· Note: BM-Case1 and BM-Case2 may be considered for different option. 
· Other options are not precluded. 




Discussion 
When Set B is a subset of Set A, there are two cases:
· Set B is fixed in all time instances
· In this case, usually, the baseline option 2 performance is expected to be about smaller than “Set B/Set A” for Top 1 accuracy. 
· Set B is different in each time instance.
· In this case, based on the definition of Option 2, it depends on the total Set B patten, for example
· If measurements from 4 time instances with Set B /Set A = ¼ in each time instance, all the beams in Set A can be measured. In this case, non-AI baseline option 2 may be quite high, e.g., 70~80% of Top 1 accuracy (depends on the prediction and measurement time)
· If measurements for AI and non-AI are only from 4 time instances with Set B /Set A = ¼ in each time instance, non-AI baseline option 2 may be quite high, e.g., about 30%~40%+ (depends on the prediction and measurement time)
Therefore, I suggest we keep the definition of non-AI baseline option 2, and try at least two cases for the evaluation:
· Case 1: Set B is the same in all time instances
· Case 2: none of the beams in Set B is the same in X consecutive time instances, where X<=Set A/Set B.
· => For example, 4 Set B = Set A if Set B= ¼ Set A
· => For example, 2 Set B = 1/2 Set A if Set B= ¼ Set A
· With the above assumption, we can have some ideas on the baseline performance roughly. 

Proposal (Set B pattern)
For the evaluation purpose, for the case Set B is a subset of Set A, consider the following cases: 
· Case 1: Set B is fixed in all time instances
· Case 2: Set B is different in each time instance, and none of the beams in Set B is the same in X consecutive time instances, where X<=Set A/Set B. 
· Note: non-AI baseline option 2 are based on the results from all the measurements in measurement period 
	Companies
	Comments or updates

	FL
	This is for discussion purpose. I think it is better to be agreed. At least we need to have some discussion. 

	[HwHiSi]
	Case 1 should be the baseline.
For Case 2 this discussion seems related to the fixed/variable beam discussion that we also have had for spatial domain BM. It should be clarified whether the beams from Set B are chosen from a preconfigured sets or if they are totally random. Since the options here are very diverse, we think if Case 2 is additionally evaluated, it should be optional and companies report their assumptions.]

	CATT
	The Note in last bullet can be deleted. 
Based on the previous agreement: Companies explain the detail on how to select the best beam for T2 from Set A based on the measurements in T1. Moreover, we think at least the following scheme can be considered for non-AI baseline option 2.
· Based on the results from all the measurements in measurement period
· Based on the results from the measurements at last time instant in measurement period

	ZTE
	For the evaluation of Case 2, we prefer a more general version from previous agreement, that is, Set B is changed among a set of pre-configured/pre-known patterns. It is possible the AI/ML model can learn more channel variation from the measurement results of the same beam at different time instances. Therefore, there seems to be no need to restrict that none of the beams in Set B is the same in X consecutive time instances. Whether the beams in Set B of different measurement instances can be the same/complete different/partial-overlap can be up to implementation.

	NTT DOCOMO
	Case 2 is too specific. In our view. Case 2: “Set B may be different in each time instance” is more generic and preferred.
If FL’s intent is to list the detail assumptions, we suggest listing the possible assumptions as sub option of Case 2 as follows. 
· Case 2-1: Set B is different in each time instance, and none of the beams in Set B is the same in X consecutive time instances, where X<=Set A/Set B
Case 2-2: Set B can be different in each time instance, and some of the beams in Set B could be the same in X consecutive time instances, where X<=Set A/Set B (E.g., Set B can be determined based on received RSRP of Set C or based on the previously measured/predicted RSRP of Set A)

	Xiaomi
	For case 2, we share same view as ZTE that we prefer the option in the previous agreement, i.e., Opt A: Set B is changed following a set of pre-configured patterns.

	MediaTek
	1. Is the motivation of creating Case 2 in this proposal to create a non-AI baseline option 2 with different Set B patterns for different time instances? If that is the case, we agree with HW that Case 1 should be the baseline and Case 2 can be optionally reported by companies.
2. In 9.2.3.2 of RAN1#110bis-e, a conclusion regarding definition of Set B is “a set of beams whose measurements are taken as inputs of the AI/ML model”. Therefore, even if the beams measured at each time instance are different, as long as the AI/ML model takes these beams’ measurement as input for the one inference, they are by definition included in Set B. According to the current descriptions of Case 1 and Case 2, the above case is already covered by Case1 since model input (Set B) is not changing across different time instances. Hence, we prefer Case1 for the non-AI baseline option for evaluation purpose.

	FL1
	Discussion closed. 
My intention is to clarify the non-AI baseline. No need to extend or rewrite the agreement we already have. 
The baseline for the case Set B is same is easy. However, when set B is difference in each time instance, companies use different methods. Let’s discuss baseline issue in next proposal. 



Proposal 4.1.2 (non-AI baseline) 
· For temporal beam prediction baseline performance Option 2:
· Option 2a2-1: Select the best beam for T2 within Set A of beams based on the measurements of all the RS resources from Set B of beams at all the time instants within T1 when  Set B is difference in each time instance.
· Option 2-2b: Select the best beam for T2 within Set A of beams based on the measurements of all the RS resources from Set A B of beams at the last instants within T1 when  Set B is the same in each time instance.

	Companies
	Option 2a or Option 2b
	Comments or updates

	FL
	Option 2a
	In our way to draw observations, we tried to compare the prediction % with the same measurements, for AI and non-AI. 
Therefore, I think option 2a makes more sense. However, from my observations from submitted results until 113, the baseline performance from some companies are not option 2a, (maybe option 2b). 
If you don’t want to re-run the simulation, please describe how you obtained the non-AI baseline when report your results. 

	[HW/HiSi]
	Option 2b (slightly)
	If we have non-AI lower bound performance, it seems that the straight forward approach is to lock the beams from the last instance from T1 (sample-and-hold).

	CATT
	Option 2a-2
	We use Sample and hold scheme, i.e., based on the measurements of RS resources from Set B at the last instant within T1

As commented in the above proposal, Option 2a can be further divided into the following cases:
· Option 2a-1: Select the best beam for T2 within Set A of beams based on the measurements of all the RS resources from Set B of beams at all the time instants within T1
· Option 2a-2: Select the best beam for T2 within Set A of beams based on the measurements of all the RS resources from Set B of beams at last time instant within T1
FL1: for sample hold scheme, if set b is different, the best measurement may be from previous measurements. This can also be sample and hold

	CMCC
	Option 2a-2
	Agree to add Option 2a-1 and Option 2a-2 as CATT mentioned. In our simulation, we use Option 2a-2.

	ZTE
	Option 2b
	If Set B is equal to Set A, option 2b is more reasonable since the latest measurement has higher possibility to be consistent with the current beam quality.
If Set B is a subset of Set A, it seems no need to restrict the baseline to select the best beam only from the latest measurement. However, the latest measurement include less but more reliable beam quality information than Option 2a. Therefore, we prefer which options to be adopted is up to implementation.

	NTT DOCOMO
	Option 2b
	The baseline of temporal beam prediction was agreed as follows at RAN1#109
· Option 1a: Select the best beam for T2 within Set A of beams based on the measurements of all the RS resources or all possible beams from Set A of beams at the time instants within T2 
· Option 2: Select the best beam for T2 within Set A of beams based on the measurements of all the RS resources from Set B of beams at the time instants within T1 
In our understanding, Option 2/2a is more suitable if beam sweeping is performed within T1, e.g. assuming 5 instances in T1
Instance 1 in T1: Beam 1,2,3(Set B)
Instance 2 in T1: Beam 4,5,6(Set B)
Instance 3 in T1: Beam 7,8,9(Set B)
Instance 4 in T1: Beam 10,11,12(Set B)
Instance 5 in T1: Beam 13,14,15(Set B)
On the other hand, if beam sweeping is not performed within T1, Option 2b is enough(instance 5 Beam 1~15(Set A) in T1).
From evaluation point of view, we think Option 2b is simpler.
FL 1: in this case, option 2b, the non-AI baseline is not based on the same measurements of AI, and it is not 100% as baseline option 1. 

	Xiaomi
	Option 2b
	It is more straightforward to use Option 2b.

	QC
	Option 2a
	For this proposal, it is important to consider both Set A=Set B and Set B subset of Set A. Option 2b may be a non-realistic baseline if all the beams in Set A are not actually transmitted at the last instants within T1. Also, to be inclusive for Case B+, we can revise the writing (in terms of past measurement instances and prediction instances, and not limit to T1, T2). Here’s the suggested update.:

Updated Proposal (non-AI baseline)
· For temporal beam prediction, down select from the following options as baseline performance
· Option 2a: Select the best beam for T2 within among Set A of beams for prediction instances based on the measurements of all the RS resources from Set B of beams at the time instants within T1 measurement time instances
· Option 2b: Select the best beam for T2 within Set A of beams within prediction instances based on the measurements of all the RS resources from Set A of beams at the last instants within T1 measurement instance
· Companies explain the detail on how to select the best beam for T2 among Set A of beams for prediction instances based on the measurements in T1 measurement time instances

	MediaTek
	Option 2a-a
	We prefer Option2a-2 proposed by CATT. For baseline, we support sample and hold  and Set B is fixed across different time instances.

	Ericsson
	Option 2b
	This is the straightforward solution.

	FL1
	
	Proposals have been updated, to separate the cases Set A = Set B and Set A ≠ Set B. please continue to share your views. I tried to reuse the wording we agreed. 
Proposal (non-AI baseline) updated
· For temporal beam prediction baseline performance Option 2:
· Option 2a2-1: Select the best beam for T2 within Set A of beams based on the measurements of all the RS resources from Set B of beams at all the time instants within T1 when Set B ≠ Set A
· Option 2-2b: Select the best beam for T2 within Set A of beams based on the measurements of all the RS resources from Set A of beams at the last instants within T1 when Set B = Set A

	Xiaomi
	Option 2-2
	

	FL2
	
	Typo fixed. Option 2-2 is for the case when Set A = Set B.
In my view, Option 2-1 is aligned with previous agreement, option 2-2 can be treated as a special case. 

	CMCC
	
	When setB is subset of setA, we prefer description of option 2-2. If fixed setB pattern in all instances in T1 is baseline, use best beam in last instance in T1 is reasonable. If variable setB pattern in T1 is considered, option 2-1 may apply. We suggest following modification.
Proposal (non-AI baseline) updated
· For temporal beam prediction baseline performance Option 2:
· Option 2-1: Select the best beam for T2 within Set A of beams based on the measurements of all the RS resources from Set B of beams at all the time instants within T1 when Set B is subset of Set A
· Option 2-2: Select the best beam for T2 within Set A of beams based on the measurements of all the RS resources from Set A of beams at the last instant within T1 when Set B = Set A
· Option 2-3: Select the best beam for T2 within Set A of beams based on the measurements of all the RS resources from Set B of beams at the last time instants within T1 when Set B is subset of Set A


	Nokia
	Option 2b

	As non-AI/ML scheme, we adopted sample & hold. For Set A is the same of Set B, the “holded” beam is the strongest beam in the last time instance of the observation window.

	CATT2
	Option 2-1
	When Set B is subset of Set A, we will use Option 2-1 as baseline to provide results. 

	NTT DOCOMO 2
	Option 2-2
	We noticed that both Option 2-1 and Option 2-2 are under the condition “when Set B ≠ Set A”, should it be “when Set B = Set A” in Option 2-2 instead? 
In addition, we do not fully understand the comment “FL 1: in this case, option 2b, the non-AI baseline is not based on the same measurements of AI, and it is not 100% as baseline option 1.”. 
In our understanding, with option 2-2, both the non-AI and AI conduct the same measurement:
Case A: If we assume different measurements between non-AI and AI, i.e. non-AI just measure the last instance while AI measure all the instance, we think it will not be fair since the basic performance of non-AI will outside the inferring window will be lower than AI.
Case B(+): Since AI scheme just needs to additionally measure the latest instance as well, both non-AI and AI will be measuring the last instance for referring the future time.
If possible, could FL please explain the comment if we interpret the intention wrongly?

	FL2
	
	I updated the condition of each option. Please keep comment.
I guess, considering all companies already submitted the results, I suggest you to report the detailed baseline assumption in the observations. The above two options can be baseline for Set B is the same/difference cases. If you use different baseline, you need to report it together with the results. 


	LG Electronics
	Option 2-2
	

	QC3
	
	For original Option 2, the original intention was that “for the same RS overhead” how does AI/ML do compared to non-AI/ML baseline. If we follow a similar approach, and following what we have done for the baseline of BM-Case1 (which is to rely on Set B measurements), we can have the following update:

Updated Proposal 4.1.2 (non-AI baseline) 
· For temporal beam prediction baseline performance Option 2:
· Option 2a2-1: Select the best beam for T2 within Set A of beams based on the measurements of all the RS resources from Set B of beams at all the time instants within T1 when Set B ≠ Set A Set B is difference in each time instance.
· Option 2-2b: Select the best beam for T2 within Set A of beams based on the measurements of all the RS resources from Set AB of beams at the last instants within T1 when Set B = Set A Set B is the same in each time instance.

We see the logic behind FL’s reasoning which is to create a more competitive baseline with the original Option 2-2, but it is hard to compare the results as the measurements are not the same for AI/ML compared to non-AI/ML.
FL4: Let’s have some discussion tomorrow. Option 2-2 should be based on Set B.




1.5.3 General observation when Set B=Set A 
(for final check)Proposed Observation 4.1.3 (BMCase-2 when Set B=Set A)
For BM-Case2, for DL Tx beam prediction with the measurements from the best Rx beam or Tx-Rx beam pair prediction, without considering generalization aspects, with the following assumptions: 
· UE speed: 30km/h (unless otherwise stated)
· Prediction time: 80ms/160ms/320ms/640ms/800ms/others
· With UE rotation and without UE rotation
· Set B is the same as Set A in each time instance for measurement
// Tx beam accuracy without rotation//
(A) For Tx DL beam prediction, based on most of the evaluation results, AI/ML can provide some beam prediction accuracy gain for prediction time larger than 160ms, and evaluation results from [4 sources: CMCC, Ericsson, xiaomi, NVIDA] show AI/ML can provide similar performance or some degradation for 80ms or 160ms prediction time comparing with non-AI baseline (Option 2, sample and hold based on the previous measurements) with same RS/measurement overhead without UE rotation. For the longer the prediction time, the higher gain of beam prediction accuracy can be achieved by AI/ML:
· For 80ms prediction time, evaluation results from [1 source: CMCC] show that AI/ML may have similar performance or may decrease about 4% beam prediction accuracy, evaluation results from [2 sources: xiaomi, NVIDA] show that AI/ML may have similar performance or may decrease 0.4%~1% beam prediction accuracy, evaluation results from [1 source: Nokia] show that AI/ML can increase about 1%~2% prediction accuracy in terms of Top-1 beam prediction accuracy,
· wherein, [1 source: CMCC] used measurements from 4 time instances with measurement periodicity of 40ms. And it can decrease 4% beam prediction accuracy comparing with 98.23% achieved by non-AI baseline (Option 2-2) with 32 Tx beams
· wherein, [1 source: xiaomi] used measurements from 4 time instances with measurement periodicity of 80ms/160ms. And it may decrease up to 0.4~1% beam prediction accuracy comparing with about 80%/78.7% achieved by non-AI baseline (Option 2) with 32 Tx beams.
· wherein, [1 source: NAVIDA] used measurements from 8 time instances with measurement periodicity of 40ms. And it can decrease about 0.5% beam prediction accuracy comparing with 67.4% achieved by non-AI baseline (Option 2) with 64 Tx beams
· wherein, [1 source: Nokia] used measurements from 5 time instances with measurement periodicity of 80ms. And it can increase 1% beam prediction accuracy gain comparing with 78.5% and 76.2% achieved by non-AI baseline (Option 2) with 32 Tx beams for 30km/h and 60km/h respectively.
· For 160ms prediction time, evaluation results from [3 sources: Ericsson, CMCC, xiaomi] show that AI/ML may have similar performance or may decrease 1%~5% beam prediction accuracy in terms of Top-1 beam prediction accuracy, evaluation results from [2 sources: vivo, OPPO, NVIDA] show that AI/ML can increase 1%~2% prediction accuracy, evaluation results from [3 sources: Nokia, MediaTek, Samsung] show that AI/ML can increase 4%~5% prediction accuracy and evaluation results from [1 source: ZTE] show that AI/ML can increase 10.8% prediction accuracy in terms of Top-1 beam prediction accuracy. 
· wherein, [1 source: Ericsson] used measurements from 3 time instances with measurement periodicity of 80ms. And AI/ML does not provide beam prediction accuracy gain comparing with 83.9% achieved by non-AI baseline (Option 2) with 32 Tx beams
· wherein, [1 source: CMCC] used measurements from 4 time instances with measurement periodicity of 40ms. And it can decrease 5% beam prediction accuracy comparing with 97.18% achieved by non-AI baseline (Option 2) with 32 Tx beams
· wherein, [1 source: xiaomi] used measurements from 4 time instances with measurement periodicity of 80ms/160ms/240ms/320ms. And it may decrease up to 2% beam prediction accuracy comparing with about 73.8%~80.9%% achieved by non-AI baseline (Option 2) with 32 Tx beams
· wherein, [1 source: MediaTek] used measurements from 6 time instances with measurement periodicity of 40ms. And it can increase 4% beam prediction accuracy comparing with achieved 64.4% by non-AI baseline (Option 2) with 60km/h UE speed and 32 Tx beams
· wherein, [1 source: Nokia] used measurements from 2 time instances with measurement periodicity of 160ms. And it can increase 4% beam prediction accuracy comparing with 52% achieved by non-AI baseline (Option 2) with 64 Tx beams
· wherein, [1 source: Samsung] used measurements from 4 time instances with measurement periodicity of 160ms. And it can increase 5% beam prediction accuracy comparing with 61.2% achieved by non-AI baseline (baseline 2) with 32 Tx beams
· wherein, [1 source: vivo] used measurements from 2 time instances with measurement periodicity of 80ms. And it can increase 1.9% beam prediction accuracy comparing with 93.2% achieved by non-AI baseline (baseline 2) with 32 Tx beams 
· wherein, [1 source: ZTE] used measurements from 5 time instances with measurement periodicity of 160ms. And it can increase 10.8% beam prediction accuracy comparing with achieved 82.2% by non-AI baseline (Option 2) with 30km/h UE speed and 32 Tx beams
· wherein, [1 source: OPPO] used measurements from 4 time instances with measurement periodicity of 40ms. And it can increase 1% beam prediction accuracy comparing with 85.8% achieved by non-AI baseline (Option 2) with 32 Tx beams
· wherein, [1 source: NVIDA] used measurements from 8 time instances with measurement periodicity of 40ms. And it can increase about 2% beam prediction accuracy comparing with 67.4% achieved by non-AI baseline (Option 2) with 64 Tx beams
· For 320ms prediction time, evaluation results from [7 sources: Nokia, MediaTek, Samsung vivo, OPPO, Xiaomi, NVIDA] show that AI/ML can increase about up to 3%~8% prediction accuracy, and evaluation results from [2 sources: ZTE, InterDigital] show that AI/ML can increase about 18.5% prediction accuracy in terms of Top-1 beam prediction accuracy 
· wherein, [1 source: Nokia] used measurements from 2 time instances with measurement periodicity of 160ms. And it can increase 6% beam prediction accuracy comparing with 39.7% achieved by non-AI baseline (Option 2) with 64 Tx beams. 
· wherein, [1 source: MediaTek] used measurements from 6 time instances with measurement periodicity of 80ms. And it can increase 8% beam prediction accuracy comparing with achieved 55.5% by non-AI baseline (Option 2) with 60km/h UE speed and 32 Tx beams
· wherein, [1 source: InterDigital] used measurements from 3 time instances with measurement periodicity of 160ms. And it can increase 18.5% beam prediction accuracy comparing with 42.78% achieved by non-AI baseline (Option 2) with 64 Tx beams.    
· wherein, [1 source: Samsung] used measurements from 4 time instances with measurement periodicity of 320ms. And it can increase 3.5% beam prediction accuracy comparing with 60.82% achieved by non-AI baseline (Option 2) with 32 Tx beams
· wherein, [1 source: vivo] used measurements from 2 time instances with measurement periodicity of 80ms. And it can increase 3.2% beam prediction accuracy comparing with 90.1% achieved by non-AI baseline (Option 2) with 32 Tx beams
· wherein, [1 source: ZTE] used measurements from 5 time instances with measurement periodicity of 160ms. And it can increase 18.4% beam prediction accuracy comparing with 74.4% achieved by non-AI baseline (Option 2) with 32 Tx beams
· wherein, [1 source: OPPO] used measurements from 4 time instances with measurement periodicity of 80ms. And it can increase 4.2% beam prediction accuracy comparing with 79.4% achieved by non-AI baseline (Option 2) with 32 Tx beams
· wherein, [1 source: Xiaomi] used measurements from 4 time instances with measurement periodicity of 80ms/160ms/320ms/400ms /480ms/640ms. And it can increase up to 3.4% beam prediction accuracy comparing with about 69.5~78.5% achieved by non-AI baseline (Option 2) with 32 Tx beams
· wherein, [1 source: NAVIDA] used measurements from 8 time instances with measurement periodicity of 40ms. And it can increase about 3% beam prediction accuracy comparing with 29.1% achieved by non-AI baseline (Option 2) with 64 Tx beams
· For 640ms prediction time, evaluation results from [5 sources: Nokia, Samsung, vivo, OPPO, Xiaomi] show that AI/ML can increase 4.5~8% prediction accuracy, and evaluation results from [1 source: MediaTek] show that AI/ML can increase up to 14.3% prediction accuracy in terms of Top-1 beam prediction accuracy, and evaluation results from [1 source: ZTE] show that AI/ML can increase up to 28.5% prediction accuracy in terms of Top-1 beam prediction accuracy
· wherein, [1 source: Nokia] used measurements from 2 time instances with measurement periodicity of 160ms. And it can increase 8% beam prediction accuracy comparing with 35.2% achieved by non-AI baseline (Option 2) with 64 Tx beams
· wherein, [1 source: MediaTek] used measurements from 6 time instances with measurement periodicity of 160ms. And it can increase 14.3% beam prediction accuracy comparing with achieved 41.8% by non-AI baseline (Option 2) with 60km/h UE speed and 32 Tx beams
· wherein, [1 source: Samsung] used measurements from 4 time instances with measurement periodicity of 320ms. And it can increase 4.5% beam prediction accuracy comparing with 58% achieved by non-AI baseline (Option 2) with 32 Tx beams
· wherein, [1 source: vivo] used measurements from 2 time instances with measurement periodicity of 80ms. And it can increase 5.4% beam prediction accuracy comparing with 84.4% achieved by non-AI baseline (Option 2) with 32 Tx beams 
· wherein, [1 source: ZTE] used measurements from 5 time instances with measurement periodicity of 160ms. And it can increase 28.5% beam prediction accuracy comparing with 63.9% achieved by non-AI baseline (Option 2) with 32 Tx beams
· wherein, [1 source: OPPO] used measurements from 4 time instances with measurement periodicity of 160ms. And it can increase 7.8% beam prediction accuracy comparing with 67.9% achieved by non-AI baseline (Option 2) with 32 Tx beams
· wherein, [1 source: Xiaomi] used measurements from 4 time instances with measurement periodicity of 160ms/320ms/640ms/800ms/960ms/1280ms. And it can increase up to 8.2% beam prediction accuracy comparing with about 62.7~74.3% achieved by non-AI baseline (Option 2) with 32 Tx beams
· For 800ms prediction time, in terms of Top-1 beam prediction accuracy
· evaluation results from [1 source: Nokia] show that AI/ML can increase about 3.5% prediction accuracy comparing with 34.6% achieved by non-AI baseline (Option 2) with 64 Tx beams with measurements from 2 time instances in measurement periodicity of 160ms
· evaluation results from [1 source: ZTE] show that AI/ML can increase about 33.7% prediction accuracy comparing with achieved 58.6% by non-AI baseline (Option 2) 32 Tx beams with measurements from 5 time instances with measurement periodicity of 160ms
· wherein, [1 source: Xiaomi] used measurements from 4 time instances with measurement periodicity of 800ms/1600ms. And it can increase up to 9.1% beam prediction accuracy comparing with about 61.5~66.5% achieved by non-AI baseline (Option 2) with 32 Tx beams
· For 960ms prediction time, in terms of Top-1 beam prediction accuracy
· wherein, [1 source: Xiaomi] used measurements from 4 time instances with measurement periodicity of 960ms/1920ms. And it can increase up to 10.6% beam prediction accuracy comparing with about 60.1~64.4% achieved by non-AI baseline (Option 2) with 32 Tx beams
· For 1280ms prediction time, in terms of Top-1 beam prediction accuracy
· evaluation results from [1 source: OPPO] show that AI/ML can increase about 12.7% beam prediction accuracy comparing with 54.3% achieved by non-AI baseline (Option 2) with 32 Tx beams with measurements from 4 time instances with measurement periodicity of 320ms. 
· evaluation results from [1 source: Xiaomi] show that AI/ML can increase about 4%~13.4% beam prediction accuracy comparing with 54%~66.8% achieved by non-AI baseline (Option 2) with 32 Tx beams with measurements from 4 time instances with measurement periodicity of 320ms~2560ms. 
· evaluation results from [1 source: Xiaomi] show that AI/ML can increase up to 17.6% prediction accuracy for 3200ms prediction time. 
· evaluation results from [1 source: Xiaomi] show that AI/ML can increase up to 19.1% prediction accuracy for up to 12.8s prediction time. 
· Beam prediction accuracy gain in terms of Top-K prediction accuracy or Top-1 prediction accuracy with 1dB error is similar as or smaller than the beam prediction accuracy gain in terms of Top-1 prediction accuracy. 
· For the prediction time no larger than 1280ms, AI/ML and non-AI baseline (Option 2) can provide similar average L1-RSRP error, which are less than 1dB. 

	Companies
	Comments or updates

	FL
	If you have any update for (A), pls provide comments below. 

Please indicate me, if you insist to list all the results of Top K, or Top 1 with 1dB error or average RSRP with an absolute value, other than provide general observation as highlighted, or if you observation is not aligned with the highlighted sentence, pls descript the results and assumptions. 

	[HW/HiSi]
	We think it is not meaningful to only focus on the top-1 accuracy. Also Top-K (e.g. with K=3,5) should be considered. In general, especially for time domain prediction, Top-1 does not seem reliable enough.

Assumptions on the relative RSRP measurement should be reported. For example that these results are obtained for ideal RSRP measurement error.
FL1: please directly update your results to the proposed observation.

	Vivo
	Please see our result inputs below. One suggestion is we do not need to mention the values for non-AI baseline in the observation. We only need to mention the gain from AI. Then companies’ results can be aligned.

(A) For Tx DL beam prediction, AI/ML can provide some beam prediction accuracy gain [or achieve similar performance] comparing with non-AI baseline (Option 2, sample and hold based on the previous measurements) with same RS/measurement overhead without UE rotation:
· For 160ms prediction time, evaluation results from [3 sources: Nokia, MediaTek, Samsung] show that AI/ML can increase [4%~5%] prediction accuracy, and evaluation results from [1 source: MediaTek] show that AI and non-AI may have similar performance in terms of Top-1 beam prediction accuracy. 
· wherein, [1 source: Nokia] used measurements from 2 time instances with measurement periodicity of 160ms. And it can increase [4%] beam prediction accuracy comparing with 52% achieved by non-AI baseline (Option 2) with 64 Tx beams
· wherein, [1 source: Ericsson] used measurements from 3 time instances with measurement periodicity of 80ms. And AI/ML does not provide beam prediction accuracy gain comparing with 83.9% achieved by non-AI baseline (Option 2) with 32 Tx beams
· wherein, [1 source: MediaTek] used measurements from 6 time instances with measurement periodicity of 40ms. And it can increase [4%] beam prediction accuracy or no gain (depending on complexity of AI/ML model) comparing with achieved 64.4% by non-AI baseline (Option 2) with 60km/h UE speed and 32 Tx beams
· wherein, [1 source: Samsung] used measurements from 4 time instances with measurement periodicity of 160ms. And it can increase [5%] beam prediction accuracy comparing with 61.2% achieved by non-AI scheme (baseline (baseline 2) with 32 Tx beams
· wherein, [1 source: vivo] used measurements from 2 time instances with measurement periodicity of 80ms. And it can increase [1.9%] beam prediction accuracy comparing with 93.2% achieved by non-AI scheme (baseline (baseline 2) with 32 Tx beams 
· For 320ms prediction time, evaluation results from [3 sources: Nokia, MediaTek, InterDigital] show that AI/ML can increase about [up to 3.5%~8%] prediction accuracy in terms of Top-1 beam prediction accuracy 
· wherein, [1 source: Nokia] used measurements from 2 time instances with measurement periodicity of 160ms. And it can increase [6%] beam prediction accuracy comparing with 39.7% achieved by non-AI baseline (Option 2) with 64 Tx beams. 
· wherein, [1 source: MediaTek] used measurements from 6 time instances with measurement periodicity of 80ms. And it can increase [1% or 8%] beam prediction accuracy (depending on complexity of AI/ML model) comparing with achieved 55.5% by non-AI baseline (Option 2) with 60km/h UE speed and 32 Tx beams
· wherein, [1 source: InterDigital] used measurements from 3 time instances with measurement periodicity of 160ms. And it can increase [xx%] beam prediction accuracy comparing with [xxx%] achieved by non-AI baseline (Option 2) with 64 Tx beams.    
· wherein, [1 source: Samsung] used measurements from 4 time instances with measurement periodicity of 320ms. And it can increase [3.5%] beam prediction accuracy comparing with 60.82% achieved by non-AI baseline (Option 2) with 32 Tx beams
· wherein, [1 source: vivo] used measurements from 2 time instances with measurement periodicity of 80ms. And it can increase [3.2%] beam prediction accuracy comparing with 90.1% achieved by non-AI baseline (Option 2) with 32 Tx beams (Gain from AI is close to Samsung, which can be merged together)
· For 640ms prediction time, evaluation results from [3 sources: Nokia, MediaTek, Samsung] show that AI/ML can increase [4.5~8% or 14%] prediction accuracy in terms of Top-1 beam prediction accuracy
· wherein, [1 source: Nokia] used measurements from 2 time instances with measurement periodicity of 160ms. And it can increase [8%] beam prediction accuracy comparing with 35.2% achieved by non-AI baseline (Option 2) with 64 Tx beams
· wherein, [1 source: MediaTek] used measurements from 6 time instances with measurement periodicity of 160ms. And it can increase [5% or 14.3%] beam prediction accuracy (depending on complexity of AI/ML model) comparing with achieved 41.8% by non-AI baseline (Option 2) with 60km/h UE speed and 32 Tx beams
· wherein, [1 source: Samsung] used measurements from 4 time instances with measurement periodicity of 320ms. And it can increase [4.5%] beam prediction accuracy comparing with 58% achieved by non-AI baseline (Option 2) with 32 Tx beams
· wherein, [1 source: vivo] used measurements from 2 time instances with measurement periodicity of 80ms. And it can increase [5.4%] beam prediction accuracy comparing with 84.4% achieved by non-AI baseline (Option 2) with 32 Tx beams (Gain from AI is close to Samsung, which can be merged together)

	Xiaomi
	 Top K (K >1) is necessary since the number of beams in the beam report can be more than 1. In addition, the candidate values of prediction time can be more flexible and reported by companies.
FL1: pls directly update your results. And no intention to limit the assumption, but I don’t think other number make the general information difference. Of course, results are welcomed and can be captured.  

	OPPO
	Please find our updated results with respect to different time-domain settings. 
For 160ms prediction time, …
· wherein, [1 source: OPPO] used measurements from 4 time instances with measurement periodicity of 40ms. And it can increase [1%] beam prediction accuracy comparing with 85.8% achieved by non-AI baseline (Option 2) with 32 Tx beams
For 320ms prediction time, …
· wherein, [1 source: OPPO] used measurements from 4 time instances with measurement periodicity of 80ms. And it can increase [4.2%] beam prediction accuracy comparing with 79.4% achieved by non-AI baseline (Option 2) with 32 Tx beams
For 640ms prediction time, …
· wherein, [1 source: OPPO] used measurements from 4 time instances with measurement periodicity of 160ms. And it can increase [7.8%] beam prediction accuracy comparing with 67.9% achieved by non-AI baseline (Option 2) with 32 Tx beams

The last one below could be optionally captured, if deemed as helpful for drawing observations. 
For 1280ms prediction time ,…
· wherein, [1 source: OPPO] used measurements from 4 time instances with measurement periodicity of 320ms. And it can increase [12.7%] beam prediction accuracy comparing with 54.3% achieved by non-AI baseline (Option 2) with 32 Tx beams

Our observation is that the longer the prediction time, the higher gain of beam prediction accuracy can be achieved by AI/ML model(s).

FL2: Updated.

	FL2
	I noticed that there were some results for 40ms and 80ms. I didn’t capture those results since the information shows are similar. If you have strong concerns, please point it out.
In addition, some results may be missed. Hope you can help me to update the observations. Thank you! 

	Xiaomi2
	Please see our updates inline to the following sub-bullet:
· For 160ms prediction time, add “in terms of Top-1 beam prediction accuracy” in the main bullet
· For 320ms prediction time, add “xiaomi” results
· For 640ms prediction time, add “xiaomi” results
· For 800ms prediction time, add “xiaomi” results
· For 960ms prediction time, add “xiaomi” results
· For 1280ms prediction time, update and add more “xiaomi” results
FL2: Accept the update

	Nokia
	We could group results for 80ms and 160ms. 
For 80ms/160ms prediction time, evaluation results from [3 sources: Ericsson, CMCC, xiaomi] show that AI/ML may have similar performance or may decrease 1%~5% beam prediction accuracy, evaluation results from [3 sources: vivo, OPPO, Nokia] show that AI/ML can increase 1%~1.9% prediction accuracy, evaluation results from [3 sources: Nokia, MediaTek, Samsung] show that AI/ML can increase 4%~5% prediction accuracy and evaluation results from [1 source: ZTE] show that AI/ML can increase 10.8% prediction accuracy in terms of Top-1 beam prediction accuracy. 
§	wherein, [1 source: Nokia] used measurements from 5 time instances with measurement periodicity of 80ms. And it can increase 1% beam prediction accuracy gain comparing with 79.9% achieved by non-AI baseline (Option 2) with 32 Tx beams
FL3: pls check the updates. I need to add results from every one😊
I also made some changes of your results. Pls check. 

	QC 2
	· A comment on terminology:
· When we mention “measurement periodicity” this is clear for Case B+, because the measurement is periodic in nature: … M P P P M P P P M P P P …
· For Case A, reusing the same term may be confusing, as we have MMMMMPP. For this case, one method could be to mention that baseline Option 1 is measured every X msec, in which case, there is no ambiguity. X is the measurement periodicity for this case. Because both Case A and Case B+ results are mixed in this observation, if we simply say measurement periodicity is X msec, it is not really clear which scenario it corresponds to, and understanding the results becomes difficult.
FL3:I don’t see a big problem for this. Because for Case A, for MMMMMPP, we use 4 time instances with periodicity of 40ms. I don’t think there is some one use MPPMPPMPP. Or even with MPPMPPMPP, the periodicity is between MM. 



// Tx beam accuracy with rotation//
(B) For Tx DL beam prediction, based on the evaluation [from two sources: Samsung, Qualcomm], AI/ML can provide some beam prediction accuracy gain comparing with non-AI baseline (Option 2) with UE rotation:
· For 160ms/800ms/1200ms/1600ms prediction time, evaluation results from [1 source: Samsung] show about 2%/8%/10%/13% prediction accuracy increase comparing with 74%/60%/53%/47.7% achieved by non-AI baseline (Option 2) with 32 Tx beam respectively in terms of Top-1 beam prediction accuracy, with measurements from 4 time instances in measurement periodicity of 160ms/800ms/ 1200ms/1600ms respectively. 
· In the evaluation, UE rotation is modelled every 20ms with a rotation speed uniformly distributed within {0, 60} RPM, and the rotation direction is {1/4 of data with randomly to left or right in horizontal, 1/4 of data always to left, 1/4 of data always to right, 1/4 of data to left and right in turn} with random initial directly. 
· For 160ms/320ms/480ms/960ms prediction time, evaluation results from [1 source: Qualcomm] show that AI/ML can increase 2%/3%/4.2%/7.3% Top-1 beam prediction accuracy compared to non-AI baseline (Option 2) with 78%/75.5%/73%/66.3% beam prediction accuracy with 12 Tx with measurement periodicity of 200ms/360ms/520ms/1000ms. 
· In the evaluation, UE rotation is modelled every 40ms with constant [10 RPM] rotation speed in all three rotational axes, with rotational direction chosen uniformly at random among the three axes. 
	Companies
	Comments or updates

	FL
	If you have any update for (B), pls provide comments below. 

	HW/HiSi
	For the 160ms prediction time, is it Top-1?

In general we think that too few results are available on UE rotation and also we do not have a common understanding about the modeling of the rotation. It would be good to discuss and agree this firstly. Therefore we do not really want to support to capture observations with rotation yet. 

For clarification: Are the same rotations models assumed during training and inference?   

	QC
	Made some changes directly above. The range corresponds to different assumptions on UE Rx beam selection, which is not spelled out exhaustively, as it would lead to a large list.
FL: it looks good. Thanks!

	QC2
	Directly updated the wording with the new results for longer prediction time/measurement periodicity.
FL3: thx



// Tx beam RS overhead reduction//
(C) For Tx DL beam prediction (without UE rotation unless otherwise stated), AI/ML can provide good beam prediction accuracy with the less measurements/RS overhead:  
· Under the assumption of setting Case A, decent beam prediction accuracy can be achieved performance can be achieved with 1/5~1/2 measurement/RS overhead reduction comparing the non-AI baseline (Option 1, with 100% prediction accuracy)
· evaluation results from [1 source: Nokia] show that AI/ML can achieve 57% beam prediction accuracy, while non-AI baseline (Option 2) can only achieve 52% beam prediction accuracy in term of Top-1 beam prediction accuracy for 160ms prediction time,
· 1/3 RS/measurement overhead reduction can be obtained with measurements from 2 time instances with measurement periodicity of 160ms. 
· When prediction time increased to 320ms or larger, >50% Top-1 beam prediction accuracy is lower than 50% even with the help of AI/ML although it still can provide some gain compared with non-AI baseline (Option2). 
· evaluation results from [1 source: NVIDA] show that AI/ML can achieve 60%~71% beam prediction accuracy in terms of Top-1 beam prediction accuracy for 40ms up to 240ms prediction time
· 3/7 RS/measurement overhead reduction can be obtained with measurements from 8 time instances with measurement periodicity of 40ms. 
· When prediction time increased to 280ms or larger, >50% Top-1 beam prediction accuracy is lower than 50% even with the help of AI/ML
· evaluation results from [1 source: InterDigital] show that AI/ML can achieve 60.5% beam prediction accuracy in terms of Top-1 beam prediction accuracy for up to 320ms prediction time
· 2/5 RS/measurement overhead reduction can be obtained with measurements from 3 time instances with measurement periodicity of 160ms. 
· evaluation results from [1 source: OPPO] show that AI/ML can achieve 86.8%/83.6%/75.7%/67% beam prediction accuracy in terms of Top-1 beam prediction accuracy for up to 160ms/320ms/640ms/1280ms prediction time, respectively 
· 1/2 RS/measurement overhead reduction can be obtained with measurements from 4 time instances with measurement periodicity of 40ms/80ms/160ms/320ms, respectively. 
· evaluation results from [1 source: ZTE] show that AI/ML can achieve 92% beam prediction accuracy in terms of Top-1 beam prediction accuracy for 160ms up to 800ms prediction time  
· 1/2 RS/measurement overhead reduction can be obtained with measurements from 5 time instances with measurement periodicity of 160ms. 
· evaluation results from [1 source: MediaTek] show that AI/ML can achieve 64%~68%/56%~63%/ 47%~56% beam prediction accuracy in terms of Top-1 beam prediction accuracy for 160ms/320ms/ 640ms prediction time respectively
· 2/5 RS/measurement overhead reduction can be obtained with measurements from 5 time instances with measurement periodicity of 40ms/80ms/160ms respectively. 
· evaluation results from [1 source: Samsung] show that AI/ML can achieve 62%~66% beam prediction accuracy in terms of Top-1 beam prediction accuracy for 160ms to 640ms prediction time 
· 1/5 RS/measurement overhead reduction can be obtained with measurements from 4 time instances with measurement periodicity of 160ms to 640ms. 
· evaluation results from [1 source: Xiaomi] show that AI/ML can achieve 58.0%~80.1% beam prediction accuracy in terms of Top-1 beam prediction accuracy for 160ms to 12800ms prediction time
· up to 1/2 RS/measurement overhead reduction can be obtained with measurements from 4 time instances with measurement periodicity of 160ms to 3200ms. 

· Under the assumption of setting Case B, a certain beam prediction accuracy (e.g., >50% Top-1 beam prediction accuracy) can be achieved performance can be achieved with 1/3~1/2 measurement/RS overhead reduction comparing with non-AI schemes (Option 2)   
· evaluation results from [1 source: Nokia] show that AI/ML can provide 1/3 RS/measurement overhead reduction: 	Comment by Keeth Jayasinghe: The BMCase2 results have been obtained mainly with setting Case Not sure that these results are complaint with the assumptions of setting case B. 	Comment by FL-0821: Do you want to delete it? This is from what I can read from the results. 
· AI/ML can achieve 57% beam prediction accuracy, while non-AI baseline (Option 2) can only achieve 52% beam prediction accuracy in term of Top-1 beam prediction accuracy for 160ms prediction time
· When prediction time increased to 320ms or larger, >50% Top-1 beam prediction accuracy is lower than 50% even with the help of AI/ML although it still can provide some gain compared with non-AI baseline (Option2). 
· evaluation results from [1 source: Samsung] show that AI/ML can provide 1/2 RS/measurement overhead reduction with UE rotation: 
· AI/ML can achieve ~65% beam prediction accuracy, while non-AI baseline (Option 2) can only achieve 48% beam prediction accuracy in term of Top-1 beam prediction accuracy for 1600ms prediction time/measurement periodicity 
· With non-AI baseline (Option 2), similar prediction accuracy (~65% of Top-1 beam prediction accuracy) can be achieved with 800ms prediction time /measurement periodicity. 
· In the evaluation, UE rotation is modelled every 20ms with a rotation speed of RPM = 60 R/M, and the rotation direction is {1/4 of data with randomly to left or right in horizontal, 1/4 of data always to left, 1/4 of data always to right, 1/4 of data to left and right in turn} with random initial directly. 
· evaluation results from [1 source: Xiaomi] show that AI/ML can provide 7/10 RS/measurement overhead reduction without UE rotation: 
· AI/ML can achieve ~64% beam prediction accuracy, while non-AI baseline (Option 2) can only achieve 46% beam prediction accuracy in term of Top-1 beam prediction accuracy for 3200ms prediction time 
· With non-AI baseline (Option 2), similar prediction accuracy (~64% of Top-1 beam prediction accuracy) can be achieved with 960ms prediction time. 

· Under the assumption of setting Case B+, based on the evaluation results from [2 sources: Xiaomi, Qualcomm], decent beam prediction accuracy] can be achieved performance can be achieved by AI/ML 80% measurement/RS overhead reduction compared to the non-AI baseline (Option 1, with 100% prediction accuracy) for which minimal periodicity of measurement is Tper=40ms
· evaluation results from [1 source: Qualcomm] show that AI/ML can provide 80%/88.9%/92.3%/96% RS/measurement overhead reduction: 
· AI/ML can achieve 80%/78.5%/77.2%/73.6% beam prediction accuracy in terms of Top-1 beam prediction accuracy with 160ms/320ms/480ms/960ms prediction time /200ms/360ms/520ms/1000ms measurement periodicity. 
· evaluation results from [1 source: Qualcomm] show that AI/ML can provide 80% RS/measurement overhead reduction: 
· AI/ML can achieve 79%~87% beam prediction accuracy in terms of Top-1 beam prediction accuracy with 160ms prediction time /200ms measurement periodicity. 
· In the evaluation, UE rotation is modelled every 40ms with constant 10 RPM rotation speed in all three rotational axes, with rotational direction chosen uniformly at random among the three axes.
· evaluation results from [1 source: Xiaomi] show that AI/ML can provide 80% RS/measurement overhead reduction: 
· AI/ML can achieve 50%~73% beam prediction accuracy in terms of Top-1 beam prediction accuracy with 640ms to 12800ms prediction time (4 prediction time instance) /800ms to 16000ms measurement periodicity (4 measurement time instance) without UE rotation. 


	Companies
	Comments or updates

	FL
	If you have any update for I(C), pls provide comments below. 

	[HwHiSi]
	We should not only capture Top-1 but Top-K with K>1. This seems to be more justified from the performance perspective.

	QC
	Updated for Setting Case B+. As mentioned before, the beam prediction range corresponds to different assumptions on the UE Rx beam selection that are not spelled out exhaustively here. Otherwise, it would lead to a long list.
FL1:  it looks good. 

	OPPO
	Add more results Iin (C) directly. 

	Xiaomi2
	Add Xiaomi’s results under the assumption setting Case A, setting Case B and setting Case B+.

	QC 2
	· Our understanding of “with [Tper =40ms] as minimal periodicity of measurement” is that this is referring to the non-AI/ML baseline, right? Not the AI/ML-based method. As written, there may be the misunderstanding that “with [Tper =40ms] as minimal periodicity of measurement” is applicable to both, so suggest the following update:
Under the assumption of setting Case B+, based on the evaluation results from [2 sources: Xiaomi, Qualcomm], decent beam prediction accuracy performance can be achieved by AI/ML with 80% measurement/RS overhead reduction comparing compared to the non-AI baseline (Option 1, with 100% prediction accuracy) with for which [Tper =40ms] as minimal periodicity of measurement is [Tper =40ms]. 
FL3: Updated.

	Xiaomi 5
	Add the RS overhead reduction.

	QC5
	This needed edit, which is provided below:

· Under the assumption of setting Case B+, based on the evaluation results from [2 sources: Xiaomi, Qualcomm], decent good beam prediction accuracy] can be achieved performance can be achieved by AI/ML with 80% measurement/RS overhead reduction compared to the non-AI baseline (Option 1, with 100% prediction accuracy) for which minimal periodicity of measurement is Tper=40ms




// beam pair accuracy without rotation//
(D) For beam pair prediction, AI/ML may or may not provide beam prediction accuracy gain time comparing with non-AI baseline (Option 2) for 160ms or less prediction time without UE rotation. For the longer the prediction time, the higher gain of beam prediction accuracy can be achieved by AI/ML:
· For 160ms prediction time, evaluation results from [2 sources: OPPO, xiaomi] show AI/ML can provide similar performance or increase up to 1% prediction accuracy gain, evaluation results from [1 source: Samsung] show AI/ML may decrease 8% prediction accuracy, and evaluation results from [1 source: ZTE] show AI/ML can increase 13.8% prediction accuracy, in terms of Top-1 beam prediction accuracy. 
· evaluation results from [1 source: Samsung] show that AI/ML decrease 8% prediction accuracy in terms of Top-1 beam prediction accuracy with measurements from 4 time instances with measurement periodicity of 160ms comparing with 68.1% achieved by non-AI baseline (Option 2) with 32 Tx beams and 8 Rx beams.  
· evaluation results from [1 source: OPPO] show that AI/ML can increase 0.1% beam prediction accuracy in terms of Top-1 beam prediction accuracy with measurements from 4 time instances with measurement periodicity of 40ms comparing with 81.3% achieved by non-AI baseline (Option 2) with 32 Tx beams and 4 Rx beams.  
· evaluation results from [1 source: xiaomi] show that AI/ML decrease 0.1%~1% prediction accuracy in terms of Top-1 beam prediction accuracy with measurements from 4 time instances with measurement periodicity of 80ms~320ms comparing with 80.7%~83.4% achieved by non-AI baseline (Option 2) with 32 Tx beams and 8 Rx beams.  
· evaluation results from [1 source: ZTE] show that AI/ML can increase 13.8% prediction accuracy in terms of Top-1 beam prediction accuracy with measurements from 5 time instances with measurement periodicity of 160ms comparing with 78.1% achieved by non-AI baseline (Option 2) with 32 Tx beams and 8 Rx beams. 
· For 320ms prediction time, evaluation results from [1 source: xiaomi, OPPO] show that AI/ML can increase less than 3% prediction accuracy in terms of Top-1 beam prediction accuracy, and evaluation results from [1 source: ZTE] show that AI/ML can increase 22.5% prediction accuracy in terms of Top-1 beam prediction accuracy 
· wherein, [1 source: xiaomi] used measurements from 4 time instances with measurement periodicity of 80ms~640ms. With one AI/ML model to predict the beam at one or multiple time instances including 320ms, AI/ML may increase [less than 2%] beam prediction accuracy comparing with 78.8%~81.2% achieved by non-AI baseline (Option 2) 
· Wherein, [1 source: OPPO] used measurements from 4 time instances with measurement periodicity of 80ms and it shows that AI/ML can increase 2.8% beam prediction accuracy in terms of Top-1 beam prediction accuracy comparing with 74.5% achieved by non-AI baseline (Option 2)
· Wherein, [1 source: ZTE] used measurements from 5 time instances with measurement periodicity of 160ms and it shows that AI/ML can increase 13.8% prediction accuracy in terms of Top-1 beam prediction accuracy comparing with 69.2% achieved by non-AI baseline (Option 2) with 32 Tx beams and 8 Rx beams. 

· For 640ms prediction time, evaluation results from [2 sources: xiaomi, OPPO] show that AI/ML may be able to increase up to 7.5% prediction accuracy, and evaluation results from [1 source: ZTE] show that AI/ML can increase 34% prediction accuracy in terms of Top-1 beam prediction accuracy
· wherein, [1 source: xiaomi] used measurements from 4 time instances 
· With one AI/ML model to predict the beam at 640ms with 640/1280ms as measurement periodicity, AI/ML can increase 6%/3.5% beam prediction accuracy comparing with 74.1%/73.5% achieved by non-AI baseline (Option 2)
· With one AI/ML model to predict the beam at multiple prediction time instances (with two or more of 160ms 320ms, 480ms, 640ms) with different measurement periodicities (e.g., 160ms, 320ms, 800ms, 960ms), AI/ML can increase [0.7%~3.5%] beam prediction accuracy. From the evaluation results, the more target predicted time instances, the less performance gain can be obtained from AI/ML.  
· Wherein, [1 source: OPPO] used measurements from 4 time instances with measurement periodicity of 160ms and it shows that AI/ML can increase 7.5% beam prediction accuracy in terms of Top-1 beam prediction accuracy comparing with 63.3% achieved by non-AI baseline (Option 2)
· Wherein, [1 source: ZTE] used measurements from 5 time instances with measurement periodicity of 160ms and it shows that AI/ML can increase 13.8% prediction accuracy in terms of Top-1 beam prediction accuracy comparing with 57.16% achieved by non-AI baseline (Option 2) with 32 Tx beams and 8 Rx beams. 
· For 800ms prediction time, 
· evaluation results from [1 source: xiaomi] show that AI/ML can to increase 6.7%~7.5% prediction accuracy in terms of Top-1 beam prediction accuracy 
· wherein, measurements from 4 time instances with 800ms/1600ms as measurement periodicity were used and AI/ML can increase 6.7%/7.5% beam prediction accuracy respectively comparing with 72.9%/69.2% achieved by non-AI baseline (Option 2).
· evaluation results from [1 source: ZTE] show that AI/ML can to increase 39.4% prediction accuracy in terms of Top-1 beam prediction accuracy
· wherein, measurements from 5 time instances with 160ms as measurement periodicity were used and AI/ML can increase [39.4%] beam prediction accuracy comparing with 51.2% achieved by non-AI baseline (Option 2) with 32 Tx beams and 8 Rx beams.
· For 960ms prediction time, 
· evaluation results from [1 source: DoCoMo] show that AI/ML may increase 12.8% beam prediction accuracy in terms of Top-1 beam prediction accuracy
· Wherein measurements from 5 time instances with measurement periodicity of 160ms, and predictions of 95 time instances with prediction periodicity of 10ms are assumed. AI/ML has 12.8% of beam prediction accuracy improvement in terms of Top 1 beam prediction accuracy comparing with 57.5% achieved by non-AI baseline (Option 2).
· evaluation results from [1 source: xiaomi] show that AI/ML may be able to increase up to 8.5% prediction accuracy in terms of Top-1 beam prediction accuracy
· measurements from 4 time instances with measurement periodicity of 960ms/1920ms were used respectively, with one model to predict single /single/ multiple /multiple prediction time instances. AI/ML can increase 8.1%/8.5% beam prediction accuracy respectively comparing with 71.3%/67.7% achieved by non-AI baseline (Option 2).
· For 1200ms/1600ms/2400ms/3200ms/40000ms prediction time, evaluation results from [1 source: xiaomi] show that AI/ML may be able to increase [up to 8.8%/ up to 10.7%/ up to 10.2%/up to 11.3%/up to 20.4%] prediction accuracy in terms of Top-1 beam prediction accuracy
· measurements from 4 time instances were used with 1200ms/1600ms /1200ms/1600ms/4000ms as measurement periodicity respectively

	Companies
	Comments or updates

	FL
	If you have any update for (D), pls provide comments/updates below. 

	NTT DOCOMO
	The case for prediction=10 ms belongs to Case B you defined before. I try to explain our simulation conditions to assist you to know our simulations.
1. Case A: 5*160ms measurements->5*160ms predictions.
2. Case B: 5*960ms measurements->96*10ms predictions. 
According to your observation demo, I try to summarize our simulation results for beam prediction. Please check if I fully understand your point.
· (D) For beam pair prediction, AI/ML may or may not provide beam prediction accuracy gain comparing with non-AI scheme (Option 2) without UE rotation:
· Under assumption of setting Case A, for 800ms prediction time,
· [1 source: DoCoMo] used measurements from 5 time instances with measurement periodicity of 160ms, and predictions of 5 time instances with prediction periodicity of 160ms. AI/ML has [3.7%] of beam prediction accuracy loss in terms of Top 1 beam prediction accuracy with 12Tx and 8 Rx. AI/ML can increase Top 1 beam prediction accuracy from 2.2% (with non-AI scheme option 2) to 3.9% with 64Tx and 8 Rx.
· Under assumption of setting Case B, for 960ms prediction time,
[1 source: DoCoMo] used measurements from 5 time instances with measurement periodicity of 960ms, and predictions of 95 time instances with prediction periodicity of 10ms. AI/ML can increase Top 1 beam prediction accuracy from 57.5% (with non-AI scheme option 2) to 70.3% with 12Tx and 8Rx. However, AI has [26.9%] of beam prediction accuracy loss in terms of Top 1 beam prediction accuracy with 64Tx and 8 Rx.
FL1: tried to merge. Pls double checked. 

	Xiaomi
	More evaluation results will be added and updated. Please refer to our new filled results later, thanks.  
FL1: when it is ready, please directly update your results as above. It might be hard for me to understand the assumptions. Thank you. 

	Xiaomi2
	Please see the following update
· For 160ms prediction time, evaluation results from [1 source: xiaomi] show that AI/ML can’t increase [up to 2%] prediction accuracy in terms of Top-1 beam prediction accuracy. 
· Wherein, [1 source: xiaomi] used measurements from 4 time instances with measurement periodicity of 80ms or 160ms or 240ms or 320ms. 
· With one AI/ML model to only predict the beam at 160ms with 160ms as measurement periodicity, AI/ML can increase [2%] beam prediction accuracy 
· With one AI/ML model to predict the beam at multiple time instances including 160ms, AI/ML can increase [less than 1%] beam prediction accuracy with 80ms or 160ms or 240ms or 320ms as the measurement periodicity
· For 320ms prediction time, evaluation results from [1 source:xiaomi] show that AI/ML can increase [Less than 2%] prediction accuracy in terms of Top-1 beam prediction accuracy 
· wherein, [1 source: xiaomi] used measurements from 4 time instances with measurement periodicity of 80ms or 160ms or 320ms, 400ms, 480ms, or 640msor 480ms. 
· With one AI/ML model to predict the beam at multiple time instances including 320ms, AI/ML may increase [less than 2%] beam prediction accuracy 
· For 640ms prediction time, evaluation results from [1 sources: xiaomi] show that AI/ML may be able to increase [up to 2.56%] prediction accuracy in terms of Top-1 beam prediction accuracy
· wherein, [1 source: xiaomi] used measurements from 4 time instances with measurement periodicity of 160ms or 800ms. 
· With one AI/ML model to only predict the beam at 640ms with 640ms as measurement periodicity, AI/ML can increase [6%] beam prediction accuracy.
· With one AI/ML model to only predict the beam at 640ms with 1280ms as measurement periodicity, AI/ML can increase [3.5%] beam prediction accuracy.
· With one AI/ML model to predict the beam at 320/640ms with 320ms as measurement periodicity, AI/ML can increase [3.7%] beam prediction accuracy.
· With one AI/ML model to predict the beam at 320/640ms with 960ms as measurement periodicity, AI/ML can increase [3.5%] beam prediction accuracy.
· With one AI/ML model to predict the beam at 160ms, 320ms, 480ms and 640ms with 160ms as measurement periodicity, AI/ML can increase [1%/10.7%/1.8%/2.5%] beam prediction accuracy 
· With one AI/ML model to predict the beam at 160ms, 320ms, 480ms and 640ms with 160ms 800ms as measurement periodicity, AI/ML can increase [-0.1%/1%/2%/21.75%] beam prediction accuracy

· For 800ms prediction time, evaluation results from [1 sources: xiaomi] show that AI/ML may be able to increase [up to 7.5%] prediction accuracy in terms of Top-1 beam prediction accuracy
· wherein, [1 source: xiaomi] used measurements from 4 time instances. 
· With one AI/ML model to only predict the beam at 800ms with 800ms as measurement periodicity, AI/ML can increase [6.7%] beam prediction accuracy.
· With one AI/ML model to only predict the beam at 800ms with 1600ms as measurement periodicity, AI/ML can increase [7.5%] beam prediction accuracy.
· For 960ms prediction time, evaluation results from [1 sources: xiaomi] show that AI/ML may be able to increase [up to 8.5%] prediction accuracy in terms of Top-1 beam prediction accuracy
· wherein, [1 source: xiaomi] used measurements from 4 time instances. 
· With one AI/ML model to only predict the beam at 960ms with 960ms as measurement periodicity, AI/ML can increase [7.9%] beam prediction accuracy.
· With one AI/ML model to only predict the beam at 960ms with 1920ms as measurement periodicity, AI/ML can increase [8.5%] beam prediction accuracy.
· With one AI/ML model to predict the beam at 320/640/960/1280ms with 320ms as measurement periodicity, AI/ML can increase [1.4%] beam prediction accuracy.
· With one AI/ML model to predict the beam at 320/640/960/1280ms with 1600ms as measurement periodicity, AI/ML can increase [3%] beam prediction accuracy.
· For 1200ms prediction time, evaluation results from [1 sources: xiaomi] show that AI/ML may be able to increase [up to 8.8%] prediction accuracy in terms of Top-1 beam prediction accuracy
· wherein, [1 source: xiaomi] used measurements from 4 time instances. 
· With one AI/ML model to only predict the beam at 1200ms with 1200ms as measurement periodicity, AI/ML can increase [8.8%] beam prediction accuracy.
· For 1600ms prediction time, evaluation results from [1 sources: xiaomi] show that AI/ML may be able to increase [up to 10.7%] prediction accuracy in terms of Top-1 beam prediction accuracy
· wherein, [1 source: xiaomi] used measurements from 4 time instances. 
· With one AI/ML model to only predict the beam at 1600ms with 1600ms as measurement periodicity, AI/ML can increase [10.7%] beam prediction accuracy.
· With one AI/ML model to predict the beam at 800/1600ms with 800ms as measurement periodicity, AI/ML can increase [6.2%] beam prediction accuracy.
· With one AI/ML model to predict the beam at 800/1600ms with 2400ms as measurement periodicity, AI/ML can increase [10.7%] beam prediction accuracy.
· For 2400ms prediction time, evaluation results from [1 sources: xiaomi] show that AI/ML may be able to increase [up to 10.2%] prediction accuracy in terms of Top-1 beam prediction accuracy
· wherein, [1 source: xiaomi] used measurements from 4 time instances. 
· With one AI/ML model to predict the beam at 1200/2400ms with 1200ms as measurement periodicity, AI/ML can increase [10.2%] beam prediction accuracy.
· For 3200ms prediction time, evaluation results from [1 sources: xiaomi] show that AI/ML may be able to increase [up to 11.3%] prediction accuracy in terms of Top-1 beam prediction accuracy
· wherein, [1 source: xiaomi] used measurements from 4 time instances. 
· With one AI/ML model to predict the beam at 1600/3200ms with 1600ms as measurement periodicity, AI/ML can increase [11.3%] beam prediction accuracy.
· For 4000ms prediction time, evaluation results from [1 sources: xiaomi] show that AI/ML may be able to increase [up to 20.4%] prediction accuracy in terms of Top-1 beam prediction accuracy
· wherein, [1 source: xiaomi] used measurements from 4 time instances. 
· With one AI/ML model to only predict the beam at 4000ms with 4000ms as measurement periodicity, AI/ML can increase [20.4%] beam prediction accuracy.


	OPPO
	Please find our updated results for beam pair prediction
For 160ms prediction time, …
· Evaluation results from [1 source: OPPO] show that AI/ML can increase [0.1%] beam prediction accuracy in terms of Top-1 beam prediction accuracy comparing with 81.3% achieved by non-AI baseline (Option 2)
For 320ms prediction time, …
· Evaluation results from [1 source: OPPO] show that AI/ML can increase [2.8%] beam prediction accuracy in terms of Top-1 beam prediction accuracy comparing with 74.5% achieved by non-AI baseline (Option 2)
For 640ms prediction time, …
· Evaluation results from [1 source: OPPO] show that AI/ML can increase [7.5%] beam prediction accuracy in terms of Top-1 beam prediction accuracy comparing with 63.3% achieved by non-AI baseline (Option 2)

Additionally, we also tried even longer prediction time. 
For 1280ms prediction time, …
· Evaluation results from [1 source: OPPO] show that AI/ML can increase [12.4%] beam prediction accuracy in terms of Top-1 beam prediction accuracy comparing with 49.4% achieved by non-AI baseline (Option 2)

Our observation is that the longer the prediction time, the higher performance gain in terms of beam prediction accuracy can be achieved by AI/ML model. That’s aligned with our previous observation for Tx beam prediction. 

FL2: updated

	NTT DOCOMO 2
	Thank you! After double check, our results are updated as follows after calibration and alignment:
For the default UE speed:
· For 800ms prediction time, evaluation results from [1 source: DoCoMo] show that AI/ML may decrease [3.7%] beam prediction accuracy in terms of Top-1 beam prediction accuracy
· Wherein, [1 source: DoCoMo] used measurements from 5 time instances with measurement periodicity of 160ms, and predictions of 5 time instances with prediction periodicity of 160ms. AI/ML has [3.7%] of beam prediction accuracy loss in terms of Top 1 beam prediction accuracy. 
· For 960ms prediction time, evaluation results from [1 source: DoCoMo] show that AI/ML may increase [12.8%] beam prediction accuracy in terms of Top-1 beam prediction accuracy
· Wherein, [1 source: DoCoMo] used measurements from 5 time instances with measurement periodicity of 960ms, and predictions of 95 time instances with prediction periodicity of 10ms. AI/ML has [12.8%] of beam prediction accuracy improvement in terms of Top 1 beam prediction accuracy.
For the other UE speeds:
· For 800ms prediction time, evaluation results from [1 source: DoCoMo] show that AI/ML may increase [9.4%] beam prediction accuracy in terms of Top-1 beam prediction accuracy at 60 km/h
· Wherein, [1 source: DoCoMo] used measurements from 5 time instances with measurement periodicity of 160ms, and predictions of 5 time instances with prediction periodicity of 160ms. AI/ML has [9.4%] of beam prediction accuracy improvement in terms of Top 1 beam prediction accuracy.
· For 800ms prediction time, evaluation results from [1 source: DoCoMo] show that AI/ML may increase [19.2%] beam prediction accuracy in terms of Top-1 beam prediction accuracy at 90 km/h
Wherein, [1 source: DoCoMo] used measurements from 5 time instances with measurement periodicity of 160ms, and predictions of 5 time instances with prediction periodicity of 160ms. AI/ML has [19.2%] of beam prediction accuracy improvement in terms of Top 1 beam prediction accuracy.
· For 960ms prediction time, evaluation results from [1 source: DoCoMo] show that AI/ML may increase [41.1%] beam prediction accuracy in terms of Top-1 beam prediction accuracy at 60 km/h
· Wherein, [1 source: DoCoMo] used measurements from 5 time instances with measurement periodicity of 960ms, and predictions of 95 time instances with prediction periodicity of 10ms. AI/ML has [41.1%] of beam prediction accuracy improvement in terms of Top 1 beam prediction accuracy.
· For 640ms prediction time, evaluation results from [1 source: DoCoMo] show that AI/ML may increase [43.8%] beam prediction accuracy in terms of Top-1 beam prediction accuracy at 90 km/h
Wherein, [1 source: DoCoMo] used measurements from 5 time instances with measurement periodicity of 640ms, and predictions of 63 time instances with prediction periodicity of 10ms. AI/ML has [43.8%] of beam prediction accuracy improvement in terms of Top 1 beam prediction accuracy.
FL2: updated for default speed. Let me think about other UE speed

	Xiaomi2
	Please see the updates inline to the following sub-bullet
· For 160ms prediction time, update ‘160ms’ to ‘320ms’
· For 320ms prediction time, add ‘~640ms’ and ‘one or’
· For 640ms prediction time, update ’77.9’ to ’74.1’
· For 960ms prediction time, update ’7.9’ to ’8.1’ and update ’57.7’ to ’67.7’
· For 1200ms/1600ms/2400ms/3200ms/40000ms, add some assumptions and corresponding results
FL2: results accepted

	Xiaomi3
	For 1200ms/1600ms/2400ms/3200ms/40000ms prediction time, correct a small typo, update ‘up to 11.3’ to ‘up to 11.3%’
FL3: THX

	NTT DOCOMO 3
	We would like to withdraw our results for 800ms prediction in this case (D) after internal check and calibrations, corresponding to the following observation
· For 800ms prediction time, 
· evaluation results from [1 source: DoCoMo] show that AI/ML decrease 3.7% beam prediction accuracy in terms of Top-1 beam prediction accuracy

There is a typo on the observation for 960ms prediction time, which is highlighted in red inline.
· For 960ms prediction time, 
· evaluation results from [1 source: DoCoMo] show that AI/ML may increase [12.8%] beam prediction accuracy in terms of Top-1 beam prediction accuracy
Wherein measurements from 5 time instances with measurement periodicity of 160ms, and predictions of 95 time instances with prediction periodicity of 10ms are assumed. AI/ML has 12.8% of beam prediction accuracy loss improvement in terms of Top 1 beam prediction accuracy comparing with 57.5% achieved by non-AI baseline (Option 2).
FL3: updated


 
// beam pair accuracy with rotation//
(E)For beam pair prediction, based on the evaluation results from [3 sources: Qualcomm, Samsung, Intel], AI/ML may or may not provide beam prediction accuracy gain comparing with non-AI baseline (Option 2) with UE rotation:
· For 160ms prediction time, in terms of Top-1 beam prediction accuracy 
· evaluation results from [1 source: Samsung] show that AI/ML may decrease 10% prediction accuracy with measurements from 4 time instances with measurement periodicity of 160ms. In this case, non-AI baseline (option 2) can achieve 51.09% beam prediction accuracy.
· In the evaluation, UE rotation is modelled every 20ms with a rotation speed uniformly distributed within {0, 60} RPM, and the rotation direction is {1/4 of data with randomly to left or right in horizontal, 1/4 of data always to left, 1/4 of data always to right, 1/4 of data to left and right in turn} with random initial directly. 
· For 200ms prediction time, in terms of Top-1 beam prediction accuracy with 10 RPM rotation speed in all three rotational axes, with rotational direction chosen uniformly at random among the three axes 
· evaluation results from [1 source: Qualcomm] show that AI/ML can increase [1%~1.6%] prediction accuracy with measurement periodicity of 240ms with different AI/ML models. In this case, non-AI baseline (option 2) can achieve 67.4% beam prediction accuracy
· For 200ms prediction time, in terms of Top-1 beam prediction accuracy with 100 RPM rotation speed in all three rotational axes, with rotational direction chosen uniformly at random among the three axes 
· evaluation results from [1 source: Qualcomm] show that AI/ML can increase 23%~30% prediction accuracy with measurement periodicity of 240ms with different AI/ML models. In this case, non-AI baseline (option 2) can only achieve 17% beam prediction accuracy.
· For 500ms prediction time, in terms of Top-1 beam prediction accuracy with 10 RPM rotation speed to fixed a direction 
· evaluation results from [1 source: Intel] show that AI/ML can increase 6%/8%/11% prediction accuracy with measurements from 1/2/5 time instances in measurement periodicity of 100ms respectively 
· evaluation results from [1 source: Intel] show that AI/ML can increase 11%/11.5%/12.5% prediction accuracy with measurements from 1/2/5 time instances in measurement periodicity of 50ms respectively
· For 800ms prediction time, in terms of Top-1 beam prediction accuracy 
· evaluation results from [1 source: Samsung] show that AI/ML may decrease 6% prediction accuracy with measurements from 4 time instances with measurement periodicity of 800ms. In this case, non-AI baseline (option 2) can achieve 30.19% prediction accuracy.
· In the evaluation, UE rotation is modelled every 20ms with a rotation speed uniformly distributed within {0, 60} RPM, and the rotation direction is {1/4 of data with randomly to left or right in horizontal, 1/4 of data always to left, 1/4 of data always to right, 1/4 of data to left and right in turn} with random initial directly. 

	Companies
	Comments or updates

	FL
	If you have any upIdate for (E), pls provide comments/updates below. 

	QC
	Several modifications made directly above.
FL1: looks good! Thanks!



// beam pair RS overhead reduction//
(F) For beam pair prediction, (without UE rotation unless otherwise stated), AI/ML can provide good beam prediction accuracy with the less measurements/RS overhead:  
· Under assumption of setting Case A, [>50%] Top-1 beam prediction accuracy can be achieved performance can be achieved with up to 1/2 measurement/RS overhead comparing with no time domain prediction.    
· evaluation results from [1 source: OPPO] show that AI/ML can achieve 81.4%/77.3%/70.8%/61.8% beam prediction accuracy in terms of Top-1 beam prediction accuracy for up to 160ms/320ms/640ms/1280ms prediction time, respectively 
· 1/2 RS/measurement overhead reduction can be obtained with measurements from 4 time instances with measurement periodicity of 40ms/80ms/160ms/320ms. 
· evaluation results from [1 source: ZTE] show that AI/ML can achieve 90%-92% beam prediction accuracy in terms of Top-1 beam prediction accuracy for 160ms up to 800ms prediction time 
· 1/2 RS/measurement overhead reduction can be obtained with measurements from 5 time instances with measurement periodicity of 160ms. 
· evaluation results from [1 source: Xiaomi] show that AI/ML can achieve 79%~84% beam prediction accuracy in terms of Top-1 beam prediction accuracy for 80ms to 640ms prediction time without UE rotation for beam pair
· up to 1/2 RS/measurement overhead reduction can be obtained with measurements from 4 time instances with measurement periodicity of 80ms or 160ms. 
· evaluation results from [1 source: Docomo] show that AI/ML can achieve 71.9% /67.4%/64.4% for 30km/h /60km/h /90km/h beam prediction accuracy respectively in terms of Top-1 beam prediction accuracy for 800ms prediction time.
· 1/2 RS/measurement overhead reduction can be obtained with measurements from 5 time instances with measurement periodicity of 160ms.
· Under assumption of setting Case B, based on the evaluation from [two sources: DoCoMo, Xiaomi] a certain beam prediction accuracy (e.g., >50% Top-1 beam prediction accuracy) can be achieved performance can be achieved with 1/2 or 3/5 measurement/RS overhead reduction comparing with non-AI schemes with 30km/h respectively
· evaluation results from [1 source: DoCoMo] show that AI/ML can provide 1/2 or 2/3 or 3/4 RS/measurement overhead reduction without UE rotation for 30km/h /60km/h /90km/h respectively
· AI/ML can achieve 70.3%/77.1%/79.8% beam prediction accuracy with 30km/h /60km/h /90km/h respectively, while non-AI baseline (Option 2) can only achieve 57.2%/36%/36% beam prediction accuracy in term of Top-1 beam prediction accuracy for 960ms/960ms/640ms prediction time/measurement periodicity for 30km/h /60km/h /90km/h respectively.
· With non-AI baseline (Option 2), similar prediction accuracy (76.7% of Top-1 beam prediction accuracy) can be achieved with 480ms/320ms/160ms prediction time /measurement periodicity for 30km/h /60km/h /90km/h respectively.
· evaluation results from [1 source: Xiaomi] show that AI/ML can provide 3/5 RS/measurement overhead reduction without UE rotation
· AI/ML can achieve 77.6% beam prediction accuracy, while non-AI baseline (Option 2) can only achieve 66.9% beam prediction accuracy in term of Top-1 beam prediction accuracy for 1600ms prediction time.
· With non-AI baseline (Option 2), similar prediction accuracy (74.1% of Top-1 beam prediction accuracy) can be achieved with 640ms prediction time.
· Under the assumption of setting Case B+, based on the evaluation from [one source: Xiaomi] decent beam prediction accuracy] can be achieved performance can be achieved with 80 measurement/RS overhead comparing the non-AI baseline (Option 1, with 100% prediction accuracy) with Tper =160ms as minimal periodicity of measurement
· evaluation results from [1 source: Xiaomi] show that AI/ML can provide 80% RS/measurement overhead reduction: 
· AI/ML can achieve 68%~77% beam prediction accuracy in terms of Top-1 beam prediction accuracy with 640ms to 3840ms prediction time (4 prediction time instance) /800ms to 4800ms measurement periodicity (4 measurement time instance) without UE rotation. 



	Companies
	Comments or updates

	FL
	If you have any update for (F), pls provide comments/updates below. 

	NTT DOCOMO
	The case for prediction=10 ms belongs to Case B you defined before. I try to explain our simulation conditions to assist you to know our simulations.
1. Case A: 5*160ms measurements->5*160ms predictions.
2. Case B: 5*960ms measurements->96*10ms predictions. 
We have summarized our results in “(D) For beam pair prediction”, you could delete it in “(F) For beam pair prediction”
· evaluation results from [1 source: DoCoMo] show that AI/ML can achieve 72% beam prediction accuracy in terms of Top-1 beam prediction accuracy for 10ms?? prediction time 81% for beam pair prediction. 
· xx RS/measurement overhead reduction can be obtained with measurements from 5 time instances with measurement periodicity of 160ms.

Response about “why baseline is so bad?”
Sorry, I do not know which baseline you asked. If possible, please give me some clue to find it.
FL1: . AI/ML can increase Top 1 beam prediction accuracy from 2.2% (with non-AI scheme option 2) to 3.9% with 64Tx and 8 Rx.
The Top 1 accuracy is very low. 
Maybe, can you help to update Case B. in this case?

	Xiaomi
	More evaluation results will be added and updated. Please refer to our new filled results later, thanks.  

	OPPO
	Add more results in (F) 

	NTT DOCOMO 2
	Thanks for your question. After double check, our results are updated as follows after calibration and alignment: 
For the default UE speed:
· Under assumption of setting Case A, [>50%] Top-1 beam prediction accuracy can be achieved performance can be achieved with [1/2] measurement/RS overhead comparing with no time domain prediction.
· evaluation results from [1 source: Docomo] show that AI/ML can achieve 71.9% beam prediction accuracy in terms of Top-1 beam prediction accuracy for 800ms prediction time.
· 1/2 RS/measurement overhead reduction can be obtained with measurements from 5 time instances with measurement periodicity of 160ms.
· Under assumption of setting Case B, a certain beam prediction accuracy (e.g., >50% Top-1 beam prediction accuracy) can be achieved performance can be achieved with [1/2] measurement/RS overhead reduction comparing with non-AI schemes
· evaluation results from [1 source: DoCoMo] show that AI/ML can provide 1/2 RS/measurement overhead reduction without UE rotation
· AI/ML can achieve [70.3%] beam prediction accuracy, while non-AI baseline (Option 2) can only achieve [57.2%] beam prediction accuracy in term of Top-1 beam prediction accuracy for 960ms prediction time/measurement periodicity.
· With non-AI baseline (Option 2), similar prediction accuracy ([76.7%] of Top-1 beam prediction accuracy) can be achieved with 480ms prediction time /measurement periodicity.
For the other UE speeds:
· Under assumption of setting Case A, [>50%] Top-1 beam prediction accuracy can be achieved performance can be achieved with [1/2] measurement/RS overhead comparing with no time domain prediction at 60 km/h.
· evaluation results from [1 source: Docomo] show that AI/ML can achieve 67.4% beam prediction accuracy in terms of Top-1 beam prediction accuracy for 800ms prediction time.
· 1/2 RS/measurement overhead reduction can be obtained with measurements from 5 time instances with measurement periodicity of 160ms.
· Under assumption of setting Case A, [>50%] Top-1 beam prediction accuracy can be achieved performance can be achieved with [1/2] measurement/RS overhead comparing with no time domain prediction at 90 km/h.
· evaluation results from [1 source: Docomo] show that AI/ML can achieve 64.4% beam prediction accuracy in terms of Top-1 beam prediction accuracy for 800ms prediction time with 30km UE speed.
· 1/2 RS/measurement overhead reduction can be obtained with measurements from 5 time instances with measurement periodicity of 160ms.
· Under assumption of setting Case B, a certain beam prediction accuracy (e.g., >50% Top-1 beam prediction accuracy) can be achieved performance can be achieved with [2/3] measurement/RS overhead reduction comparing with non-AI schemes at 60 km/h
· evaluation results from [1 source: DoCoMo] show that AI/ML can provide 2/3 RS/measurement overhead reduction without UE rotation
· AI/ML can achieve [77.1%] beam prediction accuracy, while non-AI baseline (Option 2) can only achieve [36.0%] beam prediction accuracy in term of Top-1 beam prediction accuracy for 960ms prediction time/measurement periodicity.
· With non-AI baseline (Option 2), similar prediction accuracy ([75.3%] of Top-1 beam prediction accuracy) can be achieved with 320ms prediction time /measurement periodicity.
· Under assumption of setting Case B, a certain beam prediction accuracy (e.g., >50% Top-1 beam prediction accuracy) can be achieved performance can be achieved with [3/4] measurement/RS overhead reduction comparing with non-AI schemes at 90 km/h
· evaluation results from [1 source: DoCoMo] show that AI/ML can provide 3/4 RS/measurement overhead reduction without UE rotation
· AI/ML can achieve [79.8%] beam prediction accuracy, while non-AI baseline (Option 2) can only achieve [36.0%] beam prediction accuracy in term of Top-1 beam prediction accuracy for 640ms prediction time/measurement periodicity.
With non-AI baseline (Option 2), similar prediction accuracy ([81.4%] of Top-1 beam prediction accuracy) can be achieved with 160ms prediction time /measurement periodicity.

FL2: Updated for default UE speed and other UE speed(merged).  

	Xiaomi2
	Please see the inline update to the following sub-bullt
· Under assumption of setting Case A: update ‘82%~89%’ to ‘79%~84%’ 
· Under assumption of setting Case B: add xiaomi’s results
· Under assumption of setting Case B+: add xiaomi’s results

	NTT DOCOMO 3
	There is a typo on the following observation based on our results, which is highlighted in red inline below,
· Under assumption of setting Case B, based on the evaluation from [two sources: DoCoMo, Xiaomi] ……
· evaluation results from [1 source: DoCoMo] show that AI/ML can provide 1/2 or 2/3 or 3/4 RS/measurement overhead reduction without UE rotation for 30km/h /60km/h /90km/h respectively
· ……
· With non-AI baseline (Option 2), similar prediction accuracy (76.7% of Top-1 beam prediction accuracy) can be achieved with 480ms/320ms/640ms160ms prediction time /measurement periodicity for 30km/h /60km/h /90km/h respectively.
FL3: updated




A short summary when Set A=Set B	Comment by Feifei Sun: So far, this is not part of the proposed observation
But I think it will be good if we can provide similar summary to give a full picture on the performance gain. 
	
	Tx beam prediction
	Beam pair prediction

	
	Without rotation
	With rotation
	Without rotation
	With rotation

	Beam prediction accuracy gain compare with non-AI baseline (option 2) 
	Less than 8% for most of case for the case <640ms prediction time, except one 2 companiesy so show big gain.
May or may not have gain for <=160ms prediction time. 
Two companies tried 1.28s, show <13% gain
Gain increases for longer prediction time
	2%~13% depending on prediction time
(two companies)
	May or may not have gain for 160ms, 
Gain increases for longer prediction time.
Limited sources, and diverse gain. 
	3 companies, may or may not, might depends on rotation assumption

	RS overhead Case A, comparing with non-AI baseline (option 1)
	1/5~1/2 overhead reduction
	NA



	Up to ½ overhead reduction
4 company
	

	RS overhead Case B, comparing with non-AI baseline (option 2) with given prediction accuracy
	1/3~1/2 overhead reduction
Two companies
	1/2 overhead reduction
(Single company)
Mixed rotation
	2 companies
½, 3/5
	

	[RS overhead Case B+, comparing with non-AI baseline (option 1)] 
	1 company
80% RS overhead
	1 company
80% RS overhead
	1 company
	



	Companies
	Comments or updates

	FL
	Any other comments, including,
· Can we strive for the summary when Set A= Set B with the above cases.  

	ZTE
	After going through the simulation results, we suggest the following minor revision for Tx beam prediction. 
'Less than 8% for most of case for the case <640ms prediction time, except one two companies so show big gain.
Gain increases for longer prediction time’



1.5.4 General observation when Set B is a subset of Set A 

(pls update for RS overhead red) Proposed Observation 4.1.4  (BMCase-2 when Set B is a subset of Set A)
For BM-Case2, for DL Tx beam prediction with the measurements from the best Rx beam or Tx-Rx beam pair prediction, without considering generalization aspects, with the following assumptions: 
· UE speed: 30km/h (unless otherwise stated)
· Prediction time: 40ms/80ms/160ms/320ms/640ms/others
· With and without UE rotation
· Fixed Set B patterns or preconfigured Set B pattens in each measurement instances (unless otherwise stated)

When Set B patten is a subset of Set A in each time instance
// Tx beam accuracy without rotation//
(A) For Tx DL beam prediction, AI/ML can provide good beam prediction accuracy gain comparing with non-AI baseline (Option 2, sample and hold based on the previous measurements) with same RS/measurement overhead without UE rotation:
Note: In some evaluations results, non-AI baseline (Option 2, sample and hold based on previous measurements) may have better performance in terms of Top-1 beam prediction accuracy than the ratio of Set B/Set A. This is because the Top-1 beam distribution among Set A of beams are not uniform while the Set B pattern may be well designed or happen to be the beams that have high probability to be the Top-1 beam. 
// Set B/Set A=1/2//
· With measurements of fixed Set B or variable Set B with pre-configured patterns of beams that of 1/2 of Set A of beams in one time instance, 
· 1/2 RS overhead in spatial domain can be achieved comparing with non-AI baseline (Option 1) assuming all Set A of beams needs to be measured at each time instances for measurement and prediction. More RS overhead can be achieved considering additional temporal domain RS overhead reduction. 
· Top-1 DL Tx beam prediction accuracy: 
· evaluation results from [1 source: Ericsson] show that AI/ML can achieve [86.4%/83.5%] prediction accuracy for prediction time 40ms/160ms, with 32 Tx beam in Set A, and Set B is different in each time instance.
· wherein, measurements from 3 time instances with measurement periodicity of 80ms are used.
· Wherein, 80.5%/70% prediction accuracy can be achieved by non-AI baseline (Option 2) with assumption that the selection of 1/ 2 of beams selected in baseline are the most frequently used in the evaluated scenario. 
· evaluation results from [1 source: vivo] show that AI/ML can achieve [94.5%/93.7%/92.1%] prediction accuracy for prediction time 80ms/160ms/320ms with 32 Tx beam in Set A, and Set B is the same in each time instance.
· wherein, measurements from 2 time instances with measurement periodicity of 80ms are used 
· wherein, 71%/69.9%/68% prediction accuracy can be achieved by non-AI baseline with the assumption that 16 Tx beams are measured in total and preferred beam pattern is used. 	Comment by FL-0822: This baseline is too high for ½ measurements with same pattern
· Where the Rx beam of best beam pair within Set A is assumed to obtained the measurement of Set B.
· evaluation results from [1 source: Nokia] show that AI/ML can achieve 67.1%/65.01% prediction accuracy for prediction time 80ms with 64 Tx beam in Set A for 30km/h/60km/h respectively, and Set B is the same in each time instance.
· wherein, measurements from 5 time instances with measurement periodicity of 80ms are used 
· wherein, 44.35%/44.29% prediction accuracy can be achieved for 30km/h/60km/h respectively by non-AI baseline (Option 2) based on the best Tx beam with highest L1-RSRP in the last time instance 
· Top-1 DL Tx beam prediction accuracy with 1dB error: 	Comment by Feifei Sun: I put this as an example. 
I don’t think there is a need to list both Top 1 Tx beam % and Top 1 beam with 1dB error for Set A=Set B case.
If the results are from the same setting, the absolute performance is higher, and the gain is smaller. 
· evaluation results from [1 source: Nokia] show that AI/ML can achieve 74.8%/70.8% prediction accuracy for prediction time 40ms/80ms with 64 Tx beam in Set A, and Set B is the same in each time instance.
· wherein, measurements from 5 time instances with measurement periodicity of 40ms are used 
· wherein, xxx/xxx%/ prediction accuracy can be achieved by non-AI baseline (Option 2)	Comment by FL-0822: There is no baseline, and since Nokia’s results for top-1 beam accuracy already been captured. I suggest to delete this. 
· Beam prediction accuracy gain in terms of Top-K prediction accuracy or Top-1 prediction accuracy with 1dB error is similar than the beam prediction accuracy gain in terms of Top-1 prediction accuracy.

// Set B/Set A=1/4//
· With measurements of fixed Set B or variable Set B with pre-configured patterns of beams that of 1/4 of Set A of beams in one time instance, 
· 1/4 RS overhead in spatial domain can be achieved comparing with non-AI baseline (Option 1) assuming all Set A of beams needs to be measured at each time instances for measurement and prediction. More RS overhead can be achieved considering additional temporal domain RS overhead reduction. 

· Top-1 DL Tx beam prediction accuracy: 
· evaluation results from [1 source: vivo] show that AI/ML can achieve [93.4%/92.4%/90.5%] and [91.3%/90.6%/89.1%] prediction accuracy for prediction time 80ms/160ms/320ms, with 32 Tx beam in Set A, and Set B is different and same in each time instance respectively
· wherein, measurements from 2 instances with measurement periodicity of 80ms are used respectively.
· Wherein, 70.5%/69.4%/67.4% and 42.5%/42.2%/41.5% prediction accuracy can be achieved by non-AI baseline (Option 2) with the assumption that 16 Tx beams are measured in total and preferred beam pattern is used.	Comment by FL-0822: This is too high with ¼ measurements
· Where the Rx beam of best beam pair within Set A is assumed to obtained the measurement of Set B.
· evaluation results from [1 source: Huawei/HiSi] show that AI/ML can achieve 56.4%/52.7% prediction accuracy for prediction time 80ms/160ms, with 64 Tx beam in Set A and Set B is the same in each time instance
· wherein, measurements from 2 time instances with measurement periodicity of 80ms/160ms are used respectively
· wherein, 63.25%/58.45%/55.48%/45.8% prediction accuracy can be achieved by non-AI baseline (Option 21) when measuring Set A during observation and then applying sample-and-hold	Comment by FL-0822: This is too high for ¼ measuemrent	Comment by Thorsten: We measured Set A for the non-AI scheme in the observation and applied then sample-and-hold. Updated accordingly
· evaluation results from [1 source: CMCC] show that AI/ML can achieve [83.15%/79.53%/79.43%] prediction accuracy for prediction time 40ms/80ms/160ms, with 32 Tx beam in Set A and Set B is the same in each time instance
· wherein, measurements from 4 time instances with measurement periodicity of 40ms are used,
· 32.8%/32.8%/32.7% prediction accuracy can be achieved by non-AI baseline (Option 2-2) 	Comment by FL-0822: This is also a little be too high 	Comment by FL-0817: Pls clarify
Option2-2 of proposal 4.1.2
· Where the Rx beam of best beam pair within Set A is assumed to obtained the measurement of Set B.
· evaluation results from [1 source: ZTE] show that AI/ML can achieve 88%~90% prediction accuracy for prediction time 160ms/320ms/480ms/640ms/800ms, with 32 Tx beam in Set A and Set B is the same in each time instance
· wherein, measurements from 5 time instances with measurement periodicity of 160ms are used,
· 16%~22% prediction accuracy can be achieved by non-AI baseline (Option 2-2)  on the best Tx beam with highest L1-RSRP in the last time instance	Comment by FL-0817: The measurement in the last? 
Option 2-2?	Comment by FL-0822: Avoid to mention 2-1 or 2-2
· Where the best Rx beam for each Tx beam within Set B is assumed to obtained the measurement of Set B.
· evaluation results from [1 source: CATT] show that AI/ML can achieve 88% / 86%/ 82% prediction accuracy for prediction time 40ms/160ms/320ms, with 32 Tx beam in Set A and Set B is the same in each time instance
· wherein, measurements from 8 time instances with measurement periodicity of 40ms are used,
· 36.2%/35.8%/35.3% prediction accuracy can be achieved by non-AI baseline (Option 2-1) on the best Tx beam with highest L1-RSRP in the all time instances	Comment by FL-0822: This is still a little bit too high if you assume same Set B in each time instance. 
But, might be possible with well-designed Set B pattern	Comment by CATT:  Option 2-1 of proposal 4.1.2	Comment by FL-0822: Avoid to mention 2-1 or 2-2
· for random Set B pattern (Set B/Set A=1/4，the SetB  is randomly changed in Set A in each time instance)，compared to the above case, for Top-1 beam prediction accuracy, evaluation results show about 6% beam prediction accuracy degradation. 
· Where the Rx beam of best beam pair within Set B is assumed to obtained the measurement of Set B
· evaluation results from [1 source: Samsung] show that AI/ML can achieve 73.8%/73.3% and 76.9%/73.08% prediction accuracy for prediction time 160ms/320ms, with 32 Tx beam in Set A, and Set B is the same and different in each time instance respectively
· wherein, measurements from 4 time instances with measurement periodicity of 160ms/32ms are used respectively,
· 24%/24.7% and 18.1%/17% prediction accuracy can be achieved for same and different Set B pattern respectively with non-AI baseline (Option 2) based on the measurements of the last time instance
· evaluation results from [1 source: Nokia] show that AI/ML can achieve 61.9%/56.35% prediction accuracy for prediction time 80ms with 64 Tx beam in Set A for 30km/h/60km/h respectively, and Set B is the same in each time instance.	Comment by FL-0817: Newly updated, pls check
· wherein, measurements from 5 time instances with measurement periodicity of 80ms are used 
· wherein, 20.3%/28.4% prediction accuracy can be achieved for 30km/h/60km/h respectively by non-AI baseline (Option 2) based on the best Tx beam with highest L1-RSRP in the last time instance 
· evaluation results from [1 source: Xiaomi] show that AI/ML can achieve 61.7%/~55.6% prediction accuracy for prediction time 80ms/~960ms, with 32 Tx beam in Set A, and Set B is the same in each time instance
· wherein, measurements from 4 time instances with measurement periodicity of equal to or 2 times of the prediction time are used respectively,
· 18.6%~8.8% prediction accuracy can be achieved for same Set B pattern with non-AI baseline (Option 2) based on the measurements of the last time instance
· Tx beam RS overhead reduction
· Under the assumption of setting Case A, AI/ML can achieve 57.8%~61.0% beam prediction accuracy in terms of Top-1 beam prediction accuracy for 160ms to 960ms prediction time
· up to 4/5 RS/measurement overhead reduction can be obtained with measurements from 4 time instances with measurement periodicity of 160ms to 960ms.
· Under the assumption of setting Case B, AI/ML can provide more than 90% RS/measurement overhead reduction: 
· AI/ML can achieve 58% beam prediction accuracy, while non-AI baseline (Option 2) can only achieve 10% beam prediction accuracy in term of Top-1 beam prediction accuracy for 960ms prediction time 
· With non-AI baseline (Option 2), 18.6% of Top-1 beam prediction accuracy can be achieved with 80ms prediction time. 
· Under the assumption of setting Case B+, AI/ML can provide 87.5% RS/measurement overhead reduction: 
· AI/ML can achieve 55.6%~59.5% beam prediction accuracy in terms of Top-1 beam prediction accuracy with 160ms to 960ms prediction time /320ms to 1920ms measurement periodicity (4 measurement time instance). 
· Beam prediction accuracy gain in terms of Top-K prediction accuracy or Top-1 prediction accuracy with 1dB error is similar than the beam prediction accuracy gain in terms of Top-1 prediction accuracy.

// Set B/Set A=1/8//
· With measurements of fixed Set B or variable Set B with pre-configured patterns of beams that of 1/8 of Set A of beams in one time instance, 
· 1/8 RS overhead in spatial domain can be achieved comparing with non-AI baseline (Option 1) assuming all Set A of beams needs to be measured at each time instances for measurement and prediction. More RS overhead can be achieved considering additional temporal domain RS overhead reduction. 
· Top-1 DL Tx beam prediction accuracy: 
· evaluation results from [1 source: Samsung] show that AI/ML can achieve 67.4%/67.8%/70%/66.9%/67.5%/64.9%/62.9% prediction accuracy for prediction time 160ms/320ms/480ms/640ms/800ms/960/ms, with 32 Tx beam in Set A, and Set B is the same in each time instance.
· wherein, measurements from 8 time instances with measurement periodicity of 160ms are used 
· 9%/8.9%/8.8%/8.7%/8.5%/8.4% prediction accuracy can be achieved by non-AI scheme (Option 2) based on the best Tx beam with highest L1-RSRP in the last time instance
· evaluation results from [1 source: vivo] show that AI/ML can achieve 94%/93.5%/92.6%/90.7% prediction accuracy for prediction time 40ms/80ms/160ms/320ms, with 32 Tx beam in Set A, and Set B is different in each time instance respectively
· wherein, measurements from 4 time instances with measurement periodicity of 40ms is used.
· Wherein, 70.7%/70.2%/69.1%/67.2% prediction accuracy can be achieved by non-AI baseline (Option 2) with the assumption that 16 Tx beams are measured in total and preferred beam pattern is used. 	Comment by FL-0822: 1/8 overhead with 4 time instance,
This is too high as non-AI baseline
· Where the Rx beam of best beam pair within Set A is assumed to obtained the measurement of Set B.
· evaluation results from [1 source: CMCC] show that AI/ML can achieve [76.1%/75.2%/70.7%] prediction accuracy for prediction time 40ms/80ms/160ms, with 32 Tx beam in Set A and Set B is the same in each time instance
· wherein, measurements from 4 time instances with measurement periodicity of 40ms are used,
· 18.0%/17.9%/17.8% prediction accuracy can be achieved by non-AI baseline (Option 2)  based on on the best Tx beam with highest L1-RSRP in the last time instance	Comment by FL-0822: A little bit too high than expectation.
But with well-designed Set B pattern, this might be possible. 	Comment by FL-0822: Tried to avoid mention non-official agreement
· Where the Rx beam of best beam pair within Set A is assumed to obtained the measurement of Set B.
· evaluation results from [1 source: CATT] show that AI/ML can achieve 81.7% / 81.1%/ 80.6% prediction accuracy for prediction time 40ms/160ms/320ms, with 32 Tx beam in Set A and Set B is the same in each time instance
· wherein, measurements from 8 time instances with measurement periodicity of 40ms are used,
· 30.7%/30.4%/30% prediction accuracy can be achieved by non-AI baseline (Option 2-1) based on the best Tx beam with highest L1-RSRP in all the time instances	Comment by FL-0822: But with same Set B, this is still too high
· for random Set B pattern (SetB/SetA=1/8，the SetB  is randomly changed in Set A in each time instance)，compared to the above case, for Top-1 beam prediction accuracy, evaluation results show about 5% beam prediction accuracy degradation. 
· Where the Rx beam of best beam pair within Set B is assumed to obtained the measurement of Set B
· Beam prediction accuracy gain in terms of Top-K prediction accuracy or Top-1 prediction accuracy with 1dB error is similar than the beam prediction accuracy gain in terms of Top-1 prediction accuracy.


	Companies
	Comments or updates

	FL
	If you have any update for (A), pls provide comments/updates below. 
If you have used random Set B, pls also try to describe your assumptions together. 

	[HW/HiSi]
	State the assumption on the RSRP measurement error (e.g. no RSRP measurement error)

Also list Top-K for K > 1 for beam prediction accuracy.

	CATT
	1. As commented in 2.1.2, different baselines as follows may be used by different companies. We can capture the performance of different baseline schemes as follows:
· Wherein, X% prediction accuracy can be achieved by non-AI baseline (Option 2a) with assumption that selecting the best beam for T2 from Set A based on all the measurements in measurement period 
· Wherein, Y% prediction accuracy can be achieved by non-AI baseline (Option 2a) with assumption that selecting the best beam for T2 from Set A based on the last time measurement in measurement period 
· …
FL1: Hope we can align this
2. For SetB/SetA=1/8, ther is a typo for the first sub-bullet: increase—> achieve.
FL1: fix. thx
3. For the beam prediction accuracy gain of Top-K prediction accuracy, we think it will be increased with K, since the Top-K prediction accuracy is increased with K for AI, but keep the same for non-AI. 
FL: the absolute value of non-AI will also be increased and closed to 100%. How the gain increased? 

	vivo
	Reply to FL on the following questions
FL: From the baseline results, I guess, Set B is different and can cover all Set A. Is that correct?
FL: And your baseline results is similar, when number of beam in set b changed.
FL: Baseline is similar… I don’t know why. I expect 2 time instances should be much lower.

vivo: Set A contains 32 beams, and the total number of beams measured in set B is 16. For each instance, the number of beams in set B is 16/M, where M is the number of instances for measurement.
That is, what we do is to split 16 beams selected from total 32 beams in set A to 2 or 4 instances. Then set B for each instance contains 8 or 4 beams. For example, if 16 beams are selected from 32 beams in set A,
For example, 
For 2 time instances (Tper = 80ms)
1st occasion: [ 1,3,5,7, 9,11,13,15], 
2nd occasion:[17,19,21,23, 25,27,29,31]  

For 4 time instances (Tper =40ms)
1st occasion: [ 1,3,5,7],
2nd occasion: [ 9,11,13,15], 
3rd occasion: [17,19,21,23], 
4th occasion: [25,27,29,31]  

In baseline scheme, we determine the best Tx beam based on all the measurements in 2 or 4 instances. Hence the total number of beams for measurement and best beam selection is same for 2 instances and 4 instances, so the top 1 accuracy is also similar.

FL: “pls check whether non-ai used all measurements in the measurement period, i.e., results from 16 beams. If so, this should be lower.”
vivo: Yes. Non-AI uses 16 beams in total, and the reason why non-AI scheme achieves about 70% top1 accuracy is that preferred beam pattern is used. If the fixed set B pattern is randomly selected, then non-AI gets about 50% top1 accuracy. 

Suggestions on capturing our results (This is just to list our results with more information clarified. FL can feel free to reword or merge them with other companies’ results. If we need to select a subset, we suggest to select the ones with better performance, e.g., the cases that different beams are measured in set B)
· With measurements of fixed Set B of beams that of 1/2 of Set A of beams in one time instance, 	Comment by 吴昊-通信研究院: This is the case that the total number of set B beams across all instances is 1/2, and the number of set B beams for each time instance is also 1/2
· Top-1 DL Tx beam prediction accuracy: 
· evaluation results from [1 source: vivo] show that AI/ML can achieve [94.5%/93.7%/92.1%] prediction accuracy for prediction time 80ms/160ms/320ms with 32 Tx beam in Set A, and Set B is the same in each time instance.
· wherein, measurements from 2 time instances with measurement periodicity of 80ms are used 
· wherein, 71%/69.9%/68% prediction accuracy can be achieved by non-AI baseline with the assumption that 16 Tx beams are measured in total and preferred beam pattern is used. 
· Where the Rx beam of best beam pair within Set A is assumed to obtained the measurement of Set B.

· With measurements of fixed Set B of beams that of 1/4 of Set A of beams in one time instance, 
· Top-1 DL Tx beam prediction accuracy: 
· evaluation results from [1 source: vivo] show that AI/ML can achieve [93.4%/92.4%/90.5%] (increase [23%/23%/23.1%]) prediction accuracy for prediction time 80ms/160ms/320ms, with 32 Tx beam in Set A, and Set B is different in each time instance respectively	Comment by 吴昊-通信研究院: This is the case that the total number of set B beams across all instances is 1/2, and the number of set B beams for each time instance is 1/4
· wherein, measurements from 2 time instances with measurement periodicity of 80ms is used.
· Wherein, 70.4%/69.4%/67.4% prediction accuracy can be achieved by non-AI baseline (Option 2) with the assumption that 16 Tx beams are measured in total and preferred beam pattern is used. 
· Where the Rx beam of best beam pair within Set A is assumed to obtained the measurement of Set B.
· evaluation results from [1 source: vivo] show that AI/ML can achieve [91.3%/90.6%/89.1%] (increase [48.8%/48.4%/47.6%]) prediction accuracy for prediction time 80ms/160ms/320ms, with 32 Tx beam in Set A and Set B is the same in each time instance	Comment by 吴昊-通信研究院: This is the case that the total number of set B beams across all instances is 1/4, and the number of set B beams for each time instance is 1/4
· wherein, measurements from 2 time instances with measurement periodicity of 80ms are used,
· 42.5%/42.2%/41.5% prediction accuracy can be achieved by non-AI baseline (Option 2) with the assumption that 8 Tx beams are measured in total and preferred beam pattern is used. 
· Where the Rx beam of best beam pair within Set A is assumed to obtained the measurement of Set B.

· With measurements of fixed Set B of beams that of 1/8 of Set A of beams in one time instance, 
· Top-1 DL Tx beam prediction accuracy: 
· evaluation results from [1 source: vivo] show that AI/ML can achieve [94%/93.5%/92.6%/90.7%] (increase [23.3%/23.3%/23.5%/23.5%]) prediction accuracy for prediction time 40ms/80ms/160ms/320ms, with 32 Tx beam in Set A, and Set B is different in each time instance respectively	Comment by 吴昊-通信研究院: This is the case that the total number of set B beams across all instances is 1/2, and the number of set B beams for each time instance is 1/8 
· wherein, measurements from 4 time instances with measurement periodicity of 40ms is used.
· Wherein, 70.7%/70.2%/69.1%/67.2% prediction accuracy can be achieved by non-AI baseline (Option 2) 
· Where the Rx beam of best beam pair within Set A is assumed to obtained the measurement of Set B.
FL1: updated

	CATT2
	We have updated our results of fixed Set B.
We have also provided the results of random Set B in the excel table. Based on our results, we can draw the following observation. We hope it can be captured as a separate observation.
Observation: For BM-Case2 DL Tx beam prediction, when Set B is a subset of Set A, for random Set B pattern, evaluation results show beam prediction accuracy degradation when comparing with fixed Set B pattern
· When Set B/Set A=1/4 , compared to the case that Set B is fixed and Set B is the same in each time instance, for Top-1 beam prediction accuracy, evaluation results show about 6% beam prediction accuracy degradation
· When Set B/Set A=1/8 , compared to the case that Set B is fixed and Set B is the same in each time instance, for Top-1 beam prediction accuracy, evaluation results show about 5% beam prediction accuracy degradation
FL2: updated

	vivo2
	To clarify the assumption for baseline Option 2 in 1/8 case:
Wherein, 70.7%/70.2%/69.1%/67.2% prediction accuracy can be achieved by non-AI baseline (Option 2) with the assumption that 16 Tx beams are measured in total and preferred beam pattern is used.
FL3: Thx

	Xiaomi3
	For set B/set A= 1/4, Add Xiaomi’s results 
FL3: pls check my ates

	CATT3
	D. 1. For SetB/SetA=1/8, correct the non-AI baseline: last time instance—>all t instances

D. 2. We have also provided the results of random Set B in the excel table. Based on our results, we can draw the following observation. We hope it can be captured as a separate observation. Pls see our comments above for random Set B (CATT2).
FL3: thx

	QC 2
	Shouldn’t it be “in each measurement instance” instead of “in each time instance”?
FL3: I think it is fine, since it followed by “Set B”
In some of the observations, it is mentioned that Set B is different from Set A, but this is categorized as “fixed Set B”. In our understanding, if Set B pattern is the same across different measurement instances, this is referring to “fixed Set B”, and if the pattern of Set B changes across different measurement instances, this is variable Set B.
FL3: updated or variable Set B with pre-configured patterns 
When we compute the RS overhead reduction factor for Set B subset of Set A, we should not only consider the reduction in spatial domain, but only in the temporal domain. The above observations seem to only consider the reduction in spatial domain, not the temporal domain.
FL: this might be quite hard to count. Any good suggestion?

	Xiaomi4
	As for FL’s update on set B/set A= 1/4, we update the measurement periodicity as blow:
equal to or 2 time of the prediction time
FL5: Thx

	HW/HiSi
	Please see the following revision and update:
· With measurements of fixed Set B of beams that of 1/4 of Set A of beams in one time instance, 
· Top-1 DL Tx beam prediction accuracy: 

· valuation results from [1 source: Huawei/HiSi] show that AI/ML can achieve [56.4%/52.7%] prediction accuracy for prediction time 80ms/160ms, with 64 Tx beam in Set A, and Set B is the same in each time instance
· wherein, measurements from 2 time instances with measurement periodicity of 80ms/160ms are used respectively
· wherein, 63.25%/58.45%/55.48%/45.8% prediction accuracy can be achieved by non-AI baseline (Option 2)


	Xiaomi5
	Update Tx beam RS overhead reduction 
FL5: THX

	CATT
	To the FL’s question:
For the non-AI baseline performance, we achieve higher performance than expected due to the well-designed Set B pattern are used in our simulations.

We update the results of random of set B pattern for set B/set A=1/4 and set B/set A=1/8. 




// Tx beam accuracy with rotation//
(B) For Tx DL beam prediction, AI/ML can provide good beam prediction accuracy gain comparing with non-AI baseline (Option 2, sample and hold based on the previous measurements) with same RS/measurement overhead with UE rotation:	Comment by Feifei Sun: Please clarify what is the assumption. 
For example, if we only have half of the measurement 
//Set B/Set A=1/3//
· With measurements of fixed Set B of beams that of 1/3 of Set A of beams in one time instance. Note that more RS overhead can be achieved considering additional temporal domain RS overhead reduction. 
· 93.3% RS overhead reduction can be achieved compared to non-AI baseline (Option 1) assuming all Set A of beams needs to be measured every 40ms at each time instances for measurement and prediction. 
· Top-1 DL Tx beam prediction accuracy: 
· Evaluation results from [1 source: Qualcomm] show that AI/ML can achieve 77.5% Top-1 beam prediction accuracy for 160ms prediction time/200ms measurement periodicity wherein, 33.4% prediction accuracy can be achieved by non-AI baseline (Option 2), and 43.3% beam prediction accuracy can be achieved by a combination of spatial interpolation (radial basis function interpolation) followed by sample-and-hold.

· With measurements of variable Set B (with preconfigured Set B pattern in each time instances) of beams that of 1/3 of Set A of beams in one time instance, 
· Set B patterns in Set A/Set B consecutive time slots partition Set A. Note that more RS overhead can be achieved considering additional temporal domain RS overhead reduction.
· 93.3%/96.3%/97.4%/%98.7% RS overhead reduction can be achieved compared to non-AI baseline (Option 1) assuming all Set A of beams needs to be measured [every 40ms] at each time instances for measurement and prediction. 
· Evaluation results from [1 source: Qualcomm] show that AI/ML can achieve 78%/76%/73.8%/68.6% Top-1 beam prediction accuracy for 160ms/320ms/480ms/960ms prediction time/200ms/360ms/520ms/1000ms measurement periodicity
· wherein, 71.5%/63%/56.5%/45.3% prediction accuracy can be achieved by non-AI baseline (Option 2), in which for each prediction instance, the latest measurement for each beam in Set A is used as the predicted value for that beam.

// Set B/Set A=1/4//
· With measurements of fixed Set B of beams that of 1/4 of Set A of beams in one time instance, 
· 1/4 RS overhead in spatial domain can be achieved comparing with non-AI baseline (Option 1) assuming all Set A of beams needs to be measured at each time instances for measurement and prediction. More RS overhead can be achieved considering additional temporal domain RS overhead reduction.

· Top-1 DL Tx beam prediction accuracy: 
· evaluation results from [1 source: Samsung] show that AI/ML can achieve 71.8%/57.3% prediction accuracy for prediction time 160ms/320ms, with 32 Tx beam in Set A, and Set B is the same in each time instance respectively
· wherein, measurements from 4 time instances with measurement periodicity of 160ms/32ms are used respectively,
· 24.3%/14.2% prediction accuracy can be achieved for same and different Set B pattern respectively with non-AI baseline (Option 2) based on the measurements of the last time instance
· UE rotation is modelled every 20ms with a rotation speed uniformly distributed within {0, 60} RPM, and the rotation direction is {1/4 of data with randomly to left or right in horizontal, 1/4 of data always to left, 1/4 of data always to right, 1/4 of data to left and right in turn} with random initial directly. 
· evaluation results from [1 source: Nokia] show that AI/ML can achieve 61.9% prediction accuracy for prediction time 80ms, with 64 Tx beam in Set A, and Set B is the same in each time instance respectively
· wherein, measurements from 5 time instances with measurement periodicity of 80ms are used,
· 20% prediction accuracy can be achieved for same and different Set B pattern respectively with non-AI baseline (Option 2) based on the measurements of the last time instance
· UE rotation is modelled every 20ms with a rotation speed uniformly distributed within {0, 60} RPM, and the rotation direction is {1/4 of data with randomly to left or right in horizontal, 1/4 of data always to left, 1/4 of data always to right, 1/4 of data to left and right in turn} with random initial directly. 

· Beam prediction accuracy gain in terms of Top-K prediction accuracy or Top-1 prediction accuracy with 1dB error is [similar] than the beam prediction accuracy gain in terms of Top-1 prediction accuracy.

	Companies
	Comments or updates

	FL
	If you have any update for (B), pls provide comments/updates below. 
If you have used random Set B, pls also try to describe your assumptions together.

	[HW/HiSi]
	Maybe better to discuss rotation firstly?
FL1: this is left to companies to report. 

	QC
	We have an existing set of results that we had included in our previous contributions in which we have considered variable Set B (Opt. 2D) in which Set B is a subset of Set A and Top-2 L1-RSRPs are used as Set B. We included those sets of results in Section 1.3 (Performance with different Set B), but that observation is tailored for BM-Case1 in its current form. From the FL’s perspective, where does those sets of results fit in? This observation is intended mainly for fixed Set B, not Opt. 2D. Should we explain those results here and mention how Set B is obtained (Top-2 in each BM instance), or should we leave them in Section 1.3, as it is now?

FL: I think we can either try to combine it to BMCase1, or create another observation in 2.1.5.
I think I merge some of Samsung’s results for BMCase 2 into previous proposals. 

	QC2
	Directly added some new results above (Set B/Set A = 1/3).
In some of the observations, it is mentioned that Set B is different from Set A, but this is categorized as “fixed Set B”. In our understanding, if Set B pattern is the same across different measurement instances, this is referring to “fixed Set B”, and if the pattern of Set B changes across different measurement instances, this is variable Set B.
When we compute the RS overhead reduction factor for Set B subset of Set A, we should not only consider the reduction in spatial domain, but only in the temporal domain. The above observations seem to only consider the reduction in spatial domain, not the temporal domain.
FL3: pls check the updates


 

// beam pair accuracy without rotation//
(C) For beam pair prediction, AI/ML can provide good beam prediction accuracy gain comparing with non-AI baseline (Option 2, sample and hold based on the previous measurements) with same RS/measurement overhead without UE rotation:
Note: In some evaluations results, non-AI baseline (Option 2, sample and hold based on previous measurements) may have better performance in terms of Top-1 beam prediction accuracy than the ratio of Set B/Set A. This is because the Top-1 beam distribution among Set A of beams are not uniform while the Set B pattern may be well designed or happen to be the beams that have high probability to be the Top-1 beam. 

// Set B/Set A=1/4//
· With measurements of fixed Set B or variable Set B with preconfigured pattern in each time instance of beams that of 1/4 of Set A of beams in one time instance, 
· 1/4 RS overhead can be achieved comparing with non-AI baseline (Option 1) assuming all Set A of beams needs to be measured at each time instances for measurement and prediction. 
· Top-1 beam pair prediction accuracy: 
· evaluation results from [1 source: CMCC] show that AI/ML can achieve [76.3%/74.7%/72%] prediction accuracy for prediction time 40ms/80ms/160ms, with 32 Tx beams and 8 Rx beams in Set A, and Set B is the same in each time instance
· wherein, measurements from 4 time instances with measurement periodicity of 40ms are used,
· 32.7%/32.6%/32.5% prediction accuracy can be achieved by non-AI baseline (Option 2) based on the measurements of the last time instance	Comment by FL-0822: The baseline is a little be high compare to expecation
· evaluation results from [1 source: ZTE] show that AI/ML can achieve 88%~90% prediction accuracy for prediction time 160ms/320ms/480ms/640ms/800ms, with 32 Tx beams and 8 Rx beams in Set A, and Set B is the same in each time instance
· wherein, measurements from 5 time instances with measurement periodicity of 160ms are used,
· 19%~23% prediction accuracy can be achieved by non-AI baseline (Option 2) based on the measurements of the last time instance
· evaluation results from [1 source: BJTU] show that AI/ML can achieve [80.97%/80.17%/75.86%] prediction accuracy for prediction time 40ms/80ms/160ms, with 32 Tx beam and 4 Rx beam in Set A, and Set B is the same in each time instance
· wherein, measurements from 4 time instances with measurement periodicity of 40ms are used,
· 38.6%/38.0%/37.2% prediction accuracy can be achieved by non-AI baseline (Option 2) based on the measurements of the last time instance	Comment by FL-0822: The baseline is a little bit high than expecation
· evaluation results from [1 source: xiaomi] show that AI/ML can achieve 63.2%/~57.7% prediction accuracy for prediction time 80ms~960ms, with 32 Tx beam and 8 Rx beam in Set A, and Set B is the same in each time instance
· wherein, measurements from 4 time instances with measurement periodicity same as or 2 times of the prediction time are used 
· 22.3%~10.7% prediction accuracy can be achieved by non-AI baseline (Option 2) based on the measurements of the last time instance
· Beam pair RS overhead reduction
· Under the assumption of setting Case A, AI/ML can achieve 58.1%~62.0% beam prediction accuracy in terms of Top-1 beam prediction accuracy for 160ms to 960ms prediction time
· up to 4/5 RS/measurement overhead reduction can be obtained with measurements from 4 time instances with measurement periodicity of 160ms to 960ms.
· Under the assumption of setting Case B, AI/ML can provide more than 90% RS/measurement overhead reduction: 
· AI/ML can achieve 58.1% beam prediction accuracy, while non-AI baseline (Option 2) can only achieve 12.7% beam prediction accuracy in term of Top-1 beam prediction accuracy for 960ms prediction time 
· With non-AI baseline (Option 2), 22.3% of Top-1 beam prediction accuracy can be achieved with 80ms prediction time. 
· Under the assumption of setting Case B+, AI/ML can provide 87.5% RS/measurement overhead reduction: 
· AI/ML can achieve 57.1%~60.7% beam prediction accuracy in terms of Top-1 beam prediction accuracy with 160ms to 960ms prediction time /320ms to 1920ms measurement periodicity (4 measurement time instance). 
· evaluation results from [1 source: Samsung] show that AI/ML can achieve 48.2%/51.6% prediction accuracy for prediction time 160ms, with 32 Tx beam and 8 Rx beam in Set A, and Set B is the same and different in each time instance respectively
· wherein, measurements from 4 time instances with measurement periodicity of 160ms are used,
· 16.2%/22.9% prediction accuracy can be achieved by non-AI baseline (Option 2) based on the measurements of the last time instance

· Beam prediction accuracy gain in terms of Top-K prediction accuracy or Top-1 prediction accuracy with 1dB error is [similar] than the beam prediction accuracy gain in terms of Top-1 prediction accuracy.

// Set B/Set A=1/8//
· With measurements of fixed Set B of beams that of 1/8 of Set A of beams in one time instance, 
· 1/8 RS overhead can be achieved comparing with non-AI baseline (Option 1) assuming all Set A of beams needs to be measured at each time instances for measurement and prediction. 
· Top-1 beam pair prediction accuracy: 
· evaluation results from [1 source: CATT] show that AI/ML can achieve 76.7% / 74.1%/ 73.6% prediction accuracy for prediction time 40ms/160ms/320ms, with 256 (32Tx*8Rx) beam pairs in Set A and Set B (4Tx*8Rx) is the same in each time instance 
· wherein, measurements from 8 time instances with measurement periodicity of 40ms are used,
· 30.1%/29.7%/29.1% prediction accuracy can be achieved by non-AI baseline (Option 2-1)  based on the measurements in all time instances	Comment by FL-0822: This is too high for 1/8
· evaluation results from [1 source: BJTU] show that AI/ML can achieve 77.0%/76.2%/72.0% and 74.2%/73.0%/69.8% prediction accuracy for prediction time 40ms/80ms/160ms, with 32 Tx beams and 4 Rx beams in Set A, and Set B is the same in each time instance with all measurements from all Rx beams and half of Rx beams respectively
· wherein, measurements from 4 time instances with measurement periodicity of 40ms are used,
· 9.88%/9.60%/8.95% and 14.57%/14.45%/14.27% prediction accuracy can be achieved by non-AI baseline (Option 2) based on the measurements of the last time instance with all measurements from all Rx beams and half of Rx beams respectively
· Beam prediction accuracy gain in terms of Top-K prediction accuracy or Top-1 prediction accuracy with 1dB error is [similar] than the beam prediction accuracy gain in terms of Top-1 prediction accuracy.
// Set B/Set A=1/16//
· With measurements of fixed Set B or variable Set B with pre-configured pattern in each time instance of beams that of 1/16 of Set A of beams in one time instance, 
· 1/16 RS overhead can be achieved comparing with non-AI baseline (Option 1) assuming all Set A of beams needs to be measured at each time instances for measurement and prediction. 
· Top-1 beam pair prediction accuracy: 
· evaluation results from [1 source: BJTU] show that AI/ML can achieve 50.58%/48.71%/44.33% and 63.94%/63.31%/60.49% prediction accuracy for 40ms/80ms/160ms prediction time with 32 Tx beam in Set A, and Set B is the same in each time instance with {8 Tx and 2 Rx} and {4 Tx and all Rx} respectively.
· wherein, measurements from 4 time instances with measurement periodicity of 40ms are used 
· 8.96%/8.91%/8.89% and 4.7%/4.56%/4.3% prediction accuracy can be achieved by non-AI scheme (Option 2) based on the measurements of the last time instance with all measurements from all Rx beams and half of Rx beams respectively
· evaluation results from [1 source: CATT] show that AI/ML can achieve 89.1% / 86.4%/ 82.9% prediction accuracy for prediction time 40ms/160ms/320ms, with 256 (32Tx*8Rx) beam pairs in Set A and Set B (2Tx*8Rx) is different in each time instance 
· wherein, measurements from 8 time instances with measurement periodicity of 40ms are used,
· 69.4%/67.8%/66% prediction accuracy can be achieved by non-AI baseline (Option 2-1) based on the measurements in all time instances	Comment by FL-0822: A little bit higher, expects to be 50% or less
· 
· Beam prediction accuracy gain in terms of Top-K prediction accuracy or Top-1 prediction accuracy with 1dB error is [similar] than the beam prediction accuracy gain in terms of Top-1 prediction accuracy.


	Companies
	Comments or updates

	FL
	If you have Iany update for (C), pls provide comments/updates below. 
If you have used random Set B, pls also try to describe your assumptions together.

	Xiaomi3
	For set B/set A=1/4, update xiaomi’s results

	CATT
	We correct the non-AI baseline: the last time instance—> in all time instances

	Ericsson
	We did not evaluate the 1/32 scenario. Removing the observation above.

	Xiaomi4
	As for FL’s update on set B/set A= 1/4, please see the following update:
· Change 51.1% to 57.7%
same as or 2 time of the of the prediction time

	Xiaomi5
	Update beam pair RS overhead reduction 






// beam pair accuracy with rotation//
(D)For beam pair prediction, AI/ML can provide good beam prediction accuracy comparing with non-AI baseline (Option 2) with UE rotation:

// Set B/Set A=1/4//
· With measurements of fixed Set B or variable Set B with pre-configured pattern in each time instance of beams that of 1/4 of Set A of beams in one time instance, 
· Top-1 beam pair prediction accuracy: 
· evaluation results from [1 source: Samsung] show that AI/ML can achieve 35.02%/29.2% prediction accuracy for prediction time 40ms/160ms, with 32 Tx beam and 8 Rx beam in Set A, and Set B is the same and different in each time instance respectively
· wherein, measurements from 4 time instances with measurement periodicity of 40ms/160ms are used,
· 19.7%/15.6% prediction accuracy can be achieved by non-AI baseline (Option 2) based on the measurements of the last time instance
· UE rotation is modelled every 20ms with a rotation speed uniformly distributed within {0, 60} RPM, and the rotation direction is {1/4 of data with randomly to left or right in horizontal, 1/4 of data always to left, 1/4 of data always to right, 1/4 of data to left and right in turn} with random initial directly. 

// Set B/Set A=1/16//
· With measurements of variable Set B with pre-configured patterns in each time instance of beams that of 1/16 of Set A of beams in one time instance, 
· 1/16 RS overhead can be achieved comparing with non-AI baseline (Option 1) assuming all Set A of beams needs to be measured at each time instances for measurement and prediction. 	Comment by FL-0822: @ Ericsson, please check
· Top-1 beam pair prediction accuracy: 
· evaluation results from [1 source: Ericsson] show that AI/ML can achieve 78.1% prediction accuracy for prediction time 40ms with 32 Tx beams and 8 Rx beams in Set A, Set B is different in each time instance and 10 RPM rotation speed to fixed a direction 
· wherein, measurements from 3 time instances with measurement periodicity of 40ms or 80ms are used	Comment by Feifei Sun: From the baseline results, 
I guess, Set B is different and can cover all Set A. 
Is that correct?
· 42.4%/42.5% prediction accuracy can be achieved by non-AI scheme (Option 2)

· Beam prediction accuracy gain in terms of Top-K prediction accuracy or Top-1 prediction accuracy with 1dB error is [similar] than the beam prediction accuracy gain in terms of Top-1 prediction accuracy.

	Companies
	Comments or updates

	FL
	If you have any update for (D), pls provide comments/updates below. 
If you have used random Set B, pls also try to describe your assumptions together.

	Ericsson
	Please remove our 1/32 results. 




1.5.5 General observation when Set B is with widebeams and Set A is with narrow beams 
Proposed Observation (BMCase-2 when Set B is different from Set A)

	Companies
	Comments or updates

	FL
	Any results and proposals?  

	
	




1.6 Performance with other different assumptions
Proposed Observation (BMCase-2 when Set B=Set A, increasing number of measurements)

· For AI/ML in BMCase-2, with more measurements from multiple time instances as AI/ML inputs, prediction accuracy can have some improvement when AI/ML can provide decent performance (e.g., >50% Top-1 prediction accuracy):
· evaluation results from [1 source: Intel] show that when Set B=Set A with 1/2/5 measurements for 30km/h
· with 10 R/M rotation speed to fixed a direction, AI/ML can achieve [76.5%/77.6%/78.2%] Top-1 beam pair prediction accuracy for 250ms prediction time, [63.5%/65.4%/68.1%] Top-1 beam pair prediction accuracy for 500ms prediction time, and [57.9%/59.6%/61.6%] for 1000ms prediction time respectively 
· with 50 R/M rotation speed to fixed a direction, AI/ML can achieve [62%/63.6%/64.7%] Top-1 beam pair prediction accuracy for 200ms prediction time respectively. 
· with 50 R/M rotation speed to fixed a direction, AI/ML can only achieve [33%/30.5%/29.5%] Top-1 beam pair prediction accuracy can be achieved for 500ms prediction time respectively. In this case, more measurements as AI/ML inputs cannot improve the performance. 
· evaluation results from [1 source: Xiaomi] show that with 4/10 measurements for 30km/h
· when Set B=Set A, without rotation 
· AI/ML can achieve [82.7%/86.5%] Top-1 beam pair prediction accuracy for 80ms prediction time.
· AI/ML can achieve [79.6%/84.3%] Top-1 DL Tx beam prediction accuracy for 80ms prediction time.
· when Set B=1/4 Set A, without rotation 
· AI/ML can achieve [63.2%/69.3%] Top-1 beam pair prediction accuracy for 80ms prediction time.
· AI/ML can achieve [61.7%/68.0%] Top-1 DL Tx beam prediction accuracy for 80ms prediction time.

	Companies
	Comments or updates

	FL
	Any comments?  

	QC
	The observation is not quite clear. Where does this fit in terms of the defined Settings? What is meant by “more measurements from multiple time instances as AI/ML inputs”. Does this simply mean the measurement duration for Setting Case A is longer?

FL1: intend to say, more measurements as input helps. 

	Xiaomi3
	Add Xiaomi’s results



Proposed Observation (BMCase-2 when UE speed increase? )

· FL: If you have any proposal, pls write it down. I suggest to focus on comparing with the performance of 30km/h


	Companies
	Comments or updates

	FL
	Any comments?  
Any other important observations specific for BMCase 2? 

	
	




Performance under different assumptions (common for BMCase-1 and BMCase -2) 
1.7 With quantization (Agreed)

(closed)Observation 5.1.1 (update from Agreement in RAN 1#113)
At least for BM-Case1 for inference of DL Tx beam with L1-RSRPs of all beams in Set B, existing quantization granularity of L1-RSRP (i.e., 1dB for the best beam, 2dB for the difference to the best beam) causes [a minor loss] in beam prediction accuracy compared to unquantized L1-RSRPs of beams in Set B:
· Evaluation results from [11 13 sources: Interdigital, vivo, Huawei/HiSi, CATT, Fujitsu, Lenovo, Apple, Qualcomm, Samsung, DoCoMo, Ericsson, CEWiT, Nokia] show [less than 5%] loss beam prediction accuracy degradation in terms of Top-1 beam prediction accuracy. 
· Note: [One source: Apple] uses the data without quantization for training and data with quantization for inference. Other sources use the same quantization scheme for data for training and inference.
(closed)Observation 5.1.2 (update from Agreement in RAN 1#113)
At least for BM-Case1 for inference of DL Tx beam with L1-RSRPs of all beams in Set B, 
· evaluation results from [3 4 sources: vivo, Qualcomm, DoCoMo, Nokia] show that, with 1dB quantization step for the absolute L1-RSRP of the best beam and [4dB] quantization step differential L1-RSRP report with the existing quantization range, [less than 5%] loss beam prediction accuracy degradation in terms of Top-1 beam prediction accuracy compared to unquantized L1-RSRPs of beams in Set B. 
· Same quantization scheme is used for the input data for training and inference. 
· Note: [One source: DoCoMo] used quantized L1-RSRPs with the same quantization scheme as labels in training.
· Note: [One source: vivo] used unquantized L1-RSRPs as labels in training.
· Note: [One sources: Nokia] used unquantized L1-RSRPs to determine Top-1 beam id as labels in training.
· evaluation results from [1 source: Nokia] show that, with quantized L1-RSRPs of beams in Set B with [4dB] quantization step as the inputs, AI/ML has [32%] loss in terms of Top-1 beam prediction accuracy compared to unquantized L1-RSRPs of beams in Set B. 
· Quantized data is used in training for both inputs and labels.

	Companies
	Comments or updates

	FL
	If any updates, pls do it directly in the proposals with change mark. And better notice you changes in this table as well. 

	Nokia
	Regarding the observation for quantization, we suggest indicating the absolute value of the prediction accuracy for non-quantized case and/or a range of values for the prediction accuracy for non-quantized case. This is because if the prediction accuracy for non-quantized case is e.g., 50%, the 5% loss may be more significant compared to the same loss when the prediction accuracy for non-quantized case is 90%. 
FL2: 5% is absolute value of beam prediction accuracy difference.  Maybe we can fix it by editing some wording other than listing all the non-quantized cases, because different companies will have very different results. Please check the updates

	FL2 
	Please check the updates and removing the [ ] since no more results received. 

	CEWiT
	We have submitted new results for Tx beam prediction with quantization error.
Top-1/1 w/o quantization: 74.85%
Top-1/1 with quantization: 69.50%
Degradation in Top-1/1 with quantization errors: ~5%



Observation for UCI report (FFS)
· FL: any good suggestions? I plan to provide some usefully general observation after we have clear observation on quantization, as well as considering Opt 2D for Set B pattern design.

	Companies
	Comments or updates

	FL
	If any updates, pls do it directly in the proposals with change mark. And better notice you changes in this table as well. 

	
	

	
	


1.8 Measurement error (FFS)
(final check) Observation 5.2 for measurement error (FFS) 
· For BM-Case1 DL Tx beam prediction (unless otherwise stated), when Set B is a subset (1/4 unless otherwise stated) of Set A, without differentiation BB or RF errors,
· Considering ±2 dB relative measurement error,
· evaluation results from [2 sources: Nokia, Ericsson, CATT] show that the beam prediction accuracy degrades 6%~10%in terms of Top-1 beam prediction accuracy comparing to the one without measurement error. And [1 source: Nokia] shows that 95%ile of L1-RSRP diff can be about 1.4~2dB, [1 source: CATT] shows that average L1-RSRP diff can be lower than 1dB.
· evaluation results from [1 source: DoCoMo] show that 
· for DL Tx beam prediction, the beam prediction accuracy degrades 28.8% in terms of Top-1 beam prediction accuracy comparing to the one without measurement error, [and average L1-RSRP diff can be about 7.3dB.
· for Tx-Rx beam pair prediction when Set B is 1/8 of Set A, the beam prediction accuracy degrades 2.4% in terms of Top-1 beam prediction accuracy comparing to the one without measurement error, and average L1-RSRP diff can be about 5.8dB 
· evaluation results from [1 source: CATT] show that considering different relative measurement error range in model training (±2 dB, ±0 dB), similar (less than 1%) Top-1 beam prediction accuracy can be achieved

· Considering ±3 or ±4 dB relative measurement error, 
· evaluation results from [4 sources: Ericsson, Nokia, CEWiT, CATT] show that the beam prediction accuracy degrades 14% (with 3dB error) ~20% (with 4dB error) in terms of Top-1 beam prediction accuracy comparing to the one without measurement error. And [1 source: Nokia] shows that the 95%ile of L1-RSRP diff can be about 2~3.2dB. [1 source: CATT] shows that average L1-RSRP diff can be lower than 1dB.
· evaluation results from [1 source: CATT] show that considering different relative measurement error range in model training (0dB, ±2 dB, ±4 dB), similar (less than 1%)Top-1 beam prediction accuracy can be achieved, and average L1-RSRP diff can be lower than 1dB when ±2 dB or ±4 dB relative measurement error is considered in model training

· Considering up to ±5 dB relative measurement error when Set B is 1/8 of Set A, 
· evaluation results from [1 source: Google] show that the beam prediction accuracy degrades 13.6%in terms of Top-1 beam prediction accuracy comparing to the one without measurement error for DL Tx beam prediction.
· Considering ±6 dB relative measurement error, 
· evaluation results from [3 sources: Nokia, Ericsson, CATT] show that the beam prediction accuracy degrades 22%~30% in terms of Top-1 beam prediction accuracy comparing to the one without measurement error. And the 95%ile of L1-RSRP diff can be about 3.1~7.5dB.
· evaluation results from [1 source: Samsung] show that for both DL Tx beam prediction and beam pair prediction, the beam prediction accuracy degrades 42~48% in terms of Top-1 beam prediction accuracy comparing to the one without measurement error. And the average L1-RSRP diff can be about 1.6dB.
· However, comparing with the global search of all beams in Set A with the same measurement error level, for DL Tx beam prediction the beam prediction accuracy degrades less than 1 %in terms of Top-1 beam prediction accuracy, and for Tx-Rx beam pair prediction the beam prediction accuracy degrades about 7% in terms of Top-1 beam prediction accuracy.
· Note: in this evaluation, measurement errors are considered in training and inference phase only for AI inputs with idea labels in training phase. 
· evaluation results from [1 source: DoCoMo] show that 
· for DL Tx beam prediction, the beam prediction accuracy degrades 32.4% in terms of Top-1 beam prediction accuracy comparing to the one without measurement error, [and average L1-RSRP diff can be about 8.34dB.
· for Tx-Rx beam pair prediction, the beam prediction accuracy degrades 5.2% in terms of Top-1 beam prediction accuracy comparing to the one without measurement error, [and average L1-RSRP diff can be about 6.4dB.
· evaluation results from [1 source: CATT] show that considering different relative measurement error range in model training(0dB, ±2 dB, ±6 dB), similar (less than 2%) Top-1 beam prediction accuracy can be achieved, and average L1-RSRP diff can be lower than 1dB when ±6 dB relative measurement error is considered in model training

· For BM-Case1 DL Tx beam prediction or Tx-Rx beam pair prediction, when Set B is a of Set A, when separately modeled BB error and/or RF errors,
· Considering ±3 relative measurement error for BB and RF respectively, 
· evaluation results from [1 source: Samsung] show that for DL Tx beam prediction and beam pair prediction with Set B is ¼ of Set A, the beam prediction accuracy degrades 42% and 38% respectively in terms of Top-1 beam prediction accuracy comparing to the one without measurement error. And the average of L1-RSRP diff is about [1.1dB and 2.16dB respectively.
· However, comparing with the global search of all beams in Set A with the same measurement error level, for DL Tx beam prediction the beam prediction accuracy degrades about 2 % in terms of Top-1 beam prediction accuracy, and for Tx-Rx beam pair prediction the beam prediction accuracy degrades about 8% in terms of Top-1 beam prediction accuracy.
· Note: in this evaluation, measurement errors are considered in training and inference phase only for AI inputs with idea labels in training phase. 
· evaluation results from [1 source: Huawei/HiSi] show that for both DL Tx beam prediction with Set B is ¼ of Set A and beam pair prediction with Set B is 1/16 Set A, the beam prediction accuracy degrades 4.3% and 6.3% respectively in terms of Top-1 beam prediction accuracy comparing to the one without measurement error. And the average of L1-RSRP diff becomes 0.7dB and 2.18dB larger respectively].
· Note: in this evaluation, for DL Tx beam prediction, the measurements of Set B from each Rx beam of all Rx beams were used as AI inputs to obtain Top-K beams, followed by Top-K beam sweeping with that given Rx beam. This procedure repeats over all Rx beams, to obtain the best Tx beam at all Rx beams.  
· Considering 3.3 dB for standard deviation in relative measurement error for RF only, 
· from evaluations [1 source: Apple] show:
· with a common measurement error for all Tx beams at a given Rx beam:
· the AI-BM Top 1 with 1 dB margin performance has slight performance degradation (less than 0.2%) than that without measurement error.
· with independent measurement errors for all Tx beams, 
· The AI-BM top1 with 1 dB margin performance has  (10% ~ 29%) performance degradation than that without measurement error. 
· 
· Note that 
· In the above results, measurement errors are considered in both training (input data and label) and inference phase (except the ground truth) unless otherwise stated. 	Comment by Feifei Sun: @ all,
Please check whether your results assume measurement error for both training and inference phase. 

Nokia, Ericsson, Samsung, reported same errors were added in training phase.
No report in Docomo’s or Huawei’s papers. 
· Beams could be measured regardless of their SNR.
· Measured in a single-time instance (within a channel-coherence time interval).
· No quantization for the L1-RSRP measurements.
· No constraint on UCI payload overhead for full report of the L1-RSRP measurements of Set B for NW-side models are assumed. 

	Companies
	Comments or updates

	FL
	@all, please pay attention to the comments I made to each companies. 
Moreover, please report the baseline performance with measurement error, as listed. 
If any updates, pls do it directly in the proposals with change mark. And better notice you changes in this table as well. 

	FL
	Some other notes from FL. 
With different level of error, report the following: 
· Top 1 beam prediction accuracy
· average L1-RSRP => to understand the L1-RSRSP error
· predicted L1-RSRP when applicable => to understand whether this works or not
· assumption on training data (with/without) => to understand whether special handling in data collection for training data is needed or not, may or may not have spec impact.
· assumption on labeling (with/without) => to understand whether special handling in data collection for labels is needed or not, may or may not have spec impact. 
· => for classification model, whether Top 1 is selected based on data with error. 
· => for regression model, whether L1-RSRP with error matters the performance.  
· baseline option 1 with same level of error => to understand whether the poor performance is due to AI or poor quality of measurement  


	HW/HiSi
	Regarding: [And the average of L1-RSRP diff is about [0.7dB and 2.18dB respectively].
· It could be clarified that the L1-RSRP difference becomes [0.7dB and 2.18 dB larger, respectively]

Regarding: “The performance is too different from others. The only reason I can observed is that, in your simulation, the beam management procedure is different from others. Please check whether you want to update this note. And please also indicate me whether same note should be indicated in other results. ”

In our understanding, having different results doesn’t affect the observation, which is that the beam pair prediction is largely affected by the measurement error, especially from the L1-RSRP perspective. We observe from Samsung’s results a similar L1-RSRP degradation. Regarding the calculation of the prediction accuracy, we follow the previous agreement, which is the genie-aided beam pair corresponds to the one with largest L1-RSRP among all beam pairs (4 *64 in our simulations). And the comparison is made between the predicted beam pair and the genie-aided beam pair.
FL1: updated and thanks for the explanations. 

	NTT DOCOMO
	According to latest simulation results, we want to correct the results provided by DCM:
· Considering ±2 dB relative measurement error,
· evaluation results from [one source: DoCoMo] show that 
· for DL Tx beam prediction, the beam prediction accuracy degrades [28.8%] in terms of Top-1 beam prediction accuracy comparing to the one without measurement error, [and average L1-RSRP diff can be about [7.3dB].]
· for Tx-Rx beam pair prediction when Set B is [1/8] of Set A, the beam prediction accuracy degrades [2.4%] in terms of Top-1 beam prediction accuracy comparing to the one without measurement error, [and average L1-RSRP diff can be about [5.8dB].] 
· Considering ±6 dB relative measurement error, 
· evaluation results from [one source: DoCoMo] show that 
· for DL Tx beam prediction, the beam prediction accuracy degrades [32.4%] in terms of Top-1 beam prediction accuracy comparing to the one without measurement error, [and average L1-RSRP diff can be about [8.34dB].]
for Tx-Rx beam pair prediction, the beam prediction accuracy degrades [5.2%] in terms of Top-1 beam prediction accuracy comparing to the one without measurement error, [and average L1-RSRP diff can be about [6.4dB].]
FL1: updated.

	CEWiT
	We have submitted new results for Tx beam prediction with measurement noise.
Top-1/1 w/o measurement noise: 74.85%
Top-1/1 with measurement noise: 57.6%
Degradation in Top-1/1 with measurement noise: ~17%
FL3: accept

	CATT
	We have submitted results for measurement error, for measurement errors are considered in both training (input data and label) and inference phase (except the ground truth), we consider same level or different level of measurement error are assumed.
· Considering ±2 dB relative measurement error,

· evaluation results from [one source: CATT] show that 
· 6% ~7% degradation in terms of Top-1 beam prediction accuracy comparing to the one without measurement error and average L1-RSRP diff can be lower than 1dB
· considering ±2 dB relative measurement error range for both model training and model inference or only considering ±2 dB relative measurement error range for model inference, similar (less than 1%) Top-1 beam prediction accuracy can be achieved
· Considering ±3 or ±4 dB relative measurement error, 
· evaluation results from [one source: CATT] show that 
· about 15% (with ±4 dB error for model inference) degradation in terms of Top-1 beam prediction accuracy comparing to the one without measurement error 
· considering different relative measurement error range in model training (0dB, ±2 dB, ±4 dB), similar (less than 1%)Top-1 beam prediction accuracy can be achieved, and average L1-RSRP diff can be lower than 1dB when ±2 dB or ±4 dB relative measurement error is considered in model training
· Considering ±6 dB relative measurement error, 
· 	evaluation results from [one source: CATT] show that 
· 22%~24% degradation in terms of Top-1 beam prediction accuracy comparing to the one without measurement error
· considering different relative measurement error range in model training, similar (less than 2%) Top-1 beam prediction accuracy can be achieved, and average L1-RSRP diff can be lower than 1dB when ±6 dB relative measurement error is considered in model training
FL3: updated for the results. But I don’t get the additional information. Can you elaborate more?

	Google
	Response to FL’s question.
1. Measurement error assumption  measurement error is modeled as an additive white noise and the measurement error is modelled in both training and inference phase.
2. DL Tx beam or beam pair?  it is for DL Tx beam prediction
3. Ratio of Set B/Set A =1/8?  Yes, it is 1/8
FL3: THX

	CATT
	Response to FL’s question. 
We have submitted the EVM results with same measurement error range for model training and model inferencing, and also submitted the EVM results with different measurement error range for model training and model inferencing. Our simulation assumption and results are shown as below: 
· Considering ±2 dB relative measurement error for model inference
Case 0) using ±2 dB relative measurement error for model training
Case 1) using ±0 dB relative measurement error for model training
· evaluation results from [one source: CATT] show that 
· 6% ~7% degradation in terms of Top-1 beam prediction accuracy comparing to the one without measurement error and average L1-RSRP diff can be lower than 1dB
· Considering different relative measurement error range in model training (±2 dB, ±0 dB), similar (less than 1%) Top-1 beam prediction accuracy can be achieved
· Considering ±4 dB relative measurement error for model inference
Case 0) using ±4 dB relative measurement error for model training
Case 1) using ±2 dB relative measurement error for model training
Case 2) using ±0 dB relative measurement error for model training
· evaluation results from [one source: CATT] show that 
· about 15% degradation in terms of Top-1 beam prediction accuracy comparing to the one without measurement error 
· considering different relative measurement error range in model training (0dB, ±2 dB, ±4 dB), similar (less than 1%) Top-1 beam prediction accuracy can be achieved, and average L1-RSRP diff can be lower than 1dB when ±2 dB or ±4 dB relative measurement error is considered in model training
· Considering ±6 dB relative measurement error for model inference
Case 0) using ±6 dB relative measurement error for model training
Case 1) using ±2 dB relative measurement error for model training
Case 2) using ±0 dB relative measurement error for model training
· 	evaluation results from [one source: CATT] show that 
· 22%~24% degradation in terms of Top-1 beam prediction accuracy comparing to the one without measurement error
· considering different relative measurement error range in model training(0dB, ±2 dB, ±6 dB), similar (less than 2%) Top-1 beam prediction accuracy can be achieved, and average L1-RSRP diff can be lower than 1dB when ±6 dB relative measurement error is considered in model training
 Hopefully to make our simulation assumption and corresponding results more clear.
FL4: pls check the updates




1.9 With different Rx beam assumptions (Agreed and FFS)
(closed)Observation 5.3.1 (update from agreement from RAN 1 #113)
At least for BM-Case1 when Set B is a subset of Set A, and for DL Tx beam prediction, with the measurements of the “best” Rx beam with exhaustive beam sweeping for each model input sample, AI/ML provides the better performance than with measurements of random Rx beam(s). 
· Evaluation results from [8 10sources12 sources: vivo, Nokia, Fujitsu, Samsung Lenovo, Huawei/HiSi, Ericsson, MediaTek, CATT, Xiaomi, LG, ETRI] show [2520%~50%] degradation with random Rx beam(s) comparing with the “best” Rx beam in terms of Top-1 prediction accuracy. 
· Evaluation results from [1 1 sources: CATTCEWiT] show about 6%12% degradation with measurement of random Rx compared with measurement of best Rx in term of Top-1 beam prediction accuracy. 
Comparing performance with non-AI baseline option 2 (based on the measurement from Set B of beams), with measurements of random Rx beam(s) as AI/ML inputs:
· Evaluation results from [5 7 sources: MediaTek, Fujitsu, vivo, Nokia, Samsung, Xiaomi, ETRI] show that AI/ML can still provide [7%~44%] beam prediction accuracy gain in terms of Top-1 beam prediction accuracy. 
Note: In both training and inference, measurements of random Rx beams are used as AI/ML inputs. 

	Companies
	Comments or updates

	FL
	If any updates, pls do it directly in the proposals with change mark. And better notice you changes in this table as well. 

	CATT
	We updated our results with change marks. Or, we can merge the first two bullets, and the performance degradation range can be [20%~50%].

	CEWiT
	We have submitted new results for Tx beam prediction with different Rx beams assumption.
Top-1/1 with “best” Rx beam: 74.85%
Top-1/1 with “Random” Rx beam : 63%
Degradation in Top-1/1 with measurement noise: ~12%

	Xiaomi3
	Add Xiaomi into the observation.

	ETRI
	We have submitted new results for Tx beam prediction with different Rx beam options in this meeting.
 “Best Rx beam” Top-1: 81.22%
 “Random Rx beam” Top-1: 58.99%
 Non-AI baseline option2: 25.83%

Please make the following updates.
· Evaluation results from [10 sources: vivo, Nokia, Fujitsu, Samsung Lenovo, Huawei/HiSi, Ericsson, MediaTek, CATT, Xiaomi, ETRI] show 20%~50% degradation with random Rx beam(s) comparing with the “best” Rx beam in terms of Top-1 prediction accuracy. 
Comparing performance with non-AI baseline option 2 (based on the measurement from Set B of beams), with measurements of random Rx beam(s) as AI/ML inputs:
· Evaluation results from [7 sources: MediaTek, Fujitsu, vivo, Nokia, Samsung, Xiaomi, ETRI] show that AI/ML can still provide 7%~44% beam prediction accuracy gain in terms of Top-1 beam prediction accuracy. 


	CATT
	We delete CATT in the second bullet.
FL3: accept

	ETRI2  
	We have submitted new results for Tx beam prediction with different Rx beam options as above first comment. 
Please check previous comment for our result.
FL4: updated

	LG Electronics
	We have summited our results. Based on that I directly modified the bullet.
FL4: Got it



(final check) Observation 5.3.2 for Quasi-Rx beam (FFS) 
For BM-Case 1 DL Tx beam prediction without UE rotation, for Top-1 beam prediction accuracy, compared to the best Rx beams obtained from one shot measurements (i.e., best of each Tx in Set B), with quasi-optimal Rx beam performance degradation is observed: 
· evaluation results from [3 source: MediaTek, Samsung, Qualcomm] show 2~7% beam prediction accuracy degradation, with the assumption of the best Rx beams obtained from previous exhaustive sweeping (one shot in 20ms ago) over all beams in Set A.
· [bookmark: _Hlk143693771][bookmark: _Hlk143698079]evaluation results from [1 source MediaTek] show 2% beam prediction accuracy degradation when Set B = 1/2 Set A and 7% beam prediction accuracy improvement when Set B = 1/4 or 1/8 Set A, when using the best Rx beams obtained from previous exhaustive sweeping (one shot in 20ms ago) of all beams in Set A, comparing with using the best Rx beam for each Tx beams in Set B obtained from current exhaustive sweeping, without considering UE rotation for 3km/h UE speed. Such beam prediction accuracy improvement may not exist when considering UE rotation and higher UE speed.
· evaluation results from [1 source Samsung] show 2.5% beam prediction accuracy degradation using the best Rx  of each Tx beams obtained from previous exhaustive sweeping (one shot in 20ms ago) than using the best Rx of each Tx beams obtained from current exhaustive sweeping, without considering UE rotation for 3km/h UE speed.
· evaluation results from [1 source Qualcomm] shows 6.6%/6.9%/32.1%/45% degradation using a stochastic model in which the UE Rx beam is randomly selected with average probability that the best Rx beam is selected equal to 87.1%/75.1%/34.3%/10.9% compared to using the best Rx of each Tx beams obtained from current exhaustive sweeping, without considering UE rotation
· A stochastic model is used in which the UE Rx beam is randomly selected, and the selection probability for each UE Rx beam is an increasing function of the corresponding RSRP. More specifically, given a gNB Tx beam, denote X as the RSRP vector for all UE Rx beams, and the probability distribution to select UE Rx beam is modelled as Softmax (CX), where C is the parameter to control the “steepness” of the probability distribution: the larger the C value, the larger the probability to select the genie best Rx beam.
· evaluation results from [1 source: Samsung] show 13% beam prediction accuracy degradation, with the assumption of the best Rx beam for each Tx beam obtained from previous exhaustive sweeping over all beams in Set A in a SSB-like structure (in the past 160ms for each Rx beam with every 20ms a burst of Set A of beams) without considering UE rotation for 3km/h UE speed.
· evaluation results from [1 source: vivo] show 3%~11% beam prediction accuracy degradation, with the assumption of the best Rx beam obtained from one specific Tx beam which is 1st Tx beam in Set B.
· evaluation results from [1 source: Nokia] show 12% beam prediction accuracy degradation with the assumption of the best Rx beams obtained from one specific Rx beam which is the best between the same Rx beam for different panels.
· In addition, evaluation results from [3 sources: HW/HiSi, Fujitsu, ZTE] show 1%~4% and 6%~12% beam prediction accuracy degradation, with the assumption of the best Rx beam is used for 90% and 80% of the model input samples and random Rx beam for the remaining samples respectively.
· Even though, AI/ML can still provide better performance than non-AI baseline option 2 (exhaustive beam sweeping in Set B of beams), e..g, 50%~60% beam prediction accuracy difference in terms of Top-1 beam prediction accuracy based on the evaluation results from [2 sources: Samsung, MediaTek], where non-AI baseline option 1 (exhaustive beam sweeping in Set A of beams) provides 100% prediction accuracy. 
· On the other hand, evaluation results from [1 source: MediaTek] show 7% beam prediction accuracy improvement, with the assumption of the best Rx beams obtained from previous exhaustive sweeping (one shot in 20ms ago) over all beams in Set A, when Set B/Set A=1/4 and 1/8. 	Comment by FL-0822: Check with other companies’ view
For BM-Case 2 DL Tx beam prediction with UE rotation, for Top-1 beam prediction accuracy, with quasi-optimal Rx beam selection:
· evaluation results from [1 source: Qualcomm] show [5~11%] beam prediction accuracy improvement given the assumption of the best Rx beams obtained from previous round-robin sweep of beam pair links from beams in Set A, compared to sample-and-hold baselines.
· In the evaluation, UE rotation is modelled every 40ms with constant 10 RPM rotation speed in all three rotational axes, with rotational direction chosen uniformly at random among the three axes. 

	Companies
	Comments or updates

	FL
	If any updates, pls do it directly in the proposals with change mark. And better notice you changes in this table as well. 

	FL
	Further notes from FL: I received some offline comment on whether results for a specific Rx can be captured here or not. My thinking is, if this specific Rx is determinated by a rule, e.g., best of xx, I think it can be called as “Quasi-optimal Rx”. However, if the Rx is just Rx #0. It gives no information on how you tried the best to make this closed to optimal Rx. Moreover, if different performance is observed with different Rx index. You may want to check your dataset, or report it if the UE is not dropped randomly with an initial rotation.  But of course, we can discuss further. 

Next step with this the results of Quasi-best Rx, is to analyze the measurement/RS overhead reduction with Quasi-best Rx. Because comparing with the best, this will not require Rx beam sweeping to obtain the L1-RSRP.  


	vivo
	The scheme we use is not to obtain the best Rx from the best Tx beam in set B. What we use is the best Rx beam obtained from one specific Tx beam, which is the 1st Tx beam in set B (e.g., lowest ID), not the best Tx beam. To get this best Rx beam, we do not need to sweep all the Rx beams and Tx beams in set B, but to sweep Rx beams for one specific Tx beam, which saves RS overhead. Hence we propose the following wording in the observation.
evaluation results from [1 source: vivo] show [3%~11%] beam prediction accuracy degradation, with the assumption of the best Rx beam obtained from one specific Tx beam which is the 1st Tx beam in Set B.
FL1: updated

	QC
	· We have evaluations for Quasi- Rx beams for BM-Case1, which are added in the above observation (first bullet).
· We have evaluations of Quasi-Rx beams for BM-Case2, which are added in the above observation (compared to baseline).
For Quasi-Rx beams, it would also be reasonable to compare the performance with quasi-Rx beam assumptions to the corresponding baseline (such as sample-and-hold) and see if we get gains. We believe this is more informative than comparing quasi-Rx to genie best Rx, in which quasi-Rx is expected to under-perform. 
FL1: Thanks. This looks good for me. 

	MediaTek
	We have observed beam accuracy performance gains when using Quasi-Rx beam, we have added one more bullets at the end of this Observation.
· On the other hand, evaluation results from [1 source: MediaTek] show [7%] beam prediction accuracy improvement, with the assumption of the best Rx beams obtained from previous exhaustive sweeping (one shot in 20ms ago) over all beams in Set A, when Set B/Set A=1/4 and 1/8
FL1: Thx. But this result already been captured in the first sub-bullet  withtou the ratio of Set B/Set A, since it does;’t matter the performance. 
MediaTek: We prefer to add the new observation back. This new observation is for improvement not degradation.
FL2: which is the baseline to be compared with ?
MTK:
Yes, we compared with Opt.1: the best Rx of each beam in Set B of the current measurements and the label is obtained with Opt.1 on Set A. 
First of all, in our understanding, the idea of quasi-Rx is to use quasi methods to find the “best Rx beam over all beams in Set A”. We have observed that if the Rx beam (Opt2) is fixed to the “best Rx beam over all the beams in Set A”, the performance can be better than Opt.1 (Best Rx for each Set B of beams). *Note: VIVO also has similar observation. 
Secondly, based on the “without UE rotation” and “3km/h UE speed (BM-Case1)” assumption of this observation, it is highly possible that the best Rx obtained 20ms ago is the current “best Rx beam of all the beams in Set A”. Therefore, we believe it is possible that quasi-Rx performs better than Best Rx in this case.

	Fujitsu
	For the observation for Quasi-Rx beam with the assumption of the best Rx beam is used for 90% and 80% of the model input samples and random Rx beam for the remaining samples respectively，our results show 3% and 6% beam prediction degradation. And the assumption with lower percentage of best Rx beam causes more degradation. Current wording may cause some confusion. Please check the update as follows.
· In addition, 
· Evaluation results from [2 3 source: HW/HiSi, Fujitsu, ZTE] show 1%~4% and 67%~12% beam prediction accuracy degradation, with the assumption of the best Rx beam is used for 980% and 890% of the model input samples and random Rx beam for the remaining samples respectively.
FL3: fixed

	ZTE
	For the highlighted part, it looks quite strange that the beam prediction accuracy with the ‘best’ Rx beams is worse than that of the ‘Quasi-Rx’ beam. Considering the different understandings of ‘best’ Rx beam assumption across companies, we suggest to delete ‘(i.e., best of each Tx in Set B)’ in the main bullet and revise the corresponding part as follows.
· On the other hand, Compared with the assumption of the best Rx beam for each Tx beam within Set B, evaluation results from [1 source: MediaTek] show 7% beam prediction accuracy improvement, with the assumption of the best Rx beams obtained from previous exhaustive sweeping (one shot in 20ms ago) over all beams in Set A, when Set B/Set A=1/4 and 1/8. 

FL5: Let’s delete it. I don’t want to go back to discuss the definition of what is the “best beam”

	MediaTek
	For the highlighted part, please kindly check our previous response regarding the reason why we think ‘best Rx beam for each Tx in Set B” can be worse than ‘Quasi-Rx beam” in this case.

@ZTE, just to clarify, our “best Rx beam” assumption (i.e., best Rx beam for each Tx beam within Set B) is the same as ‘(i.e., best of each Tx in Set B)’ in the main bullet. If ZTE’s suggestion is to cover the results from other companies who use a different “best Rx beam” assumption for comparing the Quasi-Rx beam, we are OK to the proposed modification.
FL5: Let’s delete it. I don’t want to go back to discuss the definition of what is the “best beam”

	QC5
	For BM-Case1, it is not clear when we say best Rx beam is identified based on “one-shot measurements 20ms ago”. What are the exact assumptions? How is the temporal aspect modeled in spatial only simulations?
FL5: “one shot in” is deleted. I think information is sufficient. 
Also, I deleted the sub-bullet of Qc’s detailed assumption on how the simulation has been done.




1.10 Different label (FFS)

(pls check and comment) Observation for different label 5.4( FFS) 
Different label options may require lead to different data collection overhead for training. At least for BMCase-1, for (Option 1a) Top-1 beam(pair) in Set A as the label and (Option 2a) all L1-RSRPs per beam of all the beams(pairs) in Set A as the label, with the comparable model complexity and computation complexity.
· For Top 1 beam (pair) prediction accuracy, 
· evaluation results from [7 sources: MediaTek, OPPO, CMCC, Samsung, China Telecom, ZTE, Nokia] show that an AI/ML model (e.g., classification model) with Top-1 beam(pair) in Set A as the label (Option 1a) can provide better performance (e,g, 2~7% or 12%~18% higher for Top 1 beam prediction accuracy) than an AI/ML model (e.g., regression model) with all L1-RSRPs per beam of all the beams(pairs) in Set A as the label (Option 2a) 
· evaluation results from [1 source: vivo] show that similar or slightly worse (e,g, 2% higher for Top 1 beam prediction accuracy)) can be achieved with Option 1a than Option 2a 

· For Top-K beam (pair) prediction accuracy or Top-1 beam prediction accuracy with 1dB margin,
· evaluation results from [ 2 sources: OPPO, Nokia] show that Option 1a can provide similar performance than Option 2a 
· evaluation results from [ 1 source: Samsung] show that Option 2a can provide 5%~12% better performance than Option 1a for Top-2/-4 beam pair prediction accuracy.
· evaluation results from [1 source: vivo] show that show that Option 1a can provide 2%~5% better performance than Option 2a for Top-2/-6 beam pair prediction accuracy.
· evaluation results from [1 source: ZTE] show that show that Option 1a can provide 2%~7% /1%~5% better performance than Option 2a for Top-2/-4 beam prediction accuracy for DL Tx beam prediction.
· evaluation results from [1 source: MediaTek] show that show that Option 1a can provide <1% or 9%~17% better performance than Option 2a for Top-2/-3 beam prediction accuracy for DL Tx beam prediction for Set B=1/2 Set A or Set B =1/4 or 1/8 Set A.
· detailed assumptions and results are listed as below:
· evaluation results from [one source: OPPO] show that for both DL Tx beam prediction and beam pair prediction with Set B is ¼ of Set A, with Top-1 beam in Set A as the label, AI/ML can provide 2%~3% higher beam prediction accuracy in terms of Top-1 beam prediction accuracy comparing to the one with all L1-RSRPs per beam of all the beams as the label with comparable model complexity. The Top-K beam prediction accuracy is comparable for DL Tx beam prediction; however, the Top-K beam prediction accuracy is slightly better (<1%) with all L1-RSRPs as the label. The average L1-RSRP difference is similar (about 1.5dB) in the two cases.
· evaluation results from [one source: Nokia] show that for Tx beam prediction with Set B is 1/2 Set A and Set B is 1/4 Set A, with Top-1 beam in Set A as the label, AI/ML can provide 2%-5% higher beam prediction accuracy in terms of Top-1 beam prediction accuracy comparing to the one with all L1-RSRPs per beam of all the beams as the label with comparable model complexity. The Top- 1 beam with 1dB error and Top-K beam prediction accuracy is comparable for DL Tx beam prediction.
· evaluation results from [one source: CMCC] show that for beam pair prediction with Set B is 1/8 or 1/16of Set A, with Top-1 beam in Set A as the label, AI/ML can provide 4%-6% higher beam prediction accuracy in terms of Top-1 beam prediction accuracy comparing to the one with all L1-RSRPs per beam of all the beams as the label even with larger model complexity.
· evaluation results from [one source: Samsung] show that for beam pair prediction with Set B is ¼ Set A, with Top-1 beam in Set A as the label, AI/ML can provide 12% higher beam prediction accuracy in terms of Top-1 beam prediction accuracy comparing to the one with all L1-RSRPs of all the beams as the label with comparable model complexity. However, labeling with all L1-RSRPs can provide 5% and 12 % better for Top-3 or Top-4 beam prediction accuracy comparing with labeling with Top-1 beam ID. 
· evaluation results from [one source: China Telecom] show that for beam pair prediction with Set B is ¼ Set A, with Top-1 beam in Set A as the label, AI/ML can provide 15% higher beam prediction accuracy in terms of Top-1 beam prediction accuracy comparing to the one with all L1-RSRPs per beam of all the beams as the label with comparable model complexity. The average L1-RSRP difference is similar (about 0.4dB) in the two cases.
· evaluation results from [one source: vivo] show that for DL Tx beam prediction with Set B is ¼ of Set A, with Top-1 beam in Set A as the label, AI/ML can provide similar beam prediction accuracy in terms of Top-1 beam prediction accuracy comparing to the one with all L1-RSRPs per beam of all the beams as the label. Using Top-1 beam as the label can provide 2%/5% better performance for Top-2/-6 beam prediction. The average L1-RSRP difference is similar (about 1dB) in the two cases.
· evaluation results from [one source: vivo] show that for beam pair prediction with Set B is 1/16 of Set A, with Top-1 beam in Set A as the label, 2% beam prediction accuracy degradation in terms of Top-1 beam prediction accuracy is achieved comparing to the one with all L1-RSRPs per beam of all the beams as the label.
· evaluation results from [one source: ZTE] show that for Tx beam prediction with Set B is 1/4 of Set A or 1/8 of Set A or 1/16 of Set A, with Top-1 beam in Set A as the label, AI/ML can provide comparable or up to 7% higher beam prediction accuracy in terms of Top-K (K=1, 2, 4) beam prediction accuracy comparing to the one with all L1-RSRPs per beam of all the beams as the label with comparable model complexity. However, the performance of average L1-RSRP difference of Top-1 predicted beam and beam prediction accuracy with 1dB margin for Top-1 beam is comparable or better with all L1-RSRPs per beam of all the beams as the label.
· Evaluation results from [one source: MediaTek] show that for Tx beam prediction with Set B is 1/2 Set A, with Top-1 beam in Set A as the label, AI/ML can provide <1% higher beam prediction accuracy in terms of Top-K (K=1,2,3) beam prediction accuracy comparing to the one with all L1-RSRPs per beam of all the beams as the label with comparable model complexity. With Set B is 1/4 Set A and 1/8 Set A and Top-1 beam in Set A as the label, AI/ML can provide 10-18% higher beam prediction accuracy in terms of Top-K (K=1,2,3) beam prediction accuracy comparing to the one with all L1-RSRPs per beam of all the beams as the label with comparable model complexity.
In addition, [1 source: OPPO] show good performance with Top-K beam(pair)s in Set A and the corresponding L1-RSRPs as the label (Option 2b) can be achieved with two separate AI models. In the evaluation, one classification model (with Top-1/K beam(s) in Set A as the label(s)) is used to predict the Top-1/K beam and another regression model (with L1-RSRP(s) of Top-1/K beam(s) in Set A as the label(s)) is used to predict L1-RSRP(s).
Note: The performance for beam predication accuracy with AI/ML may also depend on some other aspects, e.g., model training parameters, loss function corresponding to a certain KPIs. 
· Note that ideal measurements are assumed
· Beams could be measured regardless of their SNR.
· No measurement error.
· Measured in a single-time instance (within a channel-coherence time interval).
· No quantization for the L1-RSRP measurements.
· No constraint on UCI payload overhead for full report of the L1-RSRP measurements of Set B for NW-side models are assumed. 

	Companies
	Comments or updates

	FL
	There is not much results. However, since there are proposals and some results, and since this is related to data collection with potential spec impact. 
It is encouraged companies to run the simulation, to show the different results from the observations if you believe so. Then we can further discuss the change on the main bullet. 

	vivo
	This is to add the following simulation results from vivo.
Label options:
· Option 1a: Top-1 beam(pair) in Set A
· Option 2a: L1-RSRPs per beam of all the beams(pairs) in Set A 
[image: ]
· evaluation results from [one source: vivo] show that for DL Tx beam prediction with Set B is ¼ of Set A, with Top-1 beam in Set A as the label, AI/ML can provide similar beam prediction accuracy in terms of Top-1 beam prediction accuracy comparing to the one with all L1-RSRPs per beam of all the beams as the label. [The average L1-RSRP difference is [similar (about 1dB)] in the two cases.]

[image: ]
evaluation results from [one source: vivo] show that for beam pair prediction with Set B is 1/16 of Set A, with Top-1 beam in Set A as the label, 2% beam prediction accuracy degradation in terms of Top-1 beam prediction accuracy is achieved comparing to the one with all L1-RSRPs per beam of all the beams as the label. 

	QC
	As we had mentioned before, the difference in Top-1 beam prediction performance may be simply due to different choices for AI/ML models (e.g., in terms of complexity) or different choices of loss function for classification versus regression models. It is somewhat counterintuitive that we get a worse performance in spite of providing more information. Also, this is talking solely about only providing the top-1 beam (pair) as the label, and not the top-k beams (pairs). So, the performance in terms of top-k beam prediction may actually be quite different, but the wording of the observation does not reflect this. 
FL1: I fully respect the potential impact. It will be good if you can show some results. Then we can make the main part more soft. Also, pls check the updated wording with vivo’s reuslts

	Ericsson
	Same as QC, we think this observation provides the perception that we did not select the proper models in our evaluations. Providing more information should not downgrade the performance.
FL1: I fully respect the potential impact. It will be good if you can show some results. Then we can make the main part more soft. Also, pls check the updated wording with vivo’s reuslts

	ZTE
	Please also add ZTE’s simulation results as follows.
· Tx beam prediction: Set B is ¼ Set A
	Cases
	label
	Average L1-RSRP difference of Top-1 predicted beam
	Beam prediction accuracy with 1dB margin for Top-1 beam
	Beam prediction accuracy for Top-K beam

	Classification model
	Top-1 beam (pair) in Set A
	0.898
	87.8%
	Top-1: 85.24%
Top-2: 92.20%
Top-4: 95.10%

	Regression model
	all L1-RSRPs per beam of all the beams
	0.593
	90.32%
	Top-1: 81.22%
Top-2: 90.44%
Top-4: 96.06%



· Tx beam prediction: Set B is 1/8 Set A
	Cases
	label
	Average L1-RSRP difference of Top-1 predicted beam
	Beam prediction accuracy with 1dB margin for Top-1 beam
	Beam prediction accuracy for Top-K beam

	Classification model
	Top-1 beam (pair) in Set A
	2.422
	71.18%
	Top-1: 64.78%
Top-2: 79.90%
Top-4: 91.20%

	Regression model
	all L1-RSRPs per beam of all the beams
	2.015
	72.60%
	Top-1: 60.08%
Top-2: 75.04%
Top-4: 88.40%



· Tx beam prediction: Set B is 1/16 Set A
	Cases
	label
	Average L1-RSRP difference of Top-1 predicted beam
	Beam prediction accuracy with 1dB margin for Top-1 beam
	Beam prediction accuracy for Top-1 beam

	Classification model
	Top-1 beam (pair) in Set A
	6.082
	46.86%
	Top-1: 39.98%
Top-2: 58.42%
Top-4: 76.30%

	Regression model
	all L1-RSRPs per beam of all the beams
	5.692
	44.66%
	Top-1: 33.94%
Top-2: 51.26%
Top-4: 71.50%



· evaluation results from [one source: ZTE] show that for beam pair prediction with Set B is 1/4 of Set A or 1/8 of Set A or 1/16 of Set A, with Top-1 beam in Set A as the label, AI/ML can provide comparable or [up to 7%] higher beam prediction accuracy in terms of Top-K (K=1, 2, 4) beam prediction accuracy comparing to the one with all L1-RSRPs per beam of all the beams as the label with comparable model complexity. However, the performance of average L1-RSRP difference of Top-1 predicted beam and beam prediction accuracy with 1dB margin for Top-1 beam is comparable or better with all L1-RSRPs per beam of all the beams as the label.

	OPPO
	Thanks to FL for collecting the results and make fair and accurate observations between different models with different labeling methods.
First, we agree that predicted L1-RSRP(s) are useful information at least to NW-side. 
Second, in addition to the classification model (for beam (pair) prediction), it seems that the supplementary part of the model is untouched. That’s another regression model which could predict Top-K L1-RSRPs associated with Top-K predicted beam(s) (pair(s)). 
· Option 2b: Top-K beam(pair)s in Set A and the corresponding L1-RSRPs 
Option 2b in previous agreement can serve as a good labeling method. Implementation-wise, the classification model and regression model can be merged into one bigger single model.   
In a short summary, without L1-RSRPs of full Set A, another regression model (e.g. based on Option 2b) can also predict Top-K L1-RSRPs associated with Top-K predicted beams (pairs). 
The following statement implies that only the regression model with full Set A as label can predict L1-RSRPs. But as we argued, another regression model with Option 2b as label can do the same as well. 
“However, the AI/ML model with all L1-RSRPs per beam of all the beams(pairs) in Set A as the label is able to predict L1-RSRP of predicted Top-1 or Top-K beams, which may be useful for NW.”
FL3: pls check the updates

	Ericsson
	We can be ok with the following addition in red. 

At least for BMCase-1, in terms of beam prediction accuracy, evaluation results from [ 6 7 sources: MediaTek, OPPO, CMCC, Samsung, China Telecom, ZTE], Nokia show that an AI/ML model (e.g., classification model) with Top-1 beam(pair) in Set A as the label can provide better performance (e,g, 2~7% or 15%~22% higher for Top 1 beam prediction accuracy) than an AI/ML model (e.g., regression model) with all L1-RSRPs per beam of all the beams(pairs) in Set A as the label with the comparable model complexity and computation complexity. Some other evaluation results from [1 source: vivo] show that similar or slightly worse (e,g, 2% higher for Top 1 beam prediction accuracy)) can be achieved with an AI/ML model (e.g., classification model) with Top-1 beam(pair) in Set A as the label than an AI/ML model (e.g., regression model) with all L1-RSRPs per beam of all the beams(pairs) in Set A as the label. However, the AI/ML model with all L1-RSRPs per beam of all the beams(pairs) in Set A as the label is able to predict L1-RSRP of predicted Top-1 or Top-K beams, which may be useful for NW. Moreover, the AI/ML model with all L1-RSRPs per beam of all the beams(pairs) in Set A as the label includes the benefit in allowing to select the beams in set B after collecting the data. Further benefits when not only considering Top-1 as the label is the benefit of being able to calculate the Top-K (K>1) accuracy or accuracy within 1-dB margin during training. It would hence allow for designing a model that minimizes such metrics. In contrast to a Top-1 prediction model that only can optimize the top-1 prediction accuracy.
For the data collection for finetune and/or training, it needs much large overhead for all L1-RSRPs per beam of all the beams(pairs) in Set A as the label than with Top-1 beam(pair) in Set A as the label. [One source: OPPO] showed good performance with Top-K beam(pair)s in Set A and the corresponding L1-RSRPs as the label,. In the evaluation, one classification model (with Top-1/K beam(s) in Set A as the label(s)) is used to predict the Top-1/K beam and another regression model (with L1-RSRP(s) of Top-1/K beam(s) in Set A as the label(s)) is used to predict L1-RSRP(s).
· …….
· Note: Adding more information to an AI/ML model while training such as L1-RSRP information of all beams instead of only top-1 beam index should in general not degrade the prediction performance if model training parameters are selected properly. For example, by selecting a loss function that minimizes the Top-1 beam prediction accuracy directly without predicting intermediate L1-RSRP values.
FL4: I took some of your suggestion into considered. If we can extend the discussion to there. 
Also updated the results on Top-K beam

	FL5
	Please check the data
Especially, the Note proposed by Ericsson.

	Ericsson
	Updating the note to make it more clear. 
FL5: I still don’t think fed everything into AI will always led to good performance. Too many labels/information may divert attention from the goal we want to achieve eventually. Please check whether the further updates are fine or not.

	CATT
	We think one benefit of regression model is that it is possible to use L1-RSRP difference between measured RSRP and predicted RSRP of predicted Top-K beams as the performance monitoring metric to reduce the RS overhead. We suggest to add the following:

Furthermore, the AI/ML model with all L1-RSRPs per beam of all the beams(pairs) in Set A as the label makes it possible to use L1-RSRP difference between measured RSRP and predicted RSRP of predicted Top-K beams as the performance monitoring metric, which can reduce the RS overhead. For example, NW only needs to transmit the RS corresponding to the predicted Top-K beams instead of the whole Set A.

	FL5
	No analysis on pros/cons, just list results. 
Cleaned up the proposal. 



AI/ML model Generalization
Observation (Agreed)
The following generalization aspects were evaluated for BMCase-1 and/or BMCase-2,
· Scenarios
· Various deployment scenarios,
· e.g., UMa, UMi 
· e.g., 200m ISD or 500m ISD 
· [e.g., same deployment, different cells with different configuration/assumption]
· [FFS e.g., Carrier frequencies]
· Various outdoor/indoor UE distributions, e.g., 100%/0%, 20%/80%, and others
· Various UE mobility, 
· e.g., [3km/h], 30km/h, 60km/h and others
· Configurations (parameters and settings)
· Various UE parameters, 
· e.g., UE Rx beam codebook /panels, 
· e.g., UE antenna array dimensions
· Various gNB settings, 
· e.g., DL Tx beam codebook
· e.g. various Set A of beam(pairs) 
· e.g., gNB antenna array dimensions
· Various Set B of beam (pairs)

Companies have provided evaluation results which show that Case 3 and/or Case 2A can provide better performance than Case 2. In most of the cases/evaluations, Case 3 has performance degradation than Case 1. From the evaluation results [from 2 sources: Samsung, Nokia] for [scenario with various UE distribution], Case 3 may have similar or slightly higher performance than Case 1.
· [[For some cases], Case 2 have some performance degradation than Case 1 in most of the cases/ evaluations. In Case 2, AI/ML still can provide better performance (e.g. [>30%] of Top-1 beam prediction unless otherwise stated) than non-AI baseline option 2 (based on the measurements from Set B of beams):
· [For some cases], Case 2 have significant performance degradation than Case 1 in most of the cases/ evaluations. In Case 2, AI/ML still can provide comparable or worse performance (e.g., [<30%] of Top-1 beam prediction unless otherwise stated) than non-AI baseline option 2 (based on the measurements from Set B of beams)]
· Note: the following are assumed in the simulation unless otherwise stated
· For DL Tx beam prediction, the measurements from best Rx beam are used.
· Fixed Set B pattern.
· Without UE Rotation.
· Beams could be measured regardless of their SNR.
· No measurement error.
· Measured in a single-time instance (within a channel-coherence time interval).
· No quantization for the L1-RSRP measurements.
· No constraint on UCI payload overhead for full report of the L1-RSRP measurements of Set B for NW-side models are assumed. 
· Observations are applicable for both Tx beam and beam pair.
· The evaluation results are from BM-Case 1 and similar observation are expected for BM-Case 1 when Set B is different from Set A. 

	Companies
	Comments or updates

	FL
	The above observation to be updated by the following:  

	
	




(adjusted and pls check)Proposed Observation (generalization result, FFS)
The following generalization aspects were evaluated for at least BMCase-1 when Set B is a subset of Set A (and BMCase-2 if stated),
· Scenarios
· Various deployment scenarios,
· e.g., UMa, UMi 
· e.g., 200m ISD or 500m ISD 
· Various outdoor/indoor UE distributions, e.g., 100%/0%, 20%/80%, and others
· Various UE mobility (for BMCase-2 only), 
· e.g., 30km/h, 60km/h and others
· Configurations (parameters and settings)
· Various UE parameters, 
· e.g., UE codebook 
· e.g., UE antenna array dimensions
· e.g., UE Rx assumption for DL Tx beam prediction 	Comment by FL-0822: This depends on whether the newly added part is ok or not
· Various gNB settings, 
· e.g., DL Tx beam codebook
· e.g., gNB antenna array dimensions
· Various Set A of beam(pairs) 
· Various Set B of beam (pairs)

Note that, in the following evaluation, model switching is not evaluated for generalization performance. 
Companies have provided evaluation results which show that Case 3 and/or Case 2A can provide better performance than Case 2. In most of the cases/evaluations, Case 3 has performance degradation than Case 1. From the evaluation results from [2 sources: Samsung, Nokia] for scenario with various UE distribution, Case 3 may have similar or slightly higher performance than Case 1.
· (A) [For some cases], Case 2 have some performance degradation than Case 1 in most of the cases/evaluations. In Case 2, AI/ML still can provide better performance (e.g. >30% of Top-1 beam prediction unless otherwise stated) than non-AI baseline option 2 (based on the measurements from Set B of beams):
· For various deployment scenarios: UMa/UMi (with the assumption of same down tilt, NLOS probability, same or different ISD, same or different antenna height) 
· (Case 2) For generalization Case 2 compared to Case 1, 
· With the assumption of same ISD, antenna height and same NLOS probability for UMa/UMi, evaluation results from [4 sources: Futurewei, Fujitsu, OPPO, CEWiT] show less than 5% degradation, evaluation results from [4 sources: Ericsson, MediaTek, Lenovo, LG, vivo (13%, same ISD, different antenna heights and NLOS probabilities)] show 5%~10% degradation 	Comment by FL-0822: Re-organized
· wherein [1 source: Ericsson] assumed different UE distribution with same ISD, antenna height, its results show 5%~17% and less than 5% degradation for 100% outdoor UE and 80%/20% in/outdoor UE, respectively, for different combinations of Set B and Set A (i.e., different ratio of Set B/Set A and Set B could be either subset of Set A or different from Set A) for Top-1 beam prediction accuracy, for DL Tx beam prediction. 
· With the assumption of different antenna height for UMa/UMi, 
· evaluation results from [1 source: CATT] show about 13% degradation for Top-1 beam prediction accuracy, for DL Tx beam prediction with same ISD
· evaluation results from [1 source: Xiaomi] show 16%, and 18% degradation for Top-1 beam prediction accuracy, for DL Tx beam and beam pair prediction respectively, with different ISD
· With the assumption of different ISD, antenna height, down tilt and NLOS probability as defined in TR 38.901 for UMa/UMi, evaluation results from [3 sources: Qualcomm, Samsung, Spreadtrum] show 20%~35% degradation for Top-1 beam prediction accuracy compared to Case 1, for DL Tx beam and/or beam pair prediction.	Comment by FL-0822: Consider to move this to another category. 
· (Case 3) For generalization Case 3 compared to Case 1, the evaluation results from [5 4 sources: CATT, Qualcomm, Samsung, Lenovo, Fujitsu, LG, vivo (less than 1%)] show less than 5% degradation, and the evaluation results from [1 source: xiaomi] show 8% degradation for Top-1 beam prediction accuracy, for DL Tx beam and/or beam pair prediction.
· wherein [1 source: xiaomi] assumed different ISD and antenna height and the results show about 8% degradation for Top-1 beam prediction accuracy for both DL Tx beam and beam pair prediction. 
· For various deployment scenarios: ISD 200m/ISD 500m
· (Case 2) For generalization Case 2 compared to Case 1, evaluation results from [2 sources: Fujitsu, CATT, vivo] show about 1%~2% degradation, evaluation results from [2 sources: Lenovo, Nokia] show ~9% degradation for Top-1 beam prediction accuracy for DL Tx beam and/or beam pair prediction.
· (Case 3) For generalization Case 3 compared to Case 1, the evaluation results from [1 source: Nokia] show slightly better (1%~2% for Top-1 beam prediction accuracy) performance compared to Case 1 with triple size of training data for DL Tx beam prediction, and, the evaluation results from [1 source: Fujitsu] show about 1% degradation on Top-1 beam prediction accuracy for beam pair prediction with the same size of training data.

· For various deployment scenarios: 100% outdoor/20%outdoor
· (Case 2) For generalization Case 2 compared to Case 1, evaluation results from [3 sources: Fujitsu, Nokia, Interdigital, vivo (1.8%-5%)] show less than 3% degradation, evaluation results from [5 sources: Ericsson, CEWiT, CATT] show 5%~10% degradation, evaluation results from [2 sources: xiaomi, ZTE, DoCoMo] show 10%~25% degradation for Top-1 beam prediction accuracy for DL Tx beam and/or beam pair prediction.
· In addition, [1 source: Samsung] evaluated the scenario with 80% outdoor/20% outdoor, and its evaluation results show about 20% degradation for Top-1 beam prediction accuracy for DL Tx beam prediction.
· In addition, [1 source: MediaTek] evaluated the scenario with 100% outdoor/0% outdoor, and its evaluation results show 10%~25% degradation for Top-1 beam prediction accuracy for DL Tx beam prediction.
· In addition, evaluation results from [1 source: InterDigital] show that the performance degradation becomes larger with smaller ratio of Set B/Set A. 
· wherein, [1 source: Ericsson] evaluated the scenario with ISD=200 in UMa for different combinations of Set B and Set A (i.e., different ratio of Set B/Set A and Set B could be either subset of Set A or different from Set A) and the results show 10%~17% degradation for Top-1 beam prediction accuracy for DL Tx beam prediction.  
· (Case 2A) For generalization Case 2A compared to Case 1, evaluation results from [1 source: Ericsson] show 1%~6% degradation for Top-1 beam prediction accuracy for DL Tx beam prediction.
· wherein, [1 source: Ericsson] evaluated the scenario ISD=200 in UMa for different number of epochs and number of data used for finetuning and the results show 1%~6% degradation for Top-1 beam prediction accuracy for DL Tx beam prediction. 
· In addition, [1 source: Samsung] evaluated the scenario with 80% outdoor/20% outdoor, and its evaluation results show 3%~8% degradation for Top-1 beam prediction accuracy for DL Tx beam prediction.
· (Case 3) For generalization Case 3 compared to Case 1, the evaluation results from [3 sources: ZTE, Fujitsu vivo (about 1%)] show less than 2% degradation, and the evaluation results from [2 source: DoCoMo, xiaomi] show 10% degradation for Top-1 beam prediction accuracy compared to Case 1. However, the evaluation results from [1 source: Nokia] show slightly better (about 1% for Top-1 beam prediction accuracy) performance compared to Case 1 with double size of training data. 
· In additional, [1 source: Samsung] evaluated the scenario with 80% outdoor/20% outdoor, and its evaluation results show slightly better (about 4% for Top-1 beam prediction accuracy) performance compared to Case 1 with same training data size for DL Tx beam prediction.
In additional, the evaluation results from [1 source: CATT] show that for generalization from 100% outdoor to 20% outdoor, 7% degradation for Top-1 beam prediction accuracy compared to Case 1. For generalization from 20% outdoor to 100% outdoor, about 4% degradation for Top-1 beam prediction accuracy compared to Case 1.

· For DL Tx beam prediction only, for various UE Rx beam assumptions: Best Rx beam/Specific Rx beam/Quasi-Rx beam, 
· (Case 2) For generalization Case 2 compared to Case 1, for Top-1 beam prediction accuracy
· evaluation results from [1 source: MediaTek] show about 8 % degradation when UE Rx beam assumption is Quasi-Rx beam in Configuration #A, and best Rx beam in Configuration #B. On the other hand, about 6 % improvement has been observed with best Rx beam assumption in Configuration #A, and Quasi-Rx beam assumption in Configuration #B (with the Quasi- Rx beam assumption as the best Rx beams obtained from previous exhaustive sweeping (one shot in 20ms ago) over all beams in Set A.
· evaluation results from [1 source: CATT] show about 17% degradation when using model trained with best Rx beam assumption and performing inference with random Rx beam assumption, and about 55% degradation when using model trained with random Rx beam assumption and performing inference with best Rx beam assumption 
· (Case 3) For generalization Case3 compared to Case 1, for Top-1 beam prediction accuracy
· evaluation results from [1 source: CATT] show about 4% degradation when using model trained with mixed data and performing inference with random Rx beam assumption, and about 16% degradation when using model trained with mixed data and performing inference with best Rx beam assumption 

· For DL Tx beam prediction only, for various UE parameters: e.g., different UE codebooks, and/or e.g., different UE antenna array dimensions
· (Case 2) For generalization Case 2 compared to Case 1, for Top-1 beam prediction accuracy
· evaluation results from [2 sources: Ericsson, Nokia] show less than 1% performance with different UE codebooks.
· evaluation results from [1 source: Qualcomm] show about 4% degradation, with different UE codebook, different number of Rx elements and panel location. 
· evaluation results from [1 source: Samsung] show about 10% degradation with both different number of UE Rx beams, different number of Rx elements, and about 5% degradation with both different number of UE Rx beams (where in Configuration #A, UE Rx beams are subset of UE Rx beams in Configuration #B), and same number of Rx elements,
· (Case 3) For generalization Case 3 compared to Case 1, the evaluation results from [1 source: Qualcomm] show 1~2.5% degradation with different number of UE Rx beams, different number of Rx elements and panel location, and evaluation results from [1 source: Samsung] show about 7.5% degradation with both different number of UE Rx beams, different number of Rx elements, for Top-1 beam prediction accuracy.

· For beam pair prediction only, for various UE parameters: e.g., different number of UE codebooks when inference using a subset of Rx beams of training
· (Case 2) For generalization Case 2 compared to Case 1, evaluation results from [two sources: OPPO, Xiaomi] show 2%~15% degradation Top-1 beam prediction accuracy
· Wherein, evaluation results from [1 source: Xiaomi] show 2% with UE codebooks different for Top-1 beam prediction accuracy based on the assumption that training by 8 Rx beam and inference by 4 of 8 Rx beam.
· Wherein, evaluation results from [1 source: OPPO] show 15% degradation with UE codebook is different for Top-1 beam prediction accuracy based on the assumption that training by 4 Rx beam and inference by 2 of 4 Rx beam.


	Companies
	Comments or updates

	FL
	For (A), companies are invited to comments and update the results.  

	Xiaomi
	· For Uma/Umi, wherein [1 source: xiaomi] assumed different ISD and antenna height for UMa/UMi, and its results show [16%, and 189%] degradation for Top-1 beam prediction accuracy, for DL Tx beam and beam pair prediction respectively.
· For 100% outdoor/20% outdoor, please remove Xiaomi from the sub-bullet from the first sub-bullet
· [67 sources: InterDigital, ZTE, Xiaomi, Samsung, Ericsson, Intel, CEWiT, Nokia] observed [7% ~17%] beam prediction accuracy difference for Top-1 beam (pair).
· 


	QC
	· We suggest the FL to state the definitions related to different generalization cases (e.g., in the beginning of this section) for easier reference.
· FL1: what kind of definition? 
· It needs to be elaborated whether the results are for BM-Case1 or BM-Case2 for all categories.
· FL1: although, most of the results are for BMCase 1, it should be able to also apply to BMCase 2 when Set B is different from Set A. I made some update at very beginning, pls check if you are fine or not. 
· Whether to categorize various deployment scenarios (UMa/UMi) under “some performance degradation” is questionable, given different observations across companies. The reason for such different observations is at least partially due to the underlying assumptions. The ISD, antenna height, etc. associated with the two deployments are inherently different and assuming they are the same would lead to misinterpretation. As it is seen in the companies’ results, those who have assumed different parameters (ISD, antenna height, etc. according to 38.901) have more severe performance degradation.
· FL1: let first collect the results then to see whether/how to separate them. I agree with your assessment. 
· (Case 1) results are only recited for “100% outdoor/20%outdoor”, but the takeaway message regarding “generalization” is not clear, for Case 1. The intent of the message conveyed by this statement is not clear. To put it in perspective, is it reasonable to say Case 1 generalization for UMi is better than Case 1 generalization for UMa, or vice versa? Even if we find similar results across companies and claim this, what is the takeaway? This seems like comparing apples to oranges.
· FL1: deleted: in my understanding, 20% outdoor already Case 3, mixing
· Perhaps it is better to describe the generalization settings as “generalization Case 1” rather than Case 1, as we do for other settings like Setting Case A/B/B+, etc.
· FL1: no case 1 left now

	FL2
	Clean up a little bit. 
For MTK’s proposal, I’d like to here more views. 

	CATT
	We have updated our results. The results of different Rx beam assumptions are also added. 
To FL:
The performance degradation is more obvious for generation from random Rx beam to best Rx beam, maybe these results can also be moved to the sets “Case 2 have significant performance degradation than Case 1”.


	Spreadtrum
	Please see the following update:
· (A) [For some cases], Case 2 have some performance degradation than Case 1 in most of the cases/evaluations. In Case 2, AI/ML still can provide better performance (e.g. [>30%] of Top-1 beam prediction unless otherwise stated) than non-AI baseline option 2 (based on the measurements from Set B of beams):
· For various deployment scenarios: UMa/UMi
· (Case 2) For generalization Case 2 compared to Case 1, evaluation results from [5 sources: Futurewei, CATT, Fujitsu, OPPO, CEWiT] show [less than 5%] degradation, evaluation results from [4 sources: Ericsson, MediaTek, Lenovo, LG] show [5%~10%] degradation, evaluation results from [2 sources: MediaTek, xiaomi] show [10%~20%] degradation, evaluation results from [2 3 sources: Qualcomm, Samsung, Spreadtrum] show [20%~35%] degradation for Top-1 beam prediction accuracy compared to Case 1, for DL Tx beam and/or beam pair prediction.
· wherein [2 3 sources: Samsung, Qualcomm, Spreadtrum] assumed different ISD, antenna height, down tilt and NLOS probability as defined in TR 38.901 for UMa/UMi, and its results show [20%~35%] degradation for Top-1 beam prediction accuracy, for DL Tx beam prediction. 

	Xiaomi3
	For various deployment scenarios: 100% outdoor/20%outdoor, case 3, move Xiaomi into right place.


	CATT2
	For various deployment scenarios: 100% outdoor/20%outdoor, we add CATT results for Case 3.

	Fujitsu
	We have updated the results for different ISD parameters.
For various deployment scenarios: ISD 200m/ISD 500m,
(Case 2) For generalization Case 2 compared to Case 1, the evaluation results show about 2% degradation on Top-1 beam prediction accuracy for beam pair prediction.
(Case 3) For generalization Case 3 compared to Case 1, the evaluation results show about 1% degradation on Top-1 beam prediction accuracy for beam pair prediction with the same size of training data.
FL3: updated

	vivo
	Update vivo results
For various deployment scenarios: UMa/UMi
·  (Case 2) For generalization Case 2 compared to Case 1, evaluation results from [4 sources: Futurewei,  Fujitsu, OPPO, CEWiT] show [less than 5%] degradation, evaluation results from [4 sources: Ericsson, MediaTek, Lenovo, LG] show [5%~10%] degradation, evaluation results from [3 sources: MediaTek, Xiaomi, CATT, vivo (13%, same ISD, different antenna heights and NLOS probabilities)] show [10%~20%] degradation, evaluation results from [3 sources: Qualcomm, Samsung, Spreadtrum] show [20%~35%] degradation for Top-1 beam prediction accuracy compared to Case 1, for DL Tx beam and/or beam pair prediction.
…
· (Case 3) For generalization Case 3 compared to Case 1, the evaluation results from [5 sources: CATT, Qualcomm, Samsung, Lenovo,Fujitsu, LG, vivo (less than 1%)] show [less than 5%] degradation, and the evaluation results from [1 source: xiaomi] show [8%] degradation for Top-1 beam prediction accuracy, for DL Tx beam and/or beam pair prediction.
…
For various deployment scenarios: ISD 200m/ISD 500m
· (Case 2) For generalization Case 2 compared to Case 1, evaluation results from [2 sources: Fujitsu, CATT, vivo] show [similar or about 1%] degradation, evaluation results from [2 sources: Lenovo, Nokia] show [~9%] degradation for Top-1 beam prediction accuracy for DL Tx beam and/or beam pair prediction.
· (Case 3) For generalization Case 3 compared to Case 1, the evaluation results from [1 source: Nokia] show slightly better ([1%~2%] for Top-1 beam prediction accuracy) performance compared to Case 1 with triple size of training data for DL Tx beam prediction.
· For various deployment scenarios: 100% outdoor/20%outdoor
· (Case 2) For generalization Case 2 compared to Case 1, evaluation results from [3 sources: Fujitsu,  Nokia, Interdigital, vivo (1.8%-5%)] show [less than 35%] degradation, evaluation results from [5 sources: Ericsson, CEWiT, CATT] show [5%~10%] degradation, evaluation results from [2 sources: xiaomi, ZTE, DoCoMo] show [10%~25%] degradation for Top-1 beam prediction accuracy for DL Tx beam and/or beam pair prediction.
…
· (Case 3) For generalization Case 3 compared to Case 1, the evaluation results from [4 sources: xiaomi, ZTE, Fujitsu, vivo (<=1.5%)] show [less than 2%] degradation, and the evaluation results from [1 source: DoCoMo] show [10%] degradation for Top-1 beam prediction accuracy compared to Case 1. However, the evaluation results from [1 source: Nokia] show slightly better ([about 1%] for Top-1 beam prediction accuracy) performance compared to Case 1 with double size of training data. 



	NTT DOCOMO4
	Thanks FL for the reminding. We have found some duplicate results in the excel sheet UE distribution in BMCase1_Generalization(Pair) (v015 FW3_Mod3). The results on line 23-28 is our results, but the results on line 36-40 should have been removed. Please ignore/remove it.
With our results, we would like to modify the following observation as highlighted in red:
· For various deployment scenarios: 100% outdoor/20%outdoor	Comment by Feifei Sun: @all, if your assumptions are not the same, please clarify it. 
· (Case 2) For generalization Case 2 compared to Case 1, evaluation results from [3 sources: Fujitsu,  Nokia, Interdigital] show [less than 3%] degradation, evaluation results from [5 sources: Ericsson, CEWiT, CATT] show [5%~10%] degradation, evaluation results from [23 sources: xiaomi, ZTE, DoCoMo] show [10%~2534%] degradation for Top-1 beam prediction accuracy for DL Tx beam and/or beam pair prediction.


	QC3
	Some of the earlier comments have not been incorporated:
· It needs to be elaborated whether the results are for BM-Case1 or BM-Case2 for all categories.
· Whether to categorize various deployment scenarios (UMa/UMi) under “some performance degradation” is questionable, given different observations across companies. The reason for such different observations is at least partially due to the underlying assumptions. The ISD, antenna height, etc. associated with the two deployments are inherently different and assuming they are the same would lead to misinterpretation. As it is seen in the companies’ results, those who have assumed different parameters (ISD, antenna height, etc. according to 38.901) have more severe performance degradation.

FL5: all the results are for BMCase1, the results for BMCase 2 are stated. Everything will go together with main bullet, which have explicitly list.  




· (B) [For some cases], Case 2 have significant performance degradation than Case 1 in most of the cases/ evaluations. In Case 2, AI/ML still can provide comparable or worse performance (e.g., <30% of Top-1 beam prediction unless otherwise stated) than non-AI baseline option 2 (based on the measurements from Set B of beams)
· For various deployment scenarios: UMa/UMi (With the assumption of different ISD, antenna height, down tilt and NLOS probability) 
· (Case 2) For generalization Case 2 compared to Case 1, evaluation results from [3 sources: Qualcomm, Samsung, Spreadtrum] show 20%~35% degradation for Top-1 beam prediction accuracy compared to Case 1, for DL Tx beam and/or beam pair prediction.
· (Case 3) For generalization Case 3 compared to Case 1, the evaluation results from [2 sources: Qualcomm, Samsung] show less than 5% degradation,
· With various configurations (parameters and settings): different gNB antenna array dimensions, and/or DL Tx beam codebook 
· Note: different DL Tx beam codebooks will result in various Set A of beam(pairs) 
· (Case 2) For generalization Case 2 compared to Case 1, evaluation results from [1 source: vivo, Apple] show 15%~40% degradation, evaluation results from [5 sources: Nokia, Qualcomm, Lenovo, MediaTek] show 30%~50% degradation, evaluation results from [2 sources: Samsung, Fujitsu, ZTE, vivo] show about 60% degradation, for Top-1 beam prediction accuracy for DL Tx beam and/or beam pair prediction. [One source: Apple] shows BM-AI can perform worse than the conventional approach’s with mismatched set A design.
· Wherein [1 source: vivo] show 15%-40% degradation for Top-1 beam accuracy assuming same DL Tx codebook (pointing angles) and different beam width, and 50%-60% degradation for Top-1 beam accuracy assuming different DL Tx codebooks (pointing angles) and same beam width for Tx beam and pair prediction
· wherein [2 source: Samsung, ZTE] assumed different Tx beam codebooks have different horizontal angles but the same gNB array/beamwidth and the results show about 56% degradation for Top-1 beam prediction accuracy with same training data size for DL Tx beam prediction. 
· wherein [1 source: Fujitsu] assumed different Tx beam codebooks have different horizonal beam angles and the different gNB array/beamwidth and the results show about 57% degradation for Top-1 beam prediction accuracy with same training data size for beam pair prediction. 
· wherein [2 source: Qualcomm, MediaTek] assumed different Tx beam codebooks have the same beam pointing angles but have different beamwidth (due to different gNB array sizes) and the results show about 30% degradation for Top-1 beam prediction accuracy. 
· evaluation results from [1 source Apple] show mismatched set A design leads to performance worse than the conventional approach’s. And mismatched antenna element spacing leads to performance degradation : comparing GP Case 1 and GP Case 2 evaluation, with other factors being identical, in terms of the top-1 beam accuracy degrades substantially just due to mismatched antenna element spacing: from 73.9% to 34.2% at 4 beams in Set B, from 88.6% to 63.9% at 8 beams in set B, from 97.8% to 88.4% at 16 beams in set B.
· evaluation results from [5 sources: Qualcomm, Nokia, Lenovo, vivo, OPPO] show better performance than non-AI baseline option 2 (based on the measurements from Set B of beams). However, evaluation results from [3 4 sources: Samsung, Fujitsu, ZTE, Apple] similar or even worse performance than non-AI baseline option 2 (based on the measurements from Set B of beams). 
· (Case 2A) For generalization Case 2A compared to Case 1, evaluation results from [1 source: Samsung] show 16%~20% for Top-1 beam prediction accuracy for DL Tx beam prediction with the assumption that different Tx beam codebooks have different horizontal angles but the same gNB array/beamwidth.
· (Case 3) For generalization Case 3 compared to Case 1, the evaluation results from [5 sources: Nokia, Samsung, Fujitsu, ZTE, vivo] show less than 5% degradation, and the evaluation results from [2 sources: Qualcomm, Lenovo] show 10%~15% degradation for Top-1 beam prediction accuracy compared to Case 1. Evaluation results from [1 source: Apple] show there is 2%~32% degradation for Top-1 beam with 1 dB margin. 
· Wherein, [1 source: Nokia] assumes different beamwidth and double training data size 
· For Tx-Rx beam pair prediction only, for various UE parameters: e.g., different UE codebooks, and/or e.g., different UE antenna array dimensions
· Note: different UE Rx beam codebooks will result in various Set A of beam pairs for beam pair prediction 
· (Case 2) For generalization Case 2 compared to Case 1, evaluation results from [4 sources: Fujitsu, Samsung, ZTE, Ericsson] show large degradation (i.e., >40%) with different number of elements (different beamwidth) and different UE codebooks for Top-1 beam prediction accuracy. And evaluation results from [two sources: OPPO, Xiaomi] show 2%~15% degradation with UE codebook when inference using a subset of Rx beams of training Rx beams for Top-1 beam prediction accuracy	Comment by FL-0822: Mover to the other category.
· Wherein, evaluation results from [1 source: Ericsson] show 12% and 52% degradation with UE codebook is different for Top-1 beam prediction accuracy with 1x4 Rx beam and with 2x2 Rx beam pattern and 1x4 Rx beam respectively. 	Comment by FL-0822: 12% and 52% for what case is not so clear

· Wherein, evaluation results from [1 source: OPPO] show 15% degradation with UE codebook is different for Top-1 beam prediction accuracy based on the assumption that training by 4 Rx beam and inference by 2 of 4 Rx beam.
· Wherein, evaluation results from [1 source: Xiaomi] show 2% with UE codebooks different for Top-1 beam prediction accuracy based on the assumption that training by 8 Rx beam and inference by 4 of 8 Rx beam.
· (Case 3) For generalization Case 3 compared to Case 1, evaluation results from [1 source: Fujitsu, ZTE] show less than 5% degradation, and evaluation results from [1 source: Samsung] show 16%~26% degradation for Top-1 beam prediction accuracy, with different number of elements and/or different number of UE Rx

· For various Set B of beams: different fixed Set B pattern
· (Case 2) For generalization Case 2 compared to Case 1, evaluation results from [8 sources: Interdigital, vivo, Lenovo, CATT, Futurewei, Fujitsu, Apple, Nokia] show large degradation (i.e., >40%) with different Set B pattern (different number and/or same number different Set B pattern) for DL Tx beam prediction and/or beam pair prediction.
· evaluation results from [1 source: xiaomi] show 13~21% degradation with same evenly spaced in beam(pair) ID dimension without providing beam ID information as AI/ML inputs. 
· evaluation results from [1 source: Samsung] show 20%~40% degradation with different number of beams in Set B for BMCase-2
· evaluation results from [1 source: Apple] show the AI-BM performance can be worse than the conventional approach’s with mismatched set B design.
· (Case 3) For generalization Case 3 compared to Case 1, 
· evaluation results from [3 sources: Fujitsu, CATT, vivo] show less than or about 5% degradation.  
· evaluation results from [1 source: xiaomi] show 14% degradation without providing beam ID information as AI/ML inputs.  
· evaluation results from [1 source: Samsung] show 3%~10% degradation with different number of beams in Set B for BMCase-2 
· evaluation results from [1 source: Nokia] show 8-10% degradation with different Set B pattern.
	Companies
	Comments or updates

	FL
	For (B), companies are invited to comments and update the results.  

	Futurewei
	Our previous contribution has discussed results for generalization results when Set B patterns are different, and we will update the Excel file for “BMCase1_BeamPair_Generalization” accordingly We updated the proposed observation in the above accordingly.
FL1: thx.

	vivo
	Confirm that the capture of our results is correct.
FL1: Thx

	Xiaomi
	Please add Xiaomi’s evaluation result into the ‘different UE Rx beam’:
evaluation results from [1 source: Xiaomi] show [2%] with UE Rx beam book is different for Top-1 beam prediction accuracy based on the assumption that training by 8 Rx beam and inference by 4 of 8 Rx beam.

	
	· It needs to be elaborated whether the results are for BM-Case1 (also the sub-use cases: wide-to-narrow, Set B subset of Set A, if applicable) or BM-Case2 for all categories.
· FL1: updated in the very beginning. 
· For “different gNB antenna array dimensions, and/or DL Tx beam codebook”:
· For the fourth sub-bullet in (Case 2), what is the purpose in comparing to non-AI baseline option 2? The purpose of this observation is to talk about generalization performance for different defined Cases, so why are we comparing to non-AI baseline to begin with, and what is the intent?
· FL1: this is only to show how “worse”. And it was requested by other companies to compare with the non-AI baseline. therefore, I prefer to keep it. 
· If UE is aware of the difference in gNB codebook (e.g., through assistance information from NW), during data collection and inference, then we can essentially convert Case 2 to Case1. UE may train two different AI/ML models for the two different gNB codebooks during data collection, and can switch among those AI/ML models during inference, based on the assistance information from NW. So, we can get the performance of Case 1 (training and testing in the same scenario/configuration) if we have such assistance information from NW. As you know, the following was agreed in RAN1 #113:

Agreement
Regarding data collection for BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the benefits, necessity and potential specification impact of the following aspect on top of those we have agreed in previous meeting:
· Assistance information from NW to UE for UE data collection for categorizing the data for the purpose of differentiating characteristics of data
· The assistance information should preserve privacy/proprietary information.
FL1: I can clarify at the beginning; no model switching is considered if this make you feel better. (pls check the very begining) 
· Also, for Case 3, even if the collected data is mixed, if UE knows which codebook the collected data is associated with, it can capture and use this information during data collection and inference, and enhance the performance of Case 3, as we have in our evaluations for spatial beam prediction.
· FL1: I feel this can be implementation. If you want to clarify that the results are obtained with this kind of assumptions, it is welcomed. 
We suggest the above two aspects (conversion of Case 2 to Case 1 via assistance information from NW) and improvement of Case 3 performance given assistance information from NW to also be captured in the observations, particularly for different gNB codebooks.

	Fujitsu
	For the evaluation of beam pair prediction with different gNB antenna array dimensions, and/or DL Tx beam codebook, our simulations assume the beam angles and beam widths are different if the gNB antenna array dimensions are different.
· And the same assumptions are for the different UE Rx beam codebooks/panels, and/or e.g., different UE antenna array dimension. 
FL1: pls check the updates and help to fill in the number.

	CATT
	For Case 3 of different fixed Set B pattern, we change “less than 5%” to “less than or about 5%”, Our result is 6% degradation.

	vivo
	Update vivo results
· (Case 2) For generalization Case 2 compared to Case 1, evaluation results from [3 source: vivo, OPPO] show [4%~10%] degradation, evaluation results from [4 sources: Nokia, Qualcomm, Lenovo, MediaTek, vivo(15% - 60%, see details below)] show [3015%~5060%] degradation, evaluation results from [2 sources: Samsung, Fujitsu, ZTE] show [about 60%] degradation, for Top-1 beam prediction accuracy for DL Tx beam and/or beam pair prediction.
· wherein [3 source: vivo, OPPO] assumed one Tx beam codebook is a subset of the other Tx beam codebook with same or different gNB antenna array/ beamwidth, and the results show [4%~10%] degradation for Top-1 beam prediction accuracy for DL Tx beam and beam pair beam prediction, wherein, [1 source: vivo] assumed random Set B pattern for beam pair prediction. 
· Wherein [1 source: vivo] showed 15%-40% degradation for Top-1 beam accuracy assuming same DL Tx codebook (pointing angles) and different beam width, and 50%-60% degradation for Top-1 beam accuracy assuming different DL Tx codebooks (pointing angles) and same beam width
…
· (Case 3) For generalization Case 3 compared to Case 1, the evaluation results from [4 sources: Nokia, Samsung, Fujitsu, ZTE, vivo] show [less than 5%] degradation, and the evaluation results from [2 source: Qualcomm, Lenovo] show [10%~15%] degradation for Top-1 beam prediction accuracy compared to Case 1. 
…
· For various Set B of beams: different fixed Set B pattern
· (Case 3) For generalization Case 3 compared to Case 1, 
· evaluation results from [2 sources: Fujitus, CATT, vivo (<=1%)] show [less than or about 5%] degradation.  
· evaluation results from [1 source: xiaomi] show [14%] degradation without providing beam ID information as AI/ML inputs.  
· evaluation results from [1 source: Samsung] show [3%~10%] degradation with different number of beams in Set B for BMCase-2 


	Fujitsu 2
	For the different gNB antenna array dimensions, the updated wording and number are as following.
· With various configurations (parameters and settings): different gNB antenna array dimensions, and/or DL Tx beam codebook 
· (Case 2) For generalization Case 2 compared to Case 1,.....
· wherein [1 source: Fujitsu] assumed different Tx beam codebooks have different horizonal beam angles and the different gNB array/beamwidth and the results show [about 57%] degradation for Top-1 beam prediction accuracy with same training data size for DL Tx beam pair prediction. 
FL3: updated


	Ericsson
	Ok with the suggested rewording.



· (C) [For various UE mobility], different companies reported different observation for Case 2. In Case 2, AI/ML still can provide comparable or worse performance (e.g., <30% of Top-1 beam prediction unless otherwise stated) than non-AI baseline option 2 (based on the measurements from Set B of beams)]
· For various UE mobility for BMCase-2: e.g., 30km/h / 60km/h / 90km/h 120km/h
· (Case 2) For generalization Case 2 compared to Case 1, 
· evaluation results from [3 sources: Huawei/HiSi, InterDigital, OPPO] show significant degradation i.e., >30% in terms of Top 1 prediction accuracy, and evaluation results from [1 source: ZTE] show about 19%~49% degradation for prediction time 160ms~800ms. 
· evaluation results from [4 sources: Lenovo, Nokia, xiaomi, vivo] show >6% performance degradation in terms of Top 1 prediction accuracy and evaluation results from [3 sources: Samsung, CMCC, DOCOMO] show about 10~18% degradation
· (Case 3) For generalization Case 3 compared to Case 1, for Top-1 beam prediction accuracy
· the evaluation results from [3 sources: Huawei/HiSi, OPPO, Samsung] show 3~7% degradation for Top-1 beam prediction accuracy
· the evaluation results from [1 source: ZTE] show 8~14% degradation for Top-1 beam prediction accuracy
· the evaluation results from [1 source: DOCOMO] show <17% degradation for Top-1 beam prediction accuracy by training with same size of training data mixed of 30km/h, 60km/h and 90km/h. 
· the evaluation results from [1 source: xiaomi] show about 1% degradation for Top-1 beam prediction accuracy for 30km/h and 60km/h, and show about 4%/8% degradation for Top-1 beam prediction accuracy for 30km/h and 90km/h.
· the evaluation results from [3 sources: Nokia, vivo, CMCC] show slightly better (1%~2% for Top-1 beam prediction accuracy) performance compared to Case 1 with double or triple size of training data for DL Tx beam prediction.
· Note: the following are assumed in the simulation unless otherwise stated
· For DL Tx beam prediction, the measurements from best Rx beam are used.
· Fixed Set B pattern.
· Without UE Rotation.
· Beams could be measured regardless of their SNR.
· No measurement error.
· Measured in a single-time instance (within a channel-coherence time interval).
· No quantization for the L1-RSRP measurements.
· No constraint on UCI payload overhead for full report of the L1-RSRP measurements of Set B for NW-side models are assumed. 
· Observations are applicable for both Tx beam and beam pair.
· The evaluation results are from BM-Case 1 and similar observation are expected for BM-Case 1 when Set B is different from Set A. 

	Companies
	Comments or updates

	FL
	For (A), companies are invited to comments and update the results.  

	vivo
	We would like to add our results and suggestions to capture it. 
· (Case 2) For generalization Case 2 compared to Case 1, 
· evaluation results from [1 sources: vivo] show [1~7%] performance degradation in terms of Top 1 prediction accuracy  (Close to Lenovo, Nokia, Xiaomi, which can be merged together in the range “>6%”)
· (Case 3) For generalization Case 3 compared to Case 1, for Top-1 beam prediction accuracy
· the evaluation results from [1 source: vivo] show slightly better ([1%~2%] for Top-1 beam prediction accuracy) performance compared to Case 1 with same size of training data for DL Tx beam prediction.  (Close to Nokia, which can be merged together)
FL1: updated. 

	Xiaomi
	Our evaluation results will be updated, please refer to the new filled results in the excel later, thanks. 

	QC
	As this is the final recommendation, we believe it should be conclusive and comprehensive. We cannot say that AI/ML may not generalize well (and hence it is not useful) for some settings (such as different gNB codebooks). This is one approach for generalization in which we consider a single AI/ML model and train and deploy it in different scenarios/configurations. If we see poor generalization (such as when the two scenarios/configurations are very different), we cannot claim that AI/ML cannot generalize well in these settings. For the example of different gNB codebooks, if UE is made aware of the change in different codebooks (e.g., through assistance information), we may be able to train two separate models for each scenario/configuration and use the appropriate AI/ML model during inference (based on assistance info from NW). Related agreement from RAN1 #113:

Agreement
Regarding data collection for BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the benefits, necessity and potential specification impact of the following aspect on top of those we have agreed in previous meeting:
· Assistance information from NW to UE for UE data collection for categorizing the data for the purpose of differentiating characteristics of data
· The assistance information should preserve privacy/proprietary information.

This would in essence change the performance of Case 2 to Case 1. As this is meant to be a comprehensive recommendation, it is important to elaborate these other aspects related to AI/ML generalization, as they impact the AI/ML performance.
FL1: got your concern. Hope explanations in the beginning can resolve the concern. 

	Xiaomi3
	Update xiaomi’s results for case 3
FL3: THX



(pls provide views) Proposed Observation (generalization observation, FFS)
(A) Based on the evaluation results, for both BMCase-1 and BM-Case 2 and both DL Tx beam prediction and Tx-Rx beam pair prediction, AI/ML (without considering model switching) can provide acceptable generalization performance with some performance degradation with unseen scenarios including various deployment scenarios and various outdoor/indoor UE distributions, various UE parameters( e.g., different UE codebooks, and/or e.g., different UE antenna array dimensions) (for DL Tx beam prediction). This may be because the beam correlation does not change much with the changes of those scenarios. However, when the beam correlation changed due to some settings, e.g., various gNB setting (for both DL Tx beam and beam pair prediction), various UE parameters (e.g., different UE codebooks) (for beam pair prediction only), various Set A patterns, various Set B patterns, various deployment scenarios(with the assumption of different ISD, antenna height, down tilt and NLOS probability) the AI/ML model trained with the data from one setting cannot generalize to another unseen setting. In order to let AI/ML model have seen the data from a new setting which causes beam correlation change, the AI/ML model can be trained with mixed data or finetuned with the data from the new setting to improve the generalization performance. 	Comment by FL-0822: I didn’t mention for pair prediction, when use subset of Rx beam, is because, this is not unseen scenarios
· Specially, for DL Tx beam prediction, AI/ML model can generalize to various UE parameters at least with the measurement from the best Rx beam. This may be because the correlation between DL Tx beams has limited impact with different UE parameters. 

(B) Different location of AI/ML model (e.g., NW side mode, or UE side mode) may have different generalization requirements:  
For NW side mode, 
· generalization performance with various gNB settings and Set B of beam(pairs) may not be required since the gNB settings are most likely to be fixed or limited to a given gNB (at least seen by AI/ML before)
· generalization performance with various UE parameters is acceptable for DL Tx beam prediction. However, for Tx-Rx beam pair prediction, to achieve a good generalization performance with various UE parameters, training with mixed data or finetuning is needed (to make the setting seen by AI/ML)	Comment by Feifei Sun: Personally, I feel this might be too strong.
I am not sure whether data augmentation can help in this case.
However, I haven’t seen any results for this. 
	Comment by Yu-Jen Ku: [MediaTek] This statement seems like by training with mixed data or finetuning, Tx-Rx beam pair prediction can achieve a good generalization performance. We have seen corresponding generalization Case3 results reported but no Case2A results. We are OK to keep “mixed data” but prefer to delete “finetuning” in this statement.
For UE side mode, 
· generalization performance with various UE parameters may not be required since the UE parameters are most likely to be fixed or limited to a given UE (at least seen by AI/ML before)
· to achieve a goodimprove generalization performance with different gNB setting or various Set B of beam(pairs), training with mixed data or finetuning is needed (to make the setting seen by AI/ML) not 

(C) For variable UE mobility, the collected data for training can be mixed and the generalization performance with mixed UE speeds is acceptable for BMCase 2.  

	Companies
	Comments or updates

	FL
	I think the above observation is benefit to draw final recommendation.  Please feel free to share your views/comments/proposed updates. (A), (B), (C) are separated for comments collection.  

	FL1
	Updated 

	FL2
	Please check MTK’s view on finetuning. 

	QC3
	For the first category, also the following is applicable: various UE parameters (for DL Tx beam prediction). Various deployment scenarios can not necessarily be put in the first category as we see significant performance degradation across UMi/UMa, for instance.
FL4: what is your first category? Is that possible for you to directly edit on the propsoal?
Isn’t it the case that we get the performance of Case 1 generalization if we do model switching? Why has it not been considered? We train and test on scenario/config.
FL4: I think this is an old discussion. We didn’t evaluate the performance on model switching. It may be possible. 

	FL5
	Please check whether configurations/scenarios needs to be added/modified.
Please check the highlight yellow part

	Apple
	Please check our evaluation results reported in http://10.10.10.10/ftp/RAN/RAN1/Inbox/drafts/9.2(FS_NR_AIML_air)/9.2.3.1/BM_eval_results/BMCase1_Generalization_beam/BMCase1_Generalization(beam)_202308_v018_Apple-Apple.xlsx

For generalization performance cases 1, 2 and 3. There can be still a large performance degradation with generalization performance case 3 compared with generalization performance case 1, with mixed set A design datasets , and mixed set B design datasets.

	FL5
	I made some further adjustment based on re-organize of results

	Apple
	For the general statemennt on UE-side model’s generalization, according to our evaluation, with generalization case 3, the performance is improved over generalization case 2 ‘s performance, but by no means “good”, if mismatched set A design for training datsets.

	QC5
	· Don’t agree with various deployment scenarios as having “some” performance degradation. For instance, if trained for UMi and deployed for inference in UMa, the performance degaradation may be considerable, based on our observations.
· As we are having a final recommendation, we should elaborate that when we say we have some performance degradation or significant performance degradation, which use case each one corresponds to. If we have not studied good generalization across various deployments for BM-Case2, we should not put it under the bucket of some or significant performance degradation.
· Also, as the final recommendation, essentially we can get the performance of generalization Case 1 with performing model switching (compared to generalization Case 2).  Therefore, we suggest the following update:

(B) Different location of AI/ML model (e.g., NW side mode, or UE side mode) may have different generalization requirements:  
For NW side mode, 
· generalization performance with various gNB settings and Set B of beam(pairs) may not be required since the gNB settings are most likely to be fixed or limited to a given gNB (at least seen by AI/ML before)
· generalization performance with various UE parameters is acceptable for DL Tx beam prediction. However, for Tx-Rx beam pair prediction, to achieve a good generalization performance with various UE parameters, training with mixed data is needed training with mixed data may help with generalization performance (to make the setting seen by AI/ML)
For UE side mode, 
· generalization performance with various UE parameters may not be required since the UE parameters are most likely to be fixed or limited to a given UE (at least seen by AI/ML before)
to improve For generalization performance with different gNB settings or various Set B of beam(pairs), training with mixed data, or finetuning, or model switching is needed may help with generalization performance (to make the setting seen by AI/ML)



LCM (FFS)
1.10.1 Any new results for LCM?

	Companies
	Comments or updates

	FL
	Alt 3 and Alt 4, we may be able to have some simulation.  If we can map to predicted L1-RSRP error to beam prediction accuracy. 
For Alt 3, or other than Alt 3, the output of classification model, confidence may also give us some information. I am not sure whether this can be used to determinate LCM/performance monitoring in real time. 
For Alt3, how to analyze based on input data, pls check R1-2304749.


	
	



Others 
1.10.2 Beam management procedure (FFS)

Observations/proposals from Tdocs:
	Company
	Views

	Futurewei [2]
	Observation 7: For BM-Case-1 DL Tx beam prediction, the following procedures may be considered as one option for leveraging AI/ML-based approach. 
· eNB requests UE to send Tx beam measurements (for configured Set B) from best/quasi-optimal Rx beam. 
· UE determines best/quasi-optimal Rx beam based on either previous measurements or implementation-specific prediction.
· gNB predicts Top-1/Top-K Tx beam using the received measurements for Set B.
· Depending on Top-1/Top-K prediction accuracy and average L1-RSRP difference of the Top-1 predicted beam obtained from model testing phase and performance monitoring outcome, the following options may be considered:
a. If the average L1-RSRP difference of the Top-1 predicted beam is smaller than a pre-defined threshold, e.g., 0.5 dB, gNB may choose to use the predicted best Tx beam for DL data transmission, or
b. If the Top-K (K may be determined based on model testing phase and performance monitoring outcome) beam prediction accuracy is above a pre-defined threshold, e.g., 99%, gNB may request UE to perform beam sweeping on the predicted Top-K Tx beams, then use the Tx beam with the highest measurement for DL data transmission.
· Note: Additional beam sweeping procedure on the UE side may still be required to determine the best Rx beam.





Proposal (beam management procedure, FFS)
For DL Tx beam prediction, in the evaluations from most sources, the measurements of Set B of beams from the best Rx beam (or quasi-optimal Rx beam, or a given Rx beam) are obtained or determinated firstly, and then perform AI/ML model training or inference with the measurements from the best Rx beam (or quasi-optimal Rx beam, or a given Rx beam). The evaluation results (in terms of beam prediction accuracy or L1-RSRP difference or throughput) are based on the AI/ML outputs without additional beam sweepings. However, in the evaluation from [one source: Huawei/HiSi], the measurements of Set B from each Rx beam of all Rx beams were used as AI inputs to obtain Top-K beams, followed by Top-K beam sweeping with that given Rx beam. This procedure repeats over all Rx beams, to obtain the best Tx (or Top-K Tx beams) beam at all Rx beams. 	Comment by Feifei Sun: With same AI/ML model?	Comment by Feifei Sun: @Huawei, is this correct?
For Tx-Rx beam prediction, in the evaluation of [all sources], the measurements of Set B of beam pairs are obtained or determinated firstly, and then perform AI/ML model training or inference with the measurements of Set B of beam pairs.  The evaluation results (in terms of beam prediction accuracy or L1-RSRP difference or throughput) are based on the AI/ML outputs without additional beam sweepings.

	Companies
	Comments or updates

	FL
	The above is my understanding of the assumption from companies. 
At least, there are different assumption in beam management procedure. In some cases, it leads to different observations. I feel there is no harm to have some description in the TR. 
Please share your view on the proposal. 

	HW/HiSi2
	Response questions to question and proposed modified text.

[FL] “For DL Tx beam prediction, in the evaluations from most sources, the measurements of Set B of beams from the best Rx beam (or quasi-optimal Rx beam, or a given Rx beam) are obtained or determinated firstly, and then perform AI/ML model training or inference with the measurements from the best Rx beam (or quasi-optimal Rx beam, or a given Rx beam).” => [HW/HiSi]: Also HW performs simulations with the best global Rx beam. The best global Rx beam is obtained from exhaustive sweeping over all Tx/Rx beam combinations. The Rx beam from the best pair global Tx/Rx beam is taken.

[FL] “However, in the evaluation from [one source: Huawei/HiSi], the measurements of Set B from each Rx beam of all Rx beams were used as AI inputs to obtain Top-K beams, followed by Top-K beam sweeping with that given Rx beam. This procedure repeats over all Rx beams, to obtain the best Tx (or Top-K Tx beams) beam at all Rx beams. “ => [HW/HiSi]: Partially correct described but not complete. 
I give a concrete example to explain one simulation campaign that we did:
· Assume we have 64 beams in Set A and 16 beams in Set B.
· Assume further that the UE has 4 Rx beams (Rx1, Rx2, Rx3, Rx4)
· In the first round of inference the 16 Tx beams from Set B are measured with Rx1, then the AI model determines the Top-K Tx beams from Set A and Top-K sweeping is done. In this sweeping the UE is using Rx1. The Top-1 beam when measured with Rx1 is identified.
· The Top-1/Rx1 is the best global Tx beam when measured with Rx1
· In the second round of inference the 16 Tx beams from Set B are measured with Rx2, then the AI model determines again the Top-K Tx beams from Set A and Top-K sweeping is done. In this sweeping the UE is using Rx2. The Top-1 beam when measured with Rx2 is identified.
· If Top-1 measured with Rx2 is better than the previously identified Top-1 which was measured with Rx1, then this is the new best global Tx/Rx pair.
·  Same for procedure is carried out for Rx3 and for Rx4.
· In total four rounds of inference are performed. This can be implemented to substitute P1/P2 from the legacy procedure and P3 would not be needed. Please note that CSI-RS in P2 can be configured with 4 repetitions, so that the UE can each time re-tune its Rx beam.  If one AI model input sample would consist of RSRPs obtained from different Rx beams, the delay would be increased since it cannot be measured with the different Rx beams at the same time.

In another simulation we use prior information and lock the Rx beam to be the sub-optimal beam. Then only one round of inference is performed to get the best Tx beam. Optionally, P3 can be carried out to fine-tune the Rx beam.

In yet another simulation we randomly lock Rx beam . Then only one round of inference is performed to get the best Tx beam. P3 must be carried out to fine-tune the Rx beam.

Based on the above explanation, I suggest to modify the proposal as follows:

For DL Tx beam prediction, in the evaluations from all most sources, the measurements of Set B of beams from the best Rx beam (or quasi-optimal Rx beam, or a given Rx beam) are obtained or determinated firstly, and then perform AI/ML model training or inference with the measurements from the best Rx beam (or quasi-optimal Rx beam, or a given Rx beam). The evaluation results (in terms of beam prediction accuracy or L1-RSRP difference or throughput) for most sources are based on the AI/ML outputs without additional beam sweepings. However, the evaluation results (in terms of beam prediction accuracy or L1-RSRP difference or throughput) in the evaluation from [one source: Huawei/HiSi] are obtained with subsequent sweeping of the Top-K beams., the measurements of Set B from each Rx beam of all Rx beams were used as AI inputs to obtain Top-K beams, followed by Top-K beam sweeping with that given Rx beam. This procedure repeats over all Rx beams, to obtain the best Tx (or Top-K Tx beams) beam at all Rx beams. 	Comment by Thorsten: As explained above, in our simulations the best Rx beam is obtained from exhaustively sweeping over all Tx-Rx combinations. 
For Tx-Rx beam prediction, in the evaluation of [all sources], the measurements of Set B of beam pairs are obtained or determinated firstly, and then perform AI/ML model training or inference with the measurements of Set B of beam pairs.  The evaluation results (in terms of beam prediction accuracy or L1-RSRP difference or throughput) are based on the AI/ML outputs without additional beam sweepings.


	
CATT
	In our view, whether additional beam sweepings are performed is related to the KPIs.

If Top-1 or Top-1/K prediction accuracy is adopted, the additional beam sweepings may not be needed. However, if Top-K/1 prediction accuracy is used, the additional beam sweepings are needed. The definition of Top-K/1 prediction accuracy is the percentage of “the Top-1 genie-aided beam is one of the Top-K predicted beams”. Therefore the additional beam sweepings are needed to find the Top-1 genie-aided beam from the Top-K predicted beams.


1.10.3 Others
Any other things to be discussed?
	Companies
	Comments or updates

	FL
	 Any other things to be discussed? 
I also see some results with assistance information, however, in 9.2.3.2, there is no agreement to evaluate so. Pls indicate your view on assistance information or any other aspects to be discussed.

E.g. Model complexity, size?  

	
	




Proposals for online
#1 Observation for BMCase-1 DL Tx beam prediction (Set B is a subset of Set A)
Observation 3.1.1B 
Note: This is an update from the corresponding observation in RAN 1#113
· For BM-Case1 DL Tx beam prediction, when Set B is a subset of Set A, ……
· (A)With measurements of fixed Set B of beams that of 1/4 of Set A of beams
……
· Top-K(=2) DL Tx beam prediction accuracy
· evaluation results from [7 sources: NVIIDA, MediaTek, vivo, CEWiT, LG, Google, Huawei/Hisi] indicate that, AI/ML can achieve 80%- 90% beam prediction accuracy.
· evaluation results from [14 sources: Xiaomi, OPPO, NVIIDA, Nokia, Ericsson, Samsung, CATT, Fujitsu, Futurewei, BUPT, Spreadtrum, New H3C, ETRI, Apple] indicate that, AI/ML can achieve more than 90% beam prediction accuracy. 
· The beam prediction accuracy increases with K.  
· evaluation results from [5 sources: Samsung, CATT, Fujitsu, Spreadtrum, Nokia] indicate that Top-2 DL beam prediction accuracy can be more than 95%
· evaluation results from [2 sources: Lenovo, Ericsson] indicate that Top-3 DL beam prediction accuracy can be more than 95%
· evaluation results from [3 sources: BUPT, Xiaomi, Huawei/Hisi] indicate that Top-4 DL beam prediction accuracy can be more than 95%
· evaluation results from [4 sources: HW/HiSi, CEWiT, Lenovo, ZTE] indicate that Top-5 DL beam prediction accuracy can be more than 95%
……
· (B) With measurements of fixed Set B of beams that of 1/8 of Set A of beams
· ……
· Top-K(=2) DL Tx beam prediction accuracy
· evaluation results from [6 sources: Futurewei, MediaTek, CEWiT, LG, New H3C, Apple] indicate that, AI/ML can achieve about 70%~ 80% beam prediction accuracy
· evaluation results from [5 sources: CMCC, Intel, Qualcomm, vivo, Fujitsu, CATT] indicate that, AI/ML can achieve 80%~90% beam prediction accuracy 
· evaluation results from [4 sources: Nokia, OPPO, Samsung, Spreadtrum] indicate that, AI/ML can achieve 90% beam prediction accuracy for Top-2 DL Tx beam. 
· The beam prediction accuracy increases with K.  
· evaluation results from [3 sources: Samsung, Lenovo, Ericsson] indicate that Top-3 DL beam prediction accuracy can be more than 95% 
· evaluation results from [4 sources: Qualcomm, CEWiT, Lenovo, ZTE, Nokia] indicate that Top-5 DL beam prediction accuracy can be more than 90% 

#5 Observation for BMCase-1 beam pair prediction

Observation 3.1.2B
· For BM-Case1 DL Tx-Rx beam pair prediction, when Set B is a subset of Set A, ……. 
· (A)With measurements of fixed Set B of beam pairs that of 1/4 of Set A of beam pairs 
· Top-1 beam pair prediction accuracy: 
· evaluation results from [8 sources: DoCoMo, Samsung, Fujitsu, Xiaomi, CEWiT, Futurewei, LG, ETRI] indicate that, AI/ML can achieve about 50%~70% prediction accuracy
· evaluation results from [4 sources: Xiaomi, Nokia, CATT, InterDigital] indicate that, AI/ML can achieve 70%~80% prediction accuracy
· evaluation results from [5 sources: OPPO, ZTE, Lenovo, China Telecom, CMCC] indicate that, AI/ML can achieve about 80%~90% prediction accuracy
· evaluation results from [1 source: Ericsson] indicate that, AI/ML can achieve more than 90% prediction accuracy
· Note: in the above evaluation and the rest of other KPIs, most of the sources used measurements from all Rx beams of a certain set of Tx beams, except [3 sources: DoCoMo, Fujitsu, ETRI] who use measurements from half of Rx beams of a certain set of Tx beams. 
· The results from [3 sources: DoCoMo, Fujitsu, ETRI] indicate 60%~68% prediction accuracy in terms of Top-1 beam pair prediction accuracy. 
· [1 source: CATT] additionally reports that, AI/ML can achieve 76.46% and 56.12% beam prediction accuracy with the measurements from all Rx beams and half of Rx beams of a certain set of Tx beams respectively.
· Non-AI baseline Option 2 (exhaustive beam sweeping in Set B of beam pairs) can achieve about 25% prediction accuracy. 
· Top-1 beam pair prediction accuracy with 1dB margin:
· evaluation results from [5 sources: DoCoMo, Samsung, Xiaomi, Fujitsu, ETRI] indicate that, AI/ML can achieve more than 70% prediction accuracy
· evaluation results from [2 sources: Xiaomi, InterDigital] indicate that, AI/ML can achieve 80%~ about 90% prediction accuracy
· evaluation results from [6 sources: Ericsson, Lenovo, CATT, Nokia, ZTE, China Telecom] indicate that, AI/ML can achieve more than 90% prediction accuracy.
· Note: [1 source: CATT] reported that, AI/ML can achieve 91.6% and 74.57% beam prediction accuracy with 1dB margin with the measurements from all Rx beams of a certain set of Tx beams and with half of Rx beams of a certain set of Tx beams respectively.
· Top-K(=2) beam pair prediction accuracy
· evaluation results from [2 sources: Samsung, CEWiT] indicate that, AI/ML can achieve [65%- 75%] prediction accuracy.
· evaluation results from [6 sources: Fujitsu, Xiaomi, Futurewei, China Telecom, LG, ETRI] indicate that, AI/ML can achieve 80%- 90% prediction accuracy
· evaluation results from [4 sources: CATT, OPPO, Nokia, CMCC] indicate that, AI/ML can achieve more than 90% prediction accuracy
· Note: [1 source: CATT] reported that, AI/ML can achieve 91.34% and 78.06% Top-K(=2) beam prediction accuracy with the measurements from all Rx beams and half of Rx beams of a certain set of Tx beams respectively.
· The beam prediction accuracy increases with K.  
· evaluation results from [1 source: Lenovo] indicate that Top-3 beam pair prediction accuracy can be more than 95% 
· evaluation results from [4 sources: Nokia, xiaomi, Fujitsu, CMCC] indicate that Top-4 beam pair prediction accuracy can be [more than 95%
· evaluation results from [12 sources: ZTE, InterDigital] indicate that Top-5 beam pair prediction accuracy can be more than 95%
· evaluation results from [1 source: ETRI] indicate that Top-10 beam pair prediction accuracy can be more than 95% for 32 Tx and 4 Rx with results from half Rx 

· (C) With measurements of fixed Set B of beams that of 1/16 of Set A of beams 
· Top-1 beam pair prediction accuracy
· evaluation results from [6 sources: Futurewei, MediaTek, CEWiT, BJTU, Lenovo, ETRI] indicate that, AI/ML can achieve less than 50% or about 50% prediction accuracy
· evaluation results from [2 sources: CAICT, vivo] indicate that, AI/ML can achieve about 55%~57% prediction accuracy 
· evaluation results from [5 4 sources: Nokia, Apple, Intel, CMCC] indicate that, AI/ML can achieve about 60%~70% prediction accuracy 
· evaluation results from [1 source: HW/HiSi] indicate that, AI/ML can achieve about 70%~80% prediction accuracy
· Note: in the above evaluation and the rest of other KPIs, some [6 sources: Futurewei, Huawei/HiSi, CMCC, Nokia, Intel, vivo] used measurements from all Rx beams of a certain set of Tx beams, and some other [6 sources: OPPO, Lenovo, CAICT, ETRI, CAICT, BJTU] use measurements from half or fourth of Rx beams of a certain set of Tx beams. 
· Non-AI baseline Option 2 (exhaustive beam sweeping in Set B of beam pairs) can achieve about 6.25% prediction accuracy

#6 Measurement error
Observation 5.2A
· For BM-Case1 DL Tx beam prediction (unless otherwise stated), when Set B is a subset (1/4 unless otherwise stated) of Set A, without differentiating BB errors and RF errors,
· Considering ±2 dB relative measurement error,
· evaluation results from [3 sources: Nokia, Ericsson, CATT] show that the beam prediction accuracy degrades 6%~10%in terms of Top-1 beam prediction accuracy comparing to the one without measurement error. And [1 source: Nokia] shows that 95%ile of L1-RSRP diff can be about 1.4~2dB, [1 source: CATT] shows that average L1-RSRP diff can be lower than 1dB.
· evaluation results from [1 source: DoCoMo] show that 
· for DL Tx beam prediction, the beam prediction accuracy degrades 28.8% in terms of Top-1 beam prediction accuracy comparing to the one without measurement error, [and average L1-RSRP diff can be about 7.3dB.
· for Tx-Rx beam pair prediction when Set B is 1/8 of Set A, the beam prediction accuracy degrades 2.4% in terms of Top-1 beam prediction accuracy comparing to the one without measurement error, and average L1-RSRP diff can be about 5.8dB 
· evaluation results from [1 source: CATT] show that considering different relative measurement error range in model training (±2 dB, ±0 dB), similar (less than 1% difference) Top-1 beam prediction accuracy can be achieved
· Considering ±3 or ±4 dB relative measurement error, 
· evaluation results from [4 sources: Ericsson, Nokia, CEWiT, CATT] show that the beam prediction accuracy degrades 14% (with 3dB error) ~20% (with 4dB error) in terms of Top-1 beam prediction accuracy comparing to the one without measurement error. And [1 source: Nokia] shows that the 95%ile of L1-RSRP diff can be about 2~3.2dB. [1 source: CATT] shows that average L1-RSRP diff can be lower than 1dB.
· evaluation results from [1 source: CATT] show that considering different relative measurement error range in model training (0dB, ±2 dB, ±4 dB), similar (less than 1% difference) Top-1 beam prediction accuracy can be achieved, and average L1-RSRP diff can be lower than 1dB when ±2 dB or ±4 dB relative measurement error is considered in model training
· Considering up to ±5 dB relative measurement error when Set B is 1/8 of Set A, 
· evaluation results from [1 source: Google] show that the beam prediction accuracy degrades 13.6% in terms of Top-1 beam prediction accuracy comparing to the one without measurement error for DL Tx beam prediction.
· Considering ±6 dB relative measurement error, 
· evaluation results from [3 sources: Nokia, Ericsson, CATT] show that the beam prediction accuracy degrades 22%~30% in terms of Top-1 beam prediction accuracy comparing to the one without measurement error. And the 95%ile of L1-RSRP diff can be about 3.1~7.5dB.
· evaluation results from [1 source: Ericsson] show that he L1-RSRP difference in 90%ile degrades 7dB for the AI/ML model, compared to baseline 1 and 2 that degrades 3 dB respectively 1 dB at the same percentile.  
· evaluation results from [1 source: Samsung] show that for both DL Tx beam prediction and beam pair prediction, the beam prediction accuracy degrades 42~48% in terms of Top-1 beam prediction accuracy comparing to the one without measurement error. And the average L1-RSRP diff can be about 1.6dB.
· However, comparing with the global search of all beams in Set A with the same measurement error level, for DL Tx beam prediction the beam prediction accuracy degrades less than 1% in terms of Top-1 beam prediction accuracy, and for Tx-Rx beam pair prediction the beam prediction accuracy degrades about 7% in terms of Top-1 beam prediction accuracy.
· Note: in this evaluation, measurement errors are considered in training and inference phase only for AI inputs with idea labels in training phase. 
· evaluation results from [1 source: DoCoMo] show that 
· for DL Tx beam prediction, the beam prediction accuracy degrades 32.4% in terms of Top-1 beam prediction accuracy comparing to the one without measurement error, [and average L1-RSRP diff can be about 8.34dB.
· for Tx-Rx beam pair prediction, the beam prediction accuracy degrades 5.2% in terms of Top-1 beam prediction accuracy comparing to the one without measurement error, [and average L1-RSRP diff can be about 6.4dB.
· evaluation results from [1 source: CATT] show that considering different relative measurement error range in model training (0dB, ±2 dB, ±6 dB), similar less or than 2% Top-1 beam prediction accuracy can be achieved, and average L1-RSRP diff can be lower than 1dB when ±6 dB relative measurement error is considered in model training

· For BM-Case1 DL Tx beam prediction or Tx-Rx beam pair prediction, when Set B is a of Set A, when separately modeled BB error and/or RF errors,
· Considering ±3 relative measurement error for BB and RF respectively, 
· evaluation results from [1 source: Samsung] show that for DL Tx beam prediction and beam pair prediction with Set B is ¼ of Set A, the beam prediction accuracy degrades 42% and 38% respectively in terms of Top-1 beam prediction accuracy comparing to the one without measurement error. And the average of L1-RSRP diff is about [1.1dB and 2.16dB respectively.
· However, comparing with the global search of all beams in Set A with the same measurement error level, for DL Tx beam prediction the beam prediction accuracy degrades about 2 % in terms of Top-1 beam prediction accuracy, and for Tx-Rx beam pair prediction the beam prediction accuracy degrades about 8% in terms of Top-1 beam prediction accuracy.
· Note: in this evaluation, measurement errors are considered in training and inference phase only for AI inputs with idea labels in training phase. 
· evaluation results from [1 source: Huawei/HiSi] show that for both DL Tx beam prediction with Set B is 1/4 of Set A and beam pair prediction with Set B is 1/16 Set A, the beam prediction accuracy degrades 4.3% and 6.3% respectively in terms of Top-1 beam prediction accuracy comparing to the one without measurement error. And the average of L1-RSRP diff becomes 0.7dB and 2.18dB larger respectively.
· Note: in this evaluation, for DL Tx beam prediction, the measurements of Set B from each Rx beam of all Rx beams were used as AI inputs to obtain Top-K beams, followed by Top-K beam sweeping with that given Rx beam. This procedure repeats over all Rx beams, to obtain the best Tx beam at all Rx beams.  
· Considering 3.3 dB for standard deviation in relative measurement error for RF only, evaluations results from [1 source: Apple] show with AI/ML:
· with a common measurement error for all Tx beams at a given Rx beam:
· Top-1 beam prediction accuracy with 1 dB margin performance has slight performance degradation (less than 0.2%) than that without measurement error.
· with independent measurement errors for all Tx beams, 
· Top-1 beam prediction accuracy with 1 dB margin has 10% and 20% performance degradation than that without measurement error for Set B/Set A = 1/2 and 1/4 respectively. 
· wherein, measurement errors are only considered in inference inputs
· Note that 
· In the above results, measurement errors are considered in both training (input data and label) and inference phase (except the ground truth) unless otherwise stated. 
· Beams could be measured regardless of their SNR.
· Measured in a single-time instance (within a channel-coherence time interval).
· No quantization for the L1-RSRP measurements.
· No constraint on UCI payload overhead for full report of the L1-RSRP measurements of Set B for NW-side models are assumed. 


#7 Quasi-Rx beam  
Observation 5.3.2A
For BM-Case 1 DL Tx beam prediction without UE rotation, for Top-1 beam prediction accuracy, compared to the best Rx beams obtained from one shot measurements (i.e., best of each Tx in Set B), with quasi-optimal Rx beam performance degradation is observed: 
· evaluation results from [1 source MediaTek] show 2% beam prediction accuracy degradation when Set B = 1/2 Set A and 7% beam prediction accuracy improvement when Set B = 1/4 or 1/8 Set A, when using the best Rx beams obtained from previous exhaustive sweeping (one shot in 20ms ago) of all beams in Set A, comparing with using the best Rx beam for each Tx beams in Set B obtained from current exhaustive sweeping, without considering UE rotation for 3km/h UE speed. Such beam prediction accuracy improvement may not exist when considering UE rotation and higher UE speed.
· evaluation results from [1 source Samsung] show 2.5% beam prediction accuracy degradation using the best Rx of each Tx beams obtained from previous exhaustive sweeping (one shot in 20ms ago) than using the best Rx of each Tx beams obtained from current exhaustive sweeping, without considering UE rotation for 3km/h UE speed.
· evaluation results from [1 source Qualcomm] shows 6.6%/6.9%/32.1%/45% degradation using a stochastic model in which the UE Rx beam is randomly selected with average probability that the best Rx beam is selected equal to 87.1%/75.1%/34.3%/10.9% compared to using the best Rx of each Tx beams obtained from current exhaustive sweeping, without considering UE rotation
· evaluation results from [1 source: Samsung] show 13% beam prediction accuracy degradation, with the assumption of the best Rx beam for each Tx beam obtained from previous exhaustive sweeping over all beams in Set A in a SSB-like structure (in the past 160ms for each Rx beam with every 20ms a burst of Set A of beams) without considering UE rotation for 3km/h UE speed.
· evaluation results from [1 source: vivo] show 3%~11% beam prediction accuracy degradation, with the assumption of the best Rx beam obtained from one specific Tx beam which is 1st Tx beam in Set B.
· evaluation results from [1 source: Nokia] show 12% beam prediction accuracy degradation with the assumption of the best Rx beams obtained from one specific Rx beam which is the best between the same Rx beam for different panels.
· In addition, evaluation results from [3 sources: HW/HiSi, Fujitsu, ZTE] show 1%~4% and 6%~12% beam prediction accuracy degradation, with the assumption of the best Rx beam is used for 90% and 80% of the model input samples and random Rx beam for the remaining samples respectively.
· Even though, AI/ML can still provide better performance than non-AI baseline option 2 (exhaustive beam sweeping in Set B of beams), e..g, 50%~60% beam prediction accuracy difference in terms of Top-1 beam prediction accuracy based on the evaluation results from [2 sources: Samsung, MediaTek], where non-AI baseline option 1 (exhaustive beam sweeping in Set A of beams) provides 100% prediction accuracy. 
For BM-Case 2 DL Tx beam prediction with UE rotation, for Top-1 beam prediction accuracy, with quasi-optimal Rx beam selection:
· evaluation results from [1 source: Qualcomm] show 5~11% beam prediction accuracy improvement given the assumption of the best Rx beams obtained from previous round-robin sweep of beam pair links from beams in Set A, compared to sample-and-hold baselines.
· In the evaluation, UE rotation is modelled every 40ms with constant 10 RPM rotation speed in all three rotational axes, with rotational direction chosen uniformly at random among the three axes. 

#8 Different label
Observation 5.4A 
Different label options may require lead to different data collection overhead for training. At least for BMCase-1, for (Option 1a) Top-1 beam(pair) in Set A as the label and (Option 2a) all L1-RSRPs per beam of all the beams(pairs) in Set A as the label, with the comparable model complexity and computation complexity.
· For Top 1 beam (pair) prediction accuracy, 
· evaluation results from [7 sources: MediaTek, OPPO, CMCC, Samsung, China Telecom, ZTE, Nokia] show that an AI/ML model (e.g., classification model) with Top-1 beam(pair) in Set A as the label (Option 1a) can provide better performance (e,g, 2~7% or 12%~18% higher for Top 1 beam prediction accuracy) than an AI/ML model (e.g., regression model) with all L1-RSRPs per beam of all the beams(pairs) in Set A as the label (Option 2a) 
· evaluation results from [1 source: vivo] show that similar or slightly worse (e,g, 2% higher for Top 1 beam prediction accuracy)) can be achieved with Option 1a than Option 2a 
· For Top-K beam (pair) prediction accuracy or Top-1 beam prediction accuracy with 1dB margin,
· evaluation results from [ 2 sources: OPPO, Nokia] show that Option 1a can provide similar performance than Option 2a 
· evaluation results from [ 1 source: Samsung] show that Option 2a can provide 5%~12% better performance than Option 1a for Top-2/-4 beam pair prediction accuracy.
· evaluation results from [1 source: vivo] show that show that Option 1a can provide 2%~5% better performance than Option 2a for Top-2/-6 beam pair prediction accuracy.
· evaluation results from [1 source: ZTE] show that show that Option 1a can provide 2%~7% /1%~5% better performance than Option 2a for Top-2/-4 beam prediction accuracy for DL Tx beam prediction.
· evaluation results from [1 source: MediaTek] show that show that Option 1a can provide <1% or 9%~17% better performance than Option 2a for Top-2/-3 beam prediction accuracy for DL Tx beam prediction for Set B=1/2 Set A or Set B =1/4 or 1/8 Set A.
· Detailed assumptions and results are listed as below:
· evaluation results from [one source: OPPO] show that for both DL Tx beam prediction and beam pair prediction with Set B is ¼ of Set A, with Top-1 beam in Set A as the label, AI/ML can provide 2%~3% higher beam prediction accuracy in terms of Top-1 beam prediction accuracy comparing to the one with all L1-RSRPs per beam of all the beams as the label with comparable model complexity. The Top-K beam prediction accuracy is comparable for DL Tx beam prediction; however, the Top-K beam prediction accuracy is slightly better (<1%) with all L1-RSRPs as the label. The average L1-RSRP difference is similar (about 1.5dB) in the two cases.
· evaluation results from [one source: Nokia] show that for Tx beam prediction with Set B is 1/2 Set A and Set B is 1/4 Set A, with Top-1 beam in Set A as the label, AI/ML can provide 2%-5% higher beam prediction accuracy in terms of Top-1 beam prediction accuracy comparing to the one with all L1-RSRPs per beam of all the beams as the label with comparable model complexity. The Top- 1 beam with 1dB error and Top-K beam prediction accuracy is comparable for DL Tx beam prediction.
· evaluation results from [one source: CMCC] show that for beam pair prediction with Set B is 1/8 or 1/16of Set A, with Top-1 beam in Set A as the label, AI/ML can provide 4%-6% higher beam prediction accuracy in terms of Top-1 beam prediction accuracy comparing to the one with all L1-RSRPs per beam of all the beams as the label even with larger model complexity.
· evaluation results from [one source: Samsung] show that for beam pair prediction with Set B is ¼ Set A, with Top-1 beam in Set A as the label, AI/ML can provide 12% higher beam prediction accuracy in terms of Top-1 beam prediction accuracy comparing to the one with all L1-RSRPs of all the beams as the label with comparable model complexity. However, labeling with all L1-RSRPs can provide 5% and 12 % better for Top-3 or Top-4 beam prediction accuracy comparing with labeling with Top-1 beam ID. 
· evaluation results from [one source: China Telecom] show that for beam pair prediction with Set B is ¼ Set A, with Top-1 beam in Set A as the label, AI/ML can provide 15% higher beam prediction accuracy in terms of Top-1 beam prediction accuracy comparing to the one with all L1-RSRPs per beam of all the beams as the label with comparable model complexity. The average L1-RSRP difference is similar (about 0.4dB) in the two cases.
· evaluation results from [one source: vivo] show that for DL Tx beam prediction with Set B is ¼ of Set A, with Top-1 beam in Set A as the label, AI/ML can provide similar beam prediction accuracy in terms of Top-1 beam prediction accuracy comparing to the one with all L1-RSRPs per beam of all the beams as the label. Using Top-1 beam as the label can provide 2%/5% better performance for Top-2/-6 beam prediction. The average L1-RSRP difference is similar (about 1dB) in the two cases.
· evaluation results from [one source: vivo] show that for beam pair prediction with Set B is 1/16 of Set A, with Top-1 beam in Set A as the label, 2% beam prediction accuracy degradation in terms of Top-1 beam prediction accuracy is achieved comparing to the one with all L1-RSRPs per beam of all the beams as the label.
· evaluation results from [one source: ZTE] show that for Tx beam prediction with Set B is 1/4 of Set A or 1/8 of Set A or 1/16 of Set A, with Top-1 beam in Set A as the label, AI/ML can provide comparable or up to 7% higher beam prediction accuracy in terms of Top-K (K=1, 2, 4) beam prediction accuracy comparing to the one with all L1-RSRPs per beam of all the beams as the label with comparable model complexity. However, the performance of average L1-RSRP difference of Top-1 predicted beam and beam prediction accuracy with 1dB margin for Top-1 beam is comparable or better with all L1-RSRPs per beam of all the beams as the label.
· Evaluation results from [one source: MediaTek] show that for Tx beam prediction with Set B is 1/2 Set A, with Top-1 beam in Set A as the label, AI/ML can provide <1% higher beam prediction accuracy in terms of Top-K (K=1,2,3) beam prediction accuracy comparing to the one with all L1-RSRPs per beam of all the beams as the label with comparable model complexity. With Set B is 1/4 Set A and 1/8 Set A and Top-1 beam in Set A as the label, AI/ML can provide 10-18% higher beam prediction accuracy in terms of Top-K (K=1,2,3) beam prediction accuracy comparing to the one with all L1-RSRPs per beam of all the beams as the label with comparable model complexity.
In addition, [1 source: OPPO] show good performance with Top-K beam(pair)s in Set A and the corresponding L1-RSRPs as the label (Option 2b) can be achieved with two separate AI models. In the evaluation, one classification model (with Top-1/K beam(s) in Set A as the label(s)) is used to predict the Top-1/K beam and another regression model (with L1-RSRP(s) of Top-1/K beam(s) in Set A as the label(s)) is used to predict L1-RSRP(s).
Note: The performance for beam predication accuracy with AI/ML may also depend on some other aspects, e.g., model training parameters, loss function corresponding to a certain KPIs. 
Note that ideal measurements are assumed
· Beams could be measured regardless of their SNR.
· No measurement error.
· Measured in a single-time instance (within a channel-coherence time interval).
· No quantization for the L1-RSRP measurements.
· No constraint on UCI payload overhead for full report of the L1-RSRP measurements of Set B for NW-side models are assumed. 

#9 Observation BMCase-2 for Set A=Set B
Observation 4.1.3A
For BM-Case2, for DL Tx beam prediction with the measurements from the best Rx beam or Tx-Rx beam pair prediction, without considering generalization aspects, with the following assumptions: 
· UE speed: 30km/h (unless otherwise stated)
· Prediction time: 80ms/160ms/320ms/640ms/800ms/others
· With UE rotation and without UE rotation
· Set B is the same as Set A in each time instance for measurement
(A) For Tx DL beam prediction, based on most of the evaluation results, AI/ML can provide some beam prediction accuracy gain for prediction time larger than 160ms, and evaluation results from [4 sources: CMCC, Ericsson, xiaomi, NVIDA] show AI/ML can provide similar performance or some degradation for 80ms or 160ms prediction time comparing with non-AI baseline (Option 2, sample and hold based on the previous measurements) with same RS/measurement overhead without UE rotation. For the longer the prediction time, the higher gain of beam prediction accuracy can be achieved by AI/ML:
· For 80ms prediction time, evaluation results from [1 source: CMCC] show that AI/ML may have similar performance or may decrease about 4% beam prediction accuracy, evaluation results from [2 sources: xiaomi, NVIDA] show that AI/ML may have similar performance or may decrease 0.4%~1% beam prediction accuracy, evaluation results from [1 source: Nokia] show that AI/ML can increase about 1%~2% prediction accuracy in terms of Top-1 beam prediction accuracy,
· wherein, [1 source: CMCC] used measurements from 4 time instances with measurement periodicity of 40ms. And it can decrease 4% beam prediction accuracy comparing with 98.23% achieved by non-AI baseline (Option 2-2) with 32 Tx beams
· wherein, [1 source: xiaomi] used measurements from 4 time instances with measurement periodicity of 80ms/160ms. And it may decrease up to 0.4~1% beam prediction accuracy comparing with about 80%/78.7% achieved by non-AI baseline (Option 2) with 32 Tx beams.
· wherein, [1 source: NAVIDA] used measurements from 8 time instances with measurement periodicity of 40ms. And it can decrease about 0.5% beam prediction accuracy comparing with 67.4% achieved by non-AI baseline (Option 2) with 64 Tx beams
· wherein, [1 source: Nokia] used measurements from 5 time instances with measurement periodicity of 80ms. And it can increase 1% beam prediction accuracy gain comparing with 78.5% and 76.2% achieved by non-AI baseline (Option 2) with 32 Tx beams for 30km/h and 60km/h respectively.
· For 160ms prediction time, evaluation results from [3 sources: Ericsson, CMCC, xiaomi] show that AI/ML may have similar performance or may decrease 1%~5% beam prediction accuracy in terms of Top-1 beam prediction accuracy, evaluation results from [2 sources: vivo, OPPO, NVIDA] show that AI/ML can increase 1%~2% prediction accuracy, evaluation results from [3 sources: Nokia, MediaTek, Samsung] show that AI/ML can increase 4%~5% prediction accuracy and evaluation results from [1 source: ZTE] show that AI/ML can increase 10.8% prediction accuracy in terms of Top-1 beam prediction accuracy. 
· wherein, [1 source: Ericsson] used measurements from 3 time instances with measurement periodicity of 80ms. And AI/ML does not provide beam prediction accuracy gain comparing with 83.9% achieved by non-AI baseline (Option 2) with 32 Tx beams
· wherein, [1 source: CMCC] used measurements from 4 time instances with measurement periodicity of 40ms. And it can decrease 5% beam prediction accuracy comparing with 97.18% achieved by non-AI baseline (Option 2) with 32 Tx beams
· wherein, [1 source: xiaomi] used measurements from 4 time instances with measurement periodicity of 80ms/160ms/240ms/320ms. And it may decrease up to 2% beam prediction accuracy comparing with about 73.8%~80.9%% achieved by non-AI baseline (Option 2) with 32 Tx beams
· wherein, [1 source: MediaTek] used measurements from 6 time instances with measurement periodicity of 40ms. And it can increase 4% beam prediction accuracy comparing with achieved 64.4% by non-AI baseline (Option 2) with 60km/h UE speed and 32 Tx beams
· wherein, [1 source: Nokia] used measurements from 2 time instances with measurement periodicity of 160ms. And it can increase 4% beam prediction accuracy comparing with 52% achieved by non-AI baseline (Option 2) with 64 Tx beams
· wherein, [1 source: Samsung] used measurements from 4 time instances with measurement periodicity of 160ms. And it can increase 5% beam prediction accuracy comparing with 61.2% achieved by non-AI baseline (baseline 2) with 32 Tx beams
· wherein, [1 source: vivo] used measurements from 2 time instances with measurement periodicity of 80ms. And it can increase 1.9% beam prediction accuracy comparing with 93.2% achieved by non-AI baseline (baseline 2) with 32 Tx beams 
· wherein, [1 source: ZTE] used measurements from 5 time instances with measurement periodicity of 160ms. And it can increase 10.8% beam prediction accuracy comparing with achieved 82.2% by non-AI baseline (Option 2) with 30km/h UE speed and 32 Tx beams
· wherein, [1 source: OPPO] used measurements from 4 time instances with measurement periodicity of 40ms. And it can increase 1% beam prediction accuracy comparing with 85.8% achieved by non-AI baseline (Option 2) with 32 Tx beams
· wherein, [1 source: NVIDA] used measurements from 8 time instances with measurement periodicity of 40ms. And it can increase about 2% beam prediction accuracy comparing with 67.4% achieved by non-AI baseline (Option 2) with 64 Tx beams
· For 320ms prediction time, evaluation results from [7 sources: Nokia, MediaTek, Samsung vivo, OPPO, Xiaomi, NVIDA] show that AI/ML can increase about up to 3%~8% prediction accuracy, and evaluation results from [2 sources: ZTE, InterDigital] show that AI/ML can increase about 18.5% prediction accuracy in terms of Top-1 beam prediction accuracy 
· wherein, [1 source: Nokia] used measurements from 2 time instances with measurement periodicity of 160ms. And it can increase 6% beam prediction accuracy comparing with 39.7% achieved by non-AI baseline (Option 2) with 64 Tx beams. 
· wherein, [1 source: MediaTek] used measurements from 6 time instances with measurement periodicity of 80ms. And it can increase 8% beam prediction accuracy comparing with achieved 55.5% by non-AI baseline (Option 2) with 60km/h UE speed and 32 Tx beams
· wherein, [1 source: InterDigital] used measurements from 3 time instances with measurement periodicity of 160ms. And it can increase 18.5% beam prediction accuracy comparing with 42.78% achieved by non-AI baseline (Option 2) with 64 Tx beams.    
· wherein, [1 source: Samsung] used measurements from 4 time instances with measurement periodicity of 320ms. And it can increase 3.5% beam prediction accuracy comparing with 60.82% achieved by non-AI baseline (Option 2) with 32 Tx beams
· wherein, [1 source: vivo] used measurements from 2 time instances with measurement periodicity of 80ms. And it can increase 3.2% beam prediction accuracy comparing with 90.1% achieved by non-AI baseline (Option 2) with 32 Tx beams
· wherein, [1 source: ZTE] used measurements from 5 time instances with measurement periodicity of 160ms. And it can increase 18.4% beam prediction accuracy comparing with 74.4% achieved by non-AI baseline (Option 2) with 32 Tx beams
· wherein, [1 source: OPPO] used measurements from 4 time instances with measurement periodicity of 80ms. And it can increase 4.2% beam prediction accuracy comparing with 79.4% achieved by non-AI baseline (Option 2) with 32 Tx beams
· wherein, [1 source: Xiaomi] used measurements from 4 time instances with measurement periodicity of 80ms/160ms/320ms/400ms /480ms/640ms. And it can increase up to 3.4% beam prediction accuracy comparing with about 69.5~78.5% achieved by non-AI baseline (Option 2) with 32 Tx beams
· wherein, [1 source: NAVIDA] used measurements from 8 time instances with measurement periodicity of 40ms. And it can increase about 3% beam prediction accuracy comparing with 29.1% achieved by non-AI baseline (Option 2) with 64 Tx beams
· For 640ms prediction time, evaluation results from [5 sources: Nokia, Samsung, vivo, OPPO, Xiaomi] show that AI/ML can increase 4.5~8% prediction accuracy, and evaluation results from [1 source: MediaTek] show that AI/ML can increase up to 14.3% prediction accuracy in terms of Top-1 beam prediction accuracy, and evaluation results from [1 source: ZTE] show that AI/ML can increase up to 28.5% prediction accuracy in terms of Top-1 beam prediction accuracy
· wherein, [1 source: Nokia] used measurements from 2 time instances with measurement periodicity of 160ms. And it can increase 8% beam prediction accuracy comparing with 35.2% achieved by non-AI baseline (Option 2) with 64 Tx beams
· wherein, [1 source: MediaTek] used measurements from 6 time instances with measurement periodicity of 160ms. And it can increase 14.3% beam prediction accuracy comparing with achieved 41.8% by non-AI baseline (Option 2) with 60km/h UE speed and 32 Tx beams
· wherein, [1 source: Samsung] used measurements from 4 time instances with measurement periodicity of 320ms. And it can increase 4.5% beam prediction accuracy comparing with 58% achieved by non-AI baseline (Option 2) with 32 Tx beams
· wherein, [1 source: vivo] used measurements from 2 time instances with measurement periodicity of 80ms. And it can increase 5.4% beam prediction accuracy comparing with 84.4% achieved by non-AI baseline (Option 2) with 32 Tx beams 
· wherein, [1 source: ZTE] used measurements from 5 time instances with measurement periodicity of 160ms. And it can increase 28.5% beam prediction accuracy comparing with 63.9% achieved by non-AI baseline (Option 2) with 32 Tx beams
· wherein, [1 source: OPPO] used measurements from 4 time instances with measurement periodicity of 160ms. And it can increase 7.8% beam prediction accuracy comparing with 67.9% achieved by non-AI baseline (Option 2) with 32 Tx beams
· wherein, [1 source: Xiaomi] used measurements from 4 time instances with measurement periodicity of 160ms/320ms/640ms/800ms/960ms/1280ms. And it can increase up to 8.2% beam prediction accuracy comparing with about 62.7~74.3% achieved by non-AI baseline (Option 2) with 32 Tx beams
· For 800ms prediction time, in terms of Top-1 beam prediction accuracy
· evaluation results from [1 source: Nokia] show that AI/ML can increase about 3.5% prediction accuracy comparing with 34.6% achieved by non-AI baseline (Option 2) with 64 Tx beams with measurements from 2 time instances in measurement periodicity of 160ms
· evaluation results from [1 source: ZTE] show that AI/ML can increase about 33.7% prediction accuracy comparing with achieved 58.6% by non-AI baseline (Option 2) 32 Tx beams with measurements from 5 time instances with measurement periodicity of 160ms
· wherein, [1 source: Xiaomi] used measurements from 4 time instances with measurement periodicity of 800ms/1600ms. And it can increase up to 9.1% beam prediction accuracy comparing with about 61.5~66.5% achieved by non-AI baseline (Option 2) with 32 Tx beams
· For 960ms prediction time, in terms of Top-1 beam prediction accuracy
· wherein, [1 source: Xiaomi] used measurements from 4 time instances with measurement periodicity of 960ms/1920ms. And it can increase up to 10.6% beam prediction accuracy comparing with about 60.1~64.4% achieved by non-AI baseline (Option 2) with 32 Tx beams
· For 1280ms prediction time, in terms of Top-1 beam prediction accuracy
· evaluation results from [1 source: OPPO] show that AI/ML can increase about 12.7% beam prediction accuracy comparing with 54.3% achieved by non-AI baseline (Option 2) with 32 Tx beams with measurements from 4 time instances with measurement periodicity of 320ms. 
· evaluation results from [1 source: Xiaomi] show that AI/ML can increase about 4%~13.4% beam prediction accuracy comparing with 54%~66.8% achieved by non-AI baseline (Option 2) with 32 Tx beams with measurements from 4 time instances with measurement periodicity of 320ms~2560ms. 
· evaluation results from [1 source: Xiaomi] show that AI/ML can increase up to 17.6% prediction accuracy for 3200ms prediction time. 
· evaluation results from [1 source: Xiaomi] show that AI/ML can increase up to 19.1% prediction accuracy for up to 12.8s prediction time. 
· Beam prediction accuracy gain in terms of Top-K prediction accuracy or Top-1 prediction accuracy with 1dB error is similar as or smaller than the beam prediction accuracy gain in terms of Top-1 prediction accuracy. 
· For the prediction time no larger than 1280ms, AI/ML and non-AI baseline (Option 2) can provide similar average L1-RSRP error, which are less than 1dB. 

(B) For Tx DL beam prediction, based on the evaluation from [two sources: Samsung, Qualcomm], AI/ML can provide some beam prediction accuracy gain comparing with non-AI baseline (Option 2) with UE rotation:
· For 160ms/800ms/1200ms/1600ms prediction time, evaluation results from [1 source: Samsung] show about 2%/8%/10%/13% prediction accuracy increase comparing with 74%/60%/53%/47.7% achieved by non-AI baseline (Option 2) with 32 Tx beam respectively in terms of Top-1 beam prediction accuracy, with measurements from 4 time instances in measurement periodicity of 160ms/800ms/ 1200ms/1600ms respectively. 
· In the evaluation, UE rotation is modelled every 20ms with a rotation speed uniformly distributed within {0, 60} RPM, and the rotation direction is {1/4 of data with randomly to left or right in horizontal, 1/4 of data always to left, 1/4 of data always to right, 1/4 of data to left and right in turn} with random initial directly. 
· For 160ms/320ms/480ms/960ms prediction time, evaluation results from [1 source: Qualcomm] show that AI/ML can increase 2%/3%/4.2%/7.3% Top-1 beam prediction accuracy compared to non-AI baseline (Option 2) with 78%/75.5%/73%/66.3% beam prediction accuracy with 12 Tx with measurement periodicity of 200ms/360ms/520ms/1000ms. 
· In the evaluation, UE rotation is modelled every 40ms with constant [10 RPM] rotation speed in all three rotational axes, with rotational direction chosen uniformly at random among the three axes. 
(C) For Tx DL beam prediction (without UE rotation unless otherwise stated), AI/ML can provide good beam prediction accuracy with the less measurements/RS overhead:  
· Under the assumption of setting Case A, decent beam prediction accuracy can be achieved performance can be achieved with 1/5~1/2 measurement/RS overhead reduction comparing the non-AI baseline (Option 1, with 100% prediction accuracy)
· evaluation results from [1 source: Nokia] show that AI/ML can achieve 57% beam prediction accuracy, while non-AI baseline (Option 2) can only achieve 52% beam prediction accuracy in term of Top-1 beam prediction accuracy for 160ms prediction time,
· 1/3 RS/measurement overhead reduction can be obtained with measurements from 2 time instances with measurement periodicity of 160ms. 
· When prediction time increased to 320ms or larger, >50% Top-1 beam prediction accuracy is lower than 50% even with the help of AI/ML although it still can provide some gain compared with non-AI baseline (Option2). 
· evaluation results from [1 source: NVIDA] show that AI/ML can achieve 60%~71% beam prediction accuracy in terms of Top-1 beam prediction accuracy for 40ms up to 240ms prediction time
· 3/7 RS/measurement overhead reduction can be obtained with measurements from 8 time instances with measurement periodicity of 40ms. 
· When prediction time increased to 280ms or larger, >50% Top-1 beam prediction accuracy is lower than 50% even with the help of AI/ML
· evaluation results from [1 source: InterDigital] show that AI/ML can achieve 60.5% beam prediction accuracy in terms of Top-1 beam prediction accuracy for up to 320ms prediction time
· 2/5 RS/measurement overhead reduction can be obtained with measurements from 3 time instances with measurement periodicity of 160ms. 
· evaluation results from [1 source: OPPO] show that AI/ML can achieve 86.8%/83.6%/75.7%/67% beam prediction accuracy in terms of Top-1 beam prediction accuracy for up to 160ms/320ms/640ms/1280ms prediction time, respectively 
· 1/2 RS/measurement overhead reduction can be obtained with measurements from 4 time instances with measurement periodicity of 40ms/80ms/160ms/320ms, respectively. 
· evaluation results from [1 source: ZTE] show that AI/ML can achieve 92% beam prediction accuracy in terms of Top-1 beam prediction accuracy for 160ms up to 800ms prediction time  
· 1/2 RS/measurement overhead reduction can be obtained with measurements from 5 time instances with measurement periodicity of 160ms. 
· evaluation results from [1 source: MediaTek] show that AI/ML can achieve 64%~68%/56%~63%/ 47%~56% beam prediction accuracy in terms of Top-1 beam prediction accuracy for 160ms/320ms/ 640ms prediction time respectively
· 2/5 RS/measurement overhead reduction can be obtained with measurements from 5 time instances with measurement periodicity of 40ms/80ms/160ms respectively. 
· evaluation results from [1 source: Samsung] show that AI/ML can achieve 62%~66% beam prediction accuracy in terms of Top-1 beam prediction accuracy for 160ms to 640ms prediction time 
· 1/5 RS/measurement overhead reduction can be obtained with measurements from 4 time instances with measurement periodicity of 160ms to 640ms. 
· evaluation results from [1 source: Xiaomi] show that AI/ML can achieve 58.0%~80.1% beam prediction accuracy in terms of Top-1 beam prediction accuracy for 160ms to 12800ms prediction time
· up to 1/2 RS/measurement overhead reduction can be obtained with measurements from 4 time instances with measurement periodicity of 160ms to 3200ms. 

· Under the assumption of setting Case B, evaluation results from [2 sources: Samsung, Xiaomi] indicate that a certain beam prediction accuracy  (e.g., >50% Top-1 beam prediction accuracy) can be achieved performance can be achieved with 1/3~1/2 measurement/RS overhead reduction comparing with non-AI schemes (Option 2)   
· evaluation results from [1 source: Samsung] show that AI/ML can provide 1/2 RS/measurement overhead reduction with UE rotation: 
· AI/ML can achieve ~65% beam prediction accuracy, while non-AI baseline (Option 2) can only achieve 48% beam prediction accuracy in term of Top-1 beam prediction accuracy for 1600ms prediction time/measurement periodicity 
· With non-AI baseline (Option 2), similar prediction accuracy (~65% of Top-1 beam prediction accuracy) can be achieved with 800ms prediction time /measurement periodicity. 
· In the evaluation, UE rotation is modelled every 20ms with a rotation speed of RPM = 60 R/M, and the rotation direction is {1/4 of data with randomly to left or right in horizontal, 1/4 of data always to left, 1/4 of data always to right, 1/4 of data to left and right in turn} with random initial directly. 
· evaluation results from [1 source: Xiaomi] show that AI/ML can provide 7/10 RS/measurement overhead reduction without UE rotation: 
· AI/ML can achieve ~64% beam prediction accuracy, while non-AI baseline (Option 2) can only achieve 46% beam prediction accuracy in term of Top-1 beam prediction accuracy for 3200ms prediction time 
· With non-AI baseline (Option 2), similar prediction accuracy (~64% of Top-1 beam prediction accuracy) can be achieved with 960ms prediction time. 
· Under the assumption of setting Case B+, based on the evaluation results from [2 sources: Xiaomi, Qualcomm], decent beam prediction accuracy can be achieved performance can be achieved by AI/ML 80% measurement/RS overhead reduction compared to the non-AI baseline (Option 1, with 100% prediction accuracy) for which minimal periodicity of measurement is Tper=40ms
· evaluation results from [1 source: Qualcomm] show that AI/ML can provide 80%/88.9%/92.3%/96% RS/measurement overhead reduction: 
· AI/ML can achieve 80%/78.5%/77.2%/73.6% beam prediction accuracy in terms of Top-1 beam prediction accuracy with 160ms/320ms/480ms/960ms prediction time /200ms/360ms/520ms/ 1000ms measurement periodicity. 
· In the evaluation, UE rotation is modelled every 40ms with constant 10 RPM rotation speed in all three rotational axes, with rotational direction chosen uniformly at random among the three axes.
· evaluation results from [1 source: Xiaomi] show that AI/ML can provide 80% RS/measurement overhead reduction: 
· AI/ML can achieve 50%~73% beam prediction accuracy in terms of Top-1 beam prediction accuracy with 640ms to 12800ms prediction time (4 prediction time instance) /800ms to 16000ms measurement periodicity (4 measurement time instance) without UE rotation. 

(D) For beam pair prediction, AI/ML may or may not provide beam prediction accuracy gain time comparing with non-AI baseline (Option 2) for 160ms or less prediction time without UE rotation. For the longer the prediction time, the higher gain of beam prediction accuracy can be achieved by AI/ML:
· For 160ms prediction time, evaluation results from [2 sources: OPPO, xiaomi] show AI/ML can provide similar performance or increase up to 1% prediction accuracy gain, evaluation results from [1 source: Samsung] show AI/ML may decrease 8% prediction accuracy, and evaluation results from [1 source: ZTE] show AI/ML can increase 13.8% prediction accuracy, in terms of Top-1 beam prediction accuracy. 
· evaluation results from [1 source: Samsung] show that AI/ML decrease 8% prediction accuracy in terms of Top-1 beam prediction accuracy with measurements from 4 time instances with measurement periodicity of 160ms comparing with 68.1% achieved by non-AI baseline (Option 2) with 32 Tx beams and 8 Rx beams.  
· evaluation results from [1 source: OPPO] show that AI/ML can increase 0.1% beam prediction accuracy in terms of Top-1 beam prediction accuracy with measurements from 4 time instances with measurement periodicity of 40ms comparing with 81.3% achieved by non-AI baseline (Option 2) with 32 Tx beams and 4 Rx beams.  
· evaluation results from [1 source: xiaomi] show that AI/ML decrease 0.1%~1% prediction accuracy in terms of Top-1 beam prediction accuracy with measurements from 4 time instances with measurement periodicity of 80ms~320ms comparing with 80.7%~83.4% achieved by non-AI baseline (Option 2) with 32 Tx beams and 8 Rx beams.  
· evaluation results from [1 source: ZTE] show that AI/ML can increase 13.8% prediction accuracy in terms of Top-1 beam prediction accuracy with measurements from 5 time instances with measurement periodicity of 160ms comparing with 78.1% achieved by non-AI baseline (Option 2) with 32 Tx beams and 8 Rx beams. 
· For 320ms prediction time, evaluation results from [2 sources: xiaomi, OPPO] show that AI/ML can increase less than 3% prediction accuracy in terms of Top-1 beam prediction accuracy, and evaluation results from [1 source: ZTE] show that AI/ML can increase 22.5% prediction accuracy in terms of Top-1 beam prediction accuracy 
· wherein, [1 source: xiaomi] used measurements from 4 time instances with measurement periodicity of 80ms~640ms. With one AI/ML model to predict the beam at one or multiple time instances including 320ms, AI/ML may increase [less than 2%] beam prediction accuracy comparing with 78.8%~81.2% achieved by non-AI baseline (Option 2) 
· Wherein, [1 source: OPPO] used measurements from 4 time instances with measurement periodicity of 80ms and it shows that AI/ML can increase 2.8% beam prediction accuracy in terms of Top-1 beam prediction accuracy comparing with 74.5% achieved by non-AI baseline (Option 2)
· Wherein, [1 source: ZTE] used measurements from 5 time instances with measurement periodicity of 160ms and it shows that AI/ML can increase 13.8% prediction accuracy in terms of Top-1 beam prediction accuracy comparing with 69.2% achieved by non-AI baseline (Option 2) with 32 Tx beams and 8 Rx beams. 

· For 640ms prediction time, evaluation results from [2 sources: xiaomi, OPPO] show that AI/ML may be able to increase up to 7.5% prediction accuracy, and evaluation results from [1 source: ZTE] show that AI/ML can increase 34% prediction accuracy in terms of Top-1 beam prediction accuracy
· wherein, [1 source: xiaomi] used measurements from 4 time instances 
· With one AI/ML model to predict the beam at 640ms with 640/1280ms as measurement periodicity, AI/ML can increase 6%/3.5% beam prediction accuracy comparing with 74.1%/73.5% achieved by non-AI baseline (Option 2)
· With one AI/ML model to predict the beam at multiple prediction time instances (with two or more of 160ms 320ms, 480ms, 640ms) with different measurement periodicities (e.g., 160ms, 320ms, 800ms, 960ms), AI/ML can increase [0.7%~3.5%] beam prediction accuracy. From the evaluation results, the more target predicted time instances, the less performance gain can be obtained from AI/ML.  
· Wherein, [1 source: OPPO] used measurements from 4 time instances with measurement periodicity of 160ms and it shows that AI/ML can increase 7.5% beam prediction accuracy in terms of Top-1 beam prediction accuracy comparing with 63.3% achieved by non-AI baseline (Option 2)
· Wherein, [1 source: ZTE] used measurements from 5 time instances with measurement periodicity of 160ms and it shows that AI/ML can increase 13.8% prediction accuracy in terms of Top-1 beam prediction accuracy comparing with 57.16% achieved by non-AI baseline (Option 2) with 32 Tx beams and 8 Rx beams. 
· For 800ms prediction time, 
· evaluation results from [1 source: xiaomi] show that AI/ML can to increase 6.7%~7.5% prediction accuracy in terms of Top-1 beam prediction accuracy 
· wherein, measurements from 4 time instances with 800ms/1600ms as measurement periodicity were used and AI/ML can increase 6.7%/7.5% beam prediction accuracy respectively comparing with 72.9%/69.2% achieved by non-AI baseline (Option 2).
· evaluation results from [1 source: ZTE] show that AI/ML can to increase 39.4% prediction accuracy in terms of Top-1 beam prediction accuracy
· wherein, measurements from 5 time instances with 160ms as measurement periodicity were used and AI/ML can increase 39.4% beam prediction accuracy comparing with 51.2% achieved by non-AI baseline (Option 2) with 32 Tx beams and 8 Rx beams.
· For 960ms prediction time, 
· evaluation results from [1 source: DoCoMo] show that AI/ML may increase 12.8% beam prediction accuracy in terms of Top-1 beam prediction accuracy
· Wherein measurements from 5 time instances with measurement periodicity of 160ms, and predictions of 95 time instances with prediction periodicity of 10ms are assumed. AI/ML has 12.8% of beam prediction accuracy improvement in terms of Top 1 beam prediction accuracy comparing with 57.5% achieved by non-AI baseline (Option 2).
· evaluation results from [1 source: xiaomi] show that AI/ML may be able to increase up to 8.5% prediction accuracy in terms of Top-1 beam prediction accuracy
· measurements from 4 time instances with measurement periodicity of 960ms/1920ms were used respectively, with one model to predict single /single/ multiple /multiple prediction time instances. AI/ML can increase 8.1%/8.5% beam prediction accuracy respectively comparing with 71.3%/67.7% achieved by non-AI baseline (Option 2).
· For 1200ms/1600ms/2400ms/3200ms/40000ms prediction time, evaluation results from [1 source: xiaomi] show that AI/ML may be able to increase up to 8.8%/ up to 10.7%/ up to 10.2%/up to 11.3%/up to 20.4% prediction accuracy in terms of Top-1 beam prediction accuracy respectively
· measurements from 4 time instances were used with 1200ms/1600ms /1200ms/1600ms/4000ms as measurement periodicity respectively
(E)For beam pair prediction, based on the evaluation results from [3 sources: Qualcomm, Samsung, Intel], AI/ML may or may not provide beam prediction accuracy gain comparing with non-AI baseline (Option 2) with UE rotation:
· For 160ms prediction time, in terms of Top-1 beam prediction accuracy 
· evaluation results from [1 source: Samsung] show that AI/ML may decrease 10% prediction accuracy with measurements from 4 time instances with measurement periodicity of 160ms. In this case, non-AI baseline (option 2) can achieve 51.09% beam prediction accuracy.
· In the evaluation, UE rotation is modelled every 20ms with a rotation speed uniformly distributed within {0, 60} RPM, and the rotation direction is {1/4 of data with randomly to left or right in horizontal, 1/4 of data always to left, 1/4 of data always to right, 1/4 of data to left and right in turn} with random initial directly. 
· For 200ms prediction time, in terms of Top-1 beam prediction accuracy with 10 RPM rotation speed in all three rotational axes, with rotational direction chosen uniformly at random among the three axes 
· evaluation results from [1 source: Qualcomm] show that AI/ML can increase [1%~1.6%] prediction accuracy with measurement periodicity of 240ms with different AI/ML models. In this case, non-AI baseline (option 2) can achieve 67.4% beam prediction accuracy
· For 200ms prediction time, in terms of Top-1 beam prediction accuracy with 100 RPM rotation speed in all three rotational axes, with rotational direction chosen uniformly at random among the three axes 
· evaluation results from [1 source: Qualcomm] show that AI/ML can increase 23%~30% prediction accuracy with measurement periodicity of 240ms with different AI/ML models. In this case, non-AI baseline (option 2) can only achieve 17% beam prediction accuracy.
· For 500ms prediction time, in terms of Top-1 beam prediction accuracy with 10 RPM rotation speed to fixed a direction 
· evaluation results from [1 source: Intel] show that AI/ML can increase 6%/8%/11% prediction accuracy with measurements from 1/2/5 time instances in measurement periodicity of 100ms respectively 
· evaluation results from [1 source: Intel] show that AI/ML can increase 11%/11.5%/12.5% prediction accuracy with measurements from 1/2/5 time instances in measurement periodicity of 50ms respectively
· For 800ms prediction time, in terms of Top-1 beam prediction accuracy 
· evaluation results from [1 source: Samsung] show that AI/ML may decrease 6% prediction accuracy with measurements from 4 time instances with measurement periodicity of 800ms. In this case, non-AI baseline (option 2) can achieve 30.19% prediction accuracy.
· In the evaluation, UE rotation is modelled every 20ms with a rotation speed uniformly distributed within {0, 60} RPM, and the rotation direction is {1/4 of data with randomly to left or right in horizontal, 1/4 of data always to left, 1/4 of data always to right, 1/4 of data to left and right in turn} with random initial directly. 
(F) For beam pair prediction, (without UE rotation unless otherwise stated), AI/ML can provide good beam prediction accuracy with the less measurements/RS overhead:  
· Under assumption of setting Case A, [>50%] Top-1 decent beam prediction accuracy can be achieved performance can be achieved with up to 1/2 measurement/RS overhead comparing with no time domain prediction.    
· evaluation results from [1 source: OPPO] show that AI/ML can achieve 81.4%/77.3%/70.8%/61.8% beam prediction accuracy in terms of Top-1 beam prediction accuracy for up to 160ms/320ms/640ms/1280ms prediction time, respectively 
· 1/2 RS/measurement overhead reduction can be obtained with measurements from 4 time instances with measurement periodicity of 40ms/80ms/160ms/320ms. 
· evaluation results from [1 source: ZTE] show that AI/ML can achieve 90%-92% beam prediction accuracy in terms of Top-1 beam prediction accuracy for 160ms up to 800ms prediction time 
· 1/2 RS/measurement overhead reduction can be obtained with measurements from 5 time instances with measurement periodicity of 160ms. 
· evaluation results from [1 source: Xiaomi] show that AI/ML can achieve 79%~84% beam prediction accuracy in terms of Top-1 beam prediction accuracy for 80ms to 640ms prediction time without UE rotation for beam pair
· up to 1/2 RS/measurement overhead reduction can be obtained with measurements from 4 time instances with measurement periodicity of 80ms or 160ms. 
· evaluation results from [1 source: Docomo] show that AI/ML can achieve 71.9% /67.4%/64.4% for 30km/h /60km/h /90km/h beam prediction accuracy respectively in terms of Top-1 beam prediction accuracy for 800ms prediction time.
· 1/2 RS/measurement overhead reduction can be obtained with measurements from 5 time instances with measurement periodicity of 160ms.
· Under assumption of setting Case B, based on the evaluation from [2 sources: DoCoMo, Xiaomi] a certain beam prediction accuracy (e.g., >50% Top-1 beam prediction accuracy) can be achieved performance can be achieved with 1/2 or 3/5 measurement/RS overhead reduction comparing with non-AI schemes with 30km/h respectively
· evaluation results from [1 source: DoCoMo] show that AI/ML can provide 1/2 or 2/3 or 3/4 RS/measurement overhead reduction without UE rotation for 30km/h /60km/h /90km/h respectively
· AI/ML can achieve 70.3%/77.1%/79.8% beam prediction accuracy with 30km/h /60km/h /90km/h respectively, while non-AI baseline (Option 2) can only achieve 57.2%/36%/36% beam prediction accuracy in term of Top-1 beam prediction accuracy for 960ms/960ms/640ms prediction time/measurement periodicity for 30km/h /60km/h /90km/h respectively.
· With non-AI baseline (Option 2), similar prediction accuracy (76.7% of Top-1 beam prediction accuracy) can be achieved with 480ms/320ms/160ms prediction time /measurement periodicity for 30km/h /60km/h /90km/h respectively.
· evaluation results from [1 source: Xiaomi] show that AI/ML can provide 3/5 RS/measurement overhead reduction without UE rotation
· AI/ML can achieve 77.6% beam prediction accuracy, while non-AI baseline (Option 2) can only achieve 66.9% beam prediction accuracy in term of Top-1 beam prediction accuracy for 1600ms prediction time.
· With non-AI baseline (Option 2), similar prediction accuracy (74.1% of Top-1 beam prediction accuracy) can be achieved with 640ms prediction time.
· Under the assumption of setting Case B+, based on the evaluation from [one source: Xiaomi] decent beam prediction accuracy] can be achieved performance can be achieved with 80 measurement/RS overhead comparing the non-AI baseline (Option 1, with 100% prediction accuracy) with Tper =160ms as minimal periodicity of measurement
· evaluation results from [1 source: Xiaomi] show that AI/ML can provide 80% RS/measurement overhead reduction: 
· AI/ML can achieve 68%~77% beam prediction accuracy in terms of Top-1 beam prediction accuracy with 640ms to 3840ms prediction time (4 prediction time instance) /800ms to 4800ms measurement periodicity (4 measurement time instance) without UE rotation. 
Note that ideal measurements are assumed
· Beams could be measured regardless of their SNR.
· No measurement error.
· Measured in a single-time instance (within a channel-coherence time interval).
· No quantization for the L1-RSRP measurements.
· No constraint on UCI payload overhead for full report of the L1-RSRP measurements of Set B for NW-side models are assumed. 
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Cases: Beam prediction accuracy [%] Average Predicted
DL Tx beam prediction L1-RSRP diff.[dB] | L1-RSRP [dB]
Top-1 Top-1 Top-2/1, Top-4/1, | Top-1/1, Top-2/1, Top-1/1
1dB margin Top-6/1 Top-4/1, Top-6/1

Option 1a for fixed pattern 76.9 N/A Top2/1: 90.0 Topl/1: 2.64 N/A
Top4/1: 98.2 Top2/1:1.16
Top6/1: 99.5 Top4/1: 0.19
Top6/1: 0.04

Option 2a for fixed pattern 76.4 80.2 Top2/1: 86.2 Topl1/1:2.70 0.34
Top4/1: 93.0 Top2/1: 1.53
Top6/1: 95.2 Top4/1: 0.77
Top6/1: 0.51
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Cases: Beam prediction accuracy [%] Average Predicted
Beam pair prediction L1-RSRP diff.[dB] | L1-RSRP [dB]
Top-1 Top-1 Top-2/1, Top-4/1, | Top-1/1, Top-2/1, Top-1/1
1dB margin Top-6/1 Top-4/1, Top-6/1

Option 1a for fixed pattern 581 N/A Top2/1: 73.0 Topl1/1: 2,90 N/A
Top4/1: 87.3 Top2/1: 1.20
Top6/1: 92.8 Top4/1: 0.40
Top6/1: 0.19

Option 2a for fixed pattern 559 65.6 Top2/1: 72.5 Topl/1:2.01 245
Top4/1: 84.5 Top2/1:1.08
Top6/1: 89.4 Top4/1: 0.53
Top6/1: 0.34





