Page 1
[bookmark: _GoBack]3GPP TSG RAN WG1 Meeting #114 														R1-2308255
Toulouse, France, August 21st – August 25th, 2023

Source: 	Moderator (vivo)
Title:	FL summary #2 of other aspects on AI/ML for positioning accuracy enhancement
Agenda item:	9.2.4.2
Document for:	Discussion and decision

1. Introduction
In this contribution, we summarize issues regarding other aspects on AI/ML for positioning accuracy enhancement in RAN1 #114. 
Note that the scope of agenda 9.2.4.2 including discussions on potential specification impact of AI/ML for positioning accuracy enhancement.
2. Potential specification Impact
In this section, we provide a summary of issues, observations and proposals related to specification impact for positioning accuracy enhancements in the submitted contributions.
As in the SID, the related objectives are the following.
	Study the 3GPP framework for AI/ML for air-interface corresponding to each target use case regarding aspects such as performance, complexity, and potential specification impact.

Use cases to focus on: 
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels

Note: the selection of use cases for this study solely targets the formulation of a framework to apply AI/ML to the air-interface for these and other use cases. The selection itself does not intend to provide any indication of the prospects of any future normative project. 


For the use cases under consideration:

2) Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· PHY layer aspects, e.g., (RAN1)
· Consider aspects related to, e.g., the potential specification of the AI Model lifecycle management, and dataset construction for training, validation and test for the selected use cases
· Use case and collaboration level specific specification impact, such as new signaling, means for training and validation data assistance, assistance information, measurement, and feedback
· Protocol aspects, e.g., (RAN2) – RAN2 only starts the work after there is sufficient progress on the use case study in RAN1 
·  Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference),  and management of data and AI/ML model, per RAN1 input 
· Collaboration level specific specification impact per use case 
· Interoperability and testability aspects, e.g., (RAN4) – RAN4 only starts the work after there is sufficient progress on use case study in RAN1 and RAN2
· Requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable
· Consider the need and implications for AI/ML processing capabilities definition

Note 1: specific AI/ML models are not expected to be specified and are left to implementation. User data privacy needs to be preserved.
Note 2: The study on AI/ML for air interface is based on the current RAN architecture and new interfaces shall not be introduced.
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2.1 Individual observations/proposals
The following are individual observations and proposals from the contributions.
	Sources
	Observations/proposals

	[1, New H3C]
	1. For model monitoring without ground truth label, supporting statistics of model input compared to the statistics associated with the training data as monitoring metric is enough at least for Case 2b, 3a and 3b.
Proposal 1: For model monitoring without ground truth label, support CIR measurement for best algorithm compatibility and information reservation.

	[2, Ericsson]
	Proposal 9	For the UE-side model of positioning use case, the condition for model LCM is realized via the area ID, which is a type of assistance data sent from LMF.
Proposal 10	For the positioning use case, functionality ID and functionality ID based LCM are supported for UE side model.
Proposal 11	For the positioning use case, model ID is not defined. Model ID based LCM is not supported for UE-side model.
Proposal 14	For model inference of Case 2b/3b, PDP and DP are prioritized over CIR considering the smaller model input size and the limited specification impact.
Proposal 15	For model inference of Case 2b/3b, study how to specify the signalling of measurement data for model input, including PDP and DP.
Proposal 16	For all Cases, design choice for model input (including information type and size) need to consider all LCM stages, not just model inference stage.
Proposal 17	For Case 2b/3b, study how to adjust the timing value range, and format the timing measurement information for signalling over the interfaces (LPP, NRPPa), where the timing measurements are used directly or indirectly as input to the AI/ML model in LMF.
Proposal 18	For training data collection of all Cases, data format information (e.g., granularity factor k) is reported together with the timing related measurement data.
Proposal 19	For timing information as model output, only consider relative timing measurement or measurement of timing differences.
Proposal 20	At least for AI/ML models residing at network side (Case 2b, 3a, 3b), it is outside RAN1 scope to discuss whether/how to map the AI/ML functional entities to network nodes.
Proposal 21	For Case 3a (NG-RAN assisted positioning with gNB-side model, AI/ML assisted positioning):  The input to the AI/ML model does not need to be specified. The model output can be reported from gNB to LMF using existing signaling.  No specification impact is expected for model inference.
Proposal 22	Conclude that for Case 3a, model monitoring metric is calculated without collecting test data. No signalling needs to be specified to collect test data for model monitoring purpose.
Proposal 23	For Case 3a (NG-RAN assisted positioning with gNB-side model, AI/ML assisted positioning): Study signaling enhancements for the LMF to provide the ground truth label (e.g., ground truth direct path ToAs or UE locations) to support the training data collection.
Proposal 24	For Case 3b (NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning): Postpone the final specification impact discussion until it has been concluded based on evaluations the suitable information to report as model input.
Proposal 25	For Case 3b (NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning): Conclude that for Case 3b, model monitoring metric is calculated without collecting test data. No signalling needs to be specified to collect test data for model monitoring purposes.
Proposal 26	For Case 1/2a, for model inference as well as training data collection, the benefits of adding support for assistance information should be proven with evaluations before RAN1 discuss what assistance information to support and the potential specification impact.
Proposal 27	For Case 1 (UE-based positioning with UE-side model): Conclude that model monitoring is handled on the UE side.
Proposal 28	Conclude that there is no need for PRS configuration enhancements for data collection purposes for Case 1/2a/2b.
Proposal 29	For Case 1, introduce support for the UE to request PRS transmissions for training data collection purposes.
Proposal 30	For Case 2a (UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning): No specification impact for model inference is expected when the model output is fully aligned with existing measurement report.
Proposal 31	For Case 2a (UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning): Conclude that model monitoring is handled on the UE side. Available residual loss information could be used as assistance data from the network to the UE for model monitoring purposes.
Proposal 32	For Case 2b, the IE for reporting model input should kept small (e.g., DP only). Full-size CIR is not considered.
Proposal 33	If supporting Case 2b (UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning): Study the requirements for training data logging and reporting using 3GPP protocols.

	[3, NVIDIA]
	Proposal 1: For AI/ML model training for positioning enhancements, study potential specification impact related to training data type, training data source determination, and assistance signalling and procedure for training data collection at UE side or network side.
Proposal 2: For AI/ML model training for positioning enhancements, study potential specification impact related to ground truth label determination and noisy level of the ground truth labels. 
Proposal 3: Study potential specification impact of different data collection methods (e.g., utilizing digital twin technology) for obtaining training data set with high user density.
Proposal 4: For AI/ML based positioning enhancements, study potential specification impact related to assistance signalling and procedure for model configuration, model activation/deactivation, model recovery/termination, and model selection.
Proposal 5: For AI/ML based positioning enhancements, study potential specification impact related to assistance signalling and procedure for model performance monitoring and model update/tuning, including monitored metrics, triggers for model update, dedicated reference signals, measurements, and feedback report.
Proposal 6: For AI/ML based positioning enhancements, study potential specification impact related to report/feedback of model input for inference, type of model input, and model input acquisition and pre-processing for UE side or network side inference.
Proposal 7: For AI/ML based positioning enhancements, study potential specification impact related to report/feedback of model inference output and post-processing for UE side or network side inference.
Proposal 8: For AI/ML based positioning enhancements, study potential specification impact related to UE capability for AI/ML based beam prediction including model training, model inference and model monitoring.
Proposal 9: For AI/ML based positioning enhancements, study the aspects that should be specified as conditions of a Feature/FG available for functionality.
Proposal 10: For AI/ML based positioning enhancements, study the aspects that should be considered as additional conditions and how to include them into model description information during model identification.

	[4, Huawei]
	Observation 1 : Functionality based LCM is appropriate for UE-side model of Case 1/2a.
· Note: Whether model based LCM is applicable to UE-side model of Case 1/2a can be further clarified.
Observation 2 : In the majority of situations, sufficient ground truth labels generated from PRUs are available. For ground truth labels approximated by UEs, it is not clear how the UE accuracy can be known and guaranteed.
Observation 3 : For Case 1, data collection for training can be achieved at least with a spec transparent method.
Observation 4 : For the model inference of Case 1 for direct positioning,
· The gNB sends PRS to the UE that contains the AI/ML model.
· The UE infers the position based on the channel measurements obtained from PRS.
Observation 5 : For the model inference of Case 1 for assisted positioning,
· The gNB sends PRS to the UE that contains the AI/ML model.
· The UE infers the information needed for final positioning (e.g. LOS/NLOS states, RSTD).
· The UE performs the final positioning.
Observation 6 : For Case 1, inference can be at least achieved with a spec transparent method.
Observation 7 : For the monitoring of Case 1, there seems to be no need to request a metric as it can be derived at the monitoring entity
· For UE-side model monitoring, the metric is derived in the same UE-side entity which also performs the monitoring.
Observation 8 : For Case 2a, data collection for training can be achieved at least with a spec transparent method.
Observation 9 : For the model inference of Case 2a,
· The gNB sends PRS to the UE that performs the channel measurements.
· The UE uses its channel measurements to infer the model output (e.g., LOS/NLOS states, RSTD).
· The UE transmits the model output to the LMF that performs the final positioning.
Observation 10 : For the monitoring of Case 2a, there seems to be no need to request a metric as it can be derived at the monitoring entity
· For UE-side model monitoring, the metric is derived in the same entity which also performs the monitoring.
· For LMF-side monitoring (if eligible), the LMF can request ground truth label/measurements from PRU or request measurements from UE to derive the metric.
Observation 11 : For the monitoring of Case 2a, there seems no strong need to spend additional spec effort on LMF-side monitoring (if eligible).
Observation 12 : For Case 3a, data collection for training can be achieved at least with a spec transparent method.
Observation 13 : For the model inference of Case 3a,
· The UE transmits SRS to the gNB.
· The gNB performs channel measurements based on SRS and delivers them as input to the AI/ML-model to infer the model output (e.g., LOS/NLOS states, RSTD).
· The gNB transmits the results of the inference to the LMF where the final positioning is performed.
Observation 14 : For the monitoring of Case 3a, there seems to be no need to request a metric as it can be derived at the monitoring entity
· For gNB-side model monitoring, the metric is derived in the same entity which also performs the monitoring.
· For LMF-side monitoring (if eligible), the LMF can request ground truth label from PRU and request inference output from gNB to derive the metric.
Observation 15 : For the monitoring of Case 3a, there seems no strong need to spend additional spec effort on LMF-side monitoring (if eligible).

Proposal 1 : The Working Assumption from RAN1#112bis-e does not have spec impact in all cases. This should be clarified and the following note should be added:
· Note: Whether data collection has spec impact depends on per Case 1/2a/2b/3a/3b.
Proposal 2 : For the conditions of functionality based LCM for UE-side model of Case 1/2a, consider the applicable configuration(s) for measurement and report of a Feature/FG with higher priority.
Proposal 3 : For Case 1 (UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning), the model training/updating and inference are performed all at UE-side.
Proposal 4 : For the monitoring of Case 1/2a, PRUs can be additionally used to derive the monitoring metric with spec transparent manner.
Proposal 5 : For Case 2a (UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning), the model training/updating and inference are performed all at UE-side.
Proposal 6 : For the model inference of Case 2a, the report of the model output(s) timing estimation, LOS/NLOS indication may be further studied.
Proposal 7 : For the monitoring of Case 2a, UE-side monitoring can be considered with higher priority.
· UE-side entity collects inputs for monitoring, calculates monitoring metric, and makes monitoring decision.
Proposal 8 : For Case 2b (UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning), the model training/updating and inference are performed all at LMF-side.
Proposal 9 : For the data collection for training of Case 2b, consider the report of RSRPP from PRU to LMF as the model input which can achieve good performance but with much less overhead than CIR/PDP.
Proposal 10 : For the model inference of Case 2b, consider the report of RSRPP from UE to LMF as the model input which can achieve good performance but with much less overhead than CIR/PDP.
Proposal 11 : For the monitoring of Case 2b, the monitoring metric can be derived at the LMF without additional spec impact on top of inference.
· LMF collects inputs for monitoring, calculates monitoring metric, and makes monitoring decision.
Proposal 12 : For Case 3a (NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning), the model training/updating and inference are performed all at gNB side.
Proposal 13 : For the model inference of Case 3a, the report of the model output(s) timing estimation, LOS/NLOS indication can be studied.
Proposal 14 : For the monitoring of Case 3a, gNB-side monitoring can be considered with higher priority.
· gNB side collects inputs for monitoring, calculates monitoring metric, and makes monitoring decision.
Proposal 15 : For Case 3b (NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning), the model training/updating and inference are performed all at LMF-side.
Proposal 16 : For the data collection for training of Case 3b, consider the report of RSRPP from gNB to LMF as the model input which can achieve good performance but with smaller spec effort than CIR/PDP.
Proposal 17 : For the model inference of Case 3b, consider the report of RSRPP from gNB to LMF as the model input which can achieve good performance but with smaller spec effort than CIR/PDP.
Proposal 18 : For the monitoring of Case 3b, the monitoring metric can be derived at the LMF without additional spec impact on top of inference.
· LMF collects inputs for monitoring, calculates monitoring metric, and makes monitoring decision.

	[5, Spreadtrum]
	Observation 1: For both of direct AI/ML positioning and AI/ML assisted positioning, AI/ML model can be delivered or not. It can wait for the progress of AI9.2.1.
Observation 2: Output data based monitoring w/o ground-truth label for positioning monitoring is needed to be evaluated, and it can depend on the progress of AI9.2.4.1.
Observation 3: The integrity mechanism can be considered as one tool to evaluate/monitor the performance of AI/ML model.
Proposal 1: For both of direct AI/ML positioning and AI/ML assisted positioning, suggest to focus on the training and inference located at the same side at present.
Proposal 2: Both functionality identification and model identification can be considered for case 1 and case 2a.
Proposal 3: For AI/ML model identification for case1/2a, model ID, model applicable condition, model complexity, and model output (for case 2a) can be considered into the UE capability.
Proposal 4: For functionality identification for case1/2a, applicable condition, model complexity, and model output (for case 2a) can be considered into the UE capability.
Proposal 5: For case 2b and case 3b, the input of AI/ML model can be considered as new metric, e.g., CIR/PDP. Whether to support it depends on the evaluation of AI9.2.4.1.
Proposal 6: Whether/How to define/reflect the complexity of the AI/ML operation in the specification can be studied.
Proposal 7: Input data based monitoring can be considered for the evaluation of positioning monitoring, and it seems no spec enhancement is needed.

	[6, vivo]
	1. Support time domain CIR as one model input for training of AI/ML model for positioning.
When the entity conducting model training and data collection is not the same, collected data should be delivered from the data-collection entity to the model-training entity.  
1. For measurement collection, at least measurement type and format should be indicated, depending on the model input.
1. Real-time on-device model training with a large-scale dataset should be avoided at UE side. 
1. Model transfer over air interface can be achieved with extremely low signaling overhead by combining small-parameter model design and advanced model quantization technologies.
1. Continue to discuss the procedure of data collection and any specification impact when mdel training is performed at OTT server.
As a reply to RAN2 LS, at least the content listed in the following table should be considered and potentially specified for AI/ML based positioning. 
	Positioning

	
	LCM sideness
	Data content
	Typical data size
	Reporting type
	Typical latency requirement

	Model training
	UE-sided
	Measurement type
· CIR
· PDP
· DP
Label type
· Location coordinate
· Timing estimation
· LOS/NLOS
Assistance information
· Time stamp
· Quality indicator
· RS configuration
· FFS: other necessary information, e.g., scenarnio identifier, LOS/NLOS condition, timing error
	Measurement: From 200 to 3000 bits per samples. More details can refer to Section 8.4.1 of [2]
Label: Less than 100 bits.
Assistance information: Less than 100 bits
One example is 
(500bits for measurement + 100bits for lable)*10k+100~=6Mbits
Note: Model training may need 1k~20k samples, which may depend on specific positioning accuracy requirement and model training methods.
	Event triggered
	

	
	LMF-sided
	
	
	
	

	Model inference
	UE-sided
	\
	Measurement: From 200 to 3000 bits per samples. More details can refer to Section 8.4.1 of [2]
Assistance information: Less than 100 bits


	Aperiodic triggered, which may be triggered by LMF side or UE side following the legacy protocols
Periodic or semi-persistent or aperiodic or event-trigger, are feasible.
	Real time

	
	gNB-sided
	\
	
	
	

	
	LMF-sided
	Measurement type:
· CIR
· PDP
· DP
Assistance information
· Time stamp
· Quality indicator
· RS configuration
· FFS: other necessary information, e.g., scenarnio identifier, LOS/NLOS condition, timing error
	
	
	

	Model monitoring
	UE-sided
	Label-based, e.g.,
· Estimated label by other positioning methods (from LMF)
Label free-based, e.g.,
· Application condition, e.g., area ID. (from LMF)
· Note: other types of data are not precluded
	
Less than 100 bits per sample

Note: at least 10 samples should be collected to estimate a statistic or distribution for long-term monitoring.
	periodic or semi-persistent or aperiodic or event-trigger, are feasible.
	Real time


	
	gNB-sided
	Label free-based, e.g.,
· Application condition, e.g., area ID. (from LMF or UE)
Note: other types of data are not precluded
	Less than 100 bits per sample

Note: at least 10 samples should be collected to estimate a statistic or distribution for long-term monitoring.
	
	

	
	LMF
	Label-based, e.g.,
· Ground truth label
· Estimated label by other positioning methods
· Application condition, e.g., area ID.
Label free-based, e.g.,
· Dominant feature: e.g., SINR, RSRP
· Model input type: e.g., CIR/PDP/DP
· Sensor related: e.g., motion state information.
· Application condition, e.g., area ID.
Note: other types of data are not precluded
	Depend on data content from a few bits (e.g., SINR) to a few hundred bits (e.g., CIR)  per sample
Example size can be several tens of kilo bits
Note: at least 10 samples should be collected to estimate a statistic or distribution for long-term monitoring.
	
	



Support model transfer over air interface for AI/ML based positioning.
1. For the case where model is developed at network side and deployed at UE side, network side should transfer the model information to the target UE.
1. Model information should contain meta-information indicating model capability and the physical and network environment or condition under which the model is suitable for operation.
1. The process of model activation and deactivation is needed to flexibly control the model's lifecycle, so as to ensure positioning performance.
Network side should deploy a model pool containing multiple models with same structure but different parameters to UE in advance for model selection. 
1. Network side could send a model selection instruction to instruct the target UE to select a suitable model from the model pool, when the current model does not work well. 
Model monitoring can be achieved based on the following ideas.
a) Monitor covariate (input) shift: detecting whether or to what extent the distribution of model inputs in the test dataset is consistent with the training dataset. 
b) Monitor concept (translation) shift: detecting whether or to what extent the mapping between model inputs and model outputs in the test dataset is consistent with the training dataset.
Monitoring convariate (input) shift can acheve model input based model monitoring, and can be used as an indirect indicator of degraded performance due to its accessibility without the needs of model output related information, such as ground truth labels.
Monitoring concept (translation) shift can achieve model output based model monitoring, and can provide a definite answer on whether the deployed model is still accurate or not, with the needs of model output related information, such as ground truth label.
Multiple monitoring methods can be integrated together to make a model monitoring decision with the considerations of overhead and accuracy.
For model monitoring, the measurement could be associated with the model output and/or model input. The types of measurement may include: 
· Channel quality related, e.g., SINR, RSRP.
· Model input types, e.g., CIR, PDP, DP. 
· Sensor related, e.g., motion state information, ranging information. 
· Model output  types, e.g., ground truth label and/or its approximation.
For model monitoring, the statistics for monitoring metric can be
c) For model input based monitoring, statistics of measurement(s) compared to the statistics associated with the training data（i.e., Dataset shift）
d) For model output based monitoring, statistic of comparisons obtained by comparing model output(s) and model output related measurement(s) (i.e., Concept (translation)shift).
The popular statistical indicators in mathematics, e.g., KL divergence, maximal vertical distance and cross entropy could be reused to indicate the difference between two statistics or distributions,.
The classification criteria for self-monitoring and non-self-monitoring methods is whether the entire process of model monitoring is implemented on the physical entity where the AI/ML model is deployed without the assistance of other physical entities.
According to the functionality involved in the process of model monitoring, model monitoring can be divided into three entities:
· Entity of data collection for model monitoring
· Entity of metric calculation for model monitoring 
· Entity of monitoring decision for model monitoring
For model monitoring, the specific mapping between the logic entities to the physical entities is case-by-case.
Regarding AI/ML model monitoring for AI/ML based positioning, the following entities are identified as candidates to derive monitoring metric in addition to entities from previous agreement
•	LMF for Case 1 (with UE-side model), Case 2a (with UE-side model) and Case 3a (with gNB-side model) at least when monitoring is based on provided ground truth label (or its approximation).
Apart from the entity of deriving monitoring metric, it is also necessary to identify the entities of collecting data and making decision for model monitoring:
If the size of collected raw data for model monitoring is large, it is suggested that 
· Reporting intermediate parameters deriving from collected raw data. Monitoring metric can be further derived based on the intermediate parameters. For example, the intermediate parameters could be the distribution of collected raw CIR. 
· The entity of data collection is the same as the entity of deriving monitoring metric.
If the size of collected raw data for model monitoring is relatively small, it is suggested that
· Reporting the collected raw data to the entity of deriving monitoring metric.
· Reporting intermediate parameters deriving from collected raw data. Monitoring metric can be further derived based on the intermediate parameters. For example, the intermediate parameters could be the distribution of collected raw SINR. 
· The entity of data collection is the same as the entity of deriving monitoring metric.
It is suggested to adopt LMF as the entity of monitoring decision at least.
Under the general model monitoring framework, the further analysis of specific specification impact on model monitoring should be case-by-case, including the mapping between the logic entities to the physical entities and the specific signaling.
Capture the shift detection of dominant feature distribution based model monitoring into the TR. The specification impact may include
e) the type(s) of dominant feature(s) for input data 
f) the reference distribution(s) of dominant feature(s)
Capture the AI/ML based adversarial validation based model monitoring into the TR. The specification impact may include
g) The input data collection for monitoring entities for adversarial validation
During training the AI/ML model for positioning, a seperate model could be tailored to continually detect whether the model input is out-of-distribution, so as to monitor the performance of the AI/ML model for positioning, with limited resource consumption.
Capture the AI/ML based out-of-distribution based model monitoring into the TR. The specification impact may include:
h) AI/ML model for monitoring tranfered from NW side to UE side.
The main specification impact of ground truth label based model monitoring is the procedure of collecting the samples with ground truth labels, which could reuse that of data collection for training.
Capture the model monitoring methods for AI/ML assisted positioning into the TR. The specification impact may include
i) The error threshold between AI output and estimated timing based on calculated location 
j) The timing measurement enhancement indication based AI/ML assisted positioning
Capture the motion sensors assisted model monitoring into the TR. The specification impact may include:
k) Indication to inform UE side to collect motion sensor information.  
During training the AI/ML model for positioning, a separate ranging model could be tailored  to continually monitor the performance of the AI/ML model for positioning, with limited resource consumption.
With the assistance of the ranging model, efficient model monitoring can be achieved without the needs of other measurement related to model output.
Capture the ranging model assisted model monitoring into the TR. The specification impact may include：
l) Ranging model transferred from NW side to UE side for monitoring.
1. When fine-tuning is conducted at UE side, UE capability corresponding to fine-tuning is required.
1. To enable model fine-tuning when AI/ML model inference is at UE side, support assistance information to the target UE about pre-trained model and training configuration.
1. Training data collection request for model fine-tuning and feedback from the target UE is required to support model fine-tuning at network side.
1. The result of model monitoring and the achievability of model updating should be jointly considered as the condition of model updating.
1. Support time domain CIR/PDP as model input for AI/ML based positioning.
1. For direct AI/ML positioning, when model inference is at network side, request to and feedback from the target UE of the necessary measurement (e.g., as the input to the AI/ML model) for model inference is needed.
1. For AI/ML assisted & UE assisted positioning, support the target UE to report the output of AI/ML model inference (intermediate feature for positioning) when model inference is at UE side.
1. For AI/ML assisted positioning, when model inference is at network side, request to and feedback from the target UE of the necessary measurement (e.g., as the input to the AI/ML model) for model inference is needed.
1. TRP-related information, such as encoded TRP ID and TPR’s location, should be incorporated into the model input for Construction 2 (Single model, same TRP for N model) of AI/ML assisted positioning without additional signaling overhead.
1. For Construction 1 (single TRP, N model for N TRPs), uplink positioning should be primarily considered, and AI/ML models should be deployed at gNB side.
1. For Construction 2 (single TRP, same model for N TRPs), downlink positioning should be primarily considered, and AI/ML model should be deployed at UE side.
1. For Construction 3 (Multi-TRP, one model for N TRPs), uplink positioning should be primarily considered, and AI/ML model should be deployed at LMF side.
Support TOA as a new measurement reporting from UE side to NW side.
For the alignment of CIR/PDP/DP reporting, 
· The legacy path-wise reporting framework could be enhanced to adapt to the new feature of AI/ML based positioning.
· A new sample-wise reporting framework could be specially designed for the new feature.
1. A general model management procedure should be specially studied for AI/ML based positioning accuracy enhancement.
1. Support to study the detailed assistance signaling configuration when the model management procedure for AI/ML based positioning is agreed.
Functionality based LCM is a coarse-grained type of management, and the static conditions should be included, such as UE capability relate conditions. 
Model-ID based LCM is a fine-grained type of management, and all these dynamic conditions should be included, such as generalization related conditions
Both functionality based and model-ID based LCM frameworks could coexist and be integrated to achieve flexible LCM of AI/ML model.
The possible conditions for functionality and model ID based LCM are listed as follows
· For functionality based LCM, the static conditions may consist of : 
· Model input types: a set of model input types supported by AI/ML models, such as {CIR, PDP, DP}.
· Model output types: a set of model output types supported by AI/ML models, such as {location, TOA, LOS/NLOS}.
· PRS configurations: a set of PRS configurations supported by AI/ML models.
· For model ID based LCM, the dynamic conditions may consist of : 
· Model generalization information: 
· Area/scenario ID: indicates the area/scenario which the AI/ML model is applied for.
· TRP pattern: indicates a set of TRP/cell ID which the AI/ML model is applied for.
· Range of SINR&RSRP: indicates the range of SINR&RSRP which the AI/ML model is applied for. 
· Range of Timing&sychonrization error: indicates the range of timing&sychonrization error which the AI/ML model is applied for.
· Model description information:
· Model inference latency (related to model complexity): indicates the latency of performing one model inference.
· Model inference accuracy: indicates the model inference accuracy on the test dataset. 


	[7, ZTE]
	Proposal 1: Confirm the working assumption with the following revisions:
Working Assumption (RAN1#112bis-e):
Regarding data collection at least for model training for AI/ML based positioning, at least the following information of data with potential specification impact are identified.
· Ground truth label
· At least for model training
· Report from the label data generation entity
· Measurement (corresponding to model input)
· At least for model training
· Report from the measurement data generation entity
· Quality indicator
· For and/or associated with ground truth label and/or measurement at least for model training
· Report from the label and/or the measurement data generation entity and/or as request from a different (e.g., data collection, etc.) entity
· RS configuration(s)
· At least for deriving measurement
· Request from data generation entity (UE/PRU/TRP) to LMF and/or as LMF assistance signaling to UE/PRU/TRP
· Note1: there may not be any enhancements on top of existing RS configuration(s) or any new RS configuration(s) for positioning measurement
· Time stamp
· At least for and/or associated with ground-truth label and/or measurement training data for model training
· Separate time stamp for measurement and ground truth label, when measurement and ground truth label are generated by different entities
· Report from data generation entity together with training data and/or as LMF assistance signaling
· Note2: there may not be any enhancements on top of time stamp in existing positioning measurement report or any new time stamp report for positioning measurement
· FFS other necessary information (e.g., scenario identifier. LOS/NLOS condition, timing error, etc.) for data collection
· Note3: The above information can be applied to different LCM purposes, e.g., model training, model monitoring and model inference. whether the above information can be applied to other aspects of AI/ML LCM (e.g., updating, monitoring, etc.) can also be discussed
· Note4: transfer of data from the entity generating data to a different entity is not precluded from RAN1 perspective
Proposal 2: The current associated information to the DL PRS configuration (e.g., TRP ID, TRP location, carrier frequency) is already defined in TS 37.355. Additional association information of DL PRS configuration is not necessary to be defined for UE side data collection.
Proposal 3: Reuse on-demand PRS mechanisms defined in Rel-17 for PRS request of data collection by UE side.
Proposal 4: At least for data collection of Case 2b and Case 3b, support UE/TRP to report more than 8 additional path timings and RSRPPs.
Proposal 5: At least for data collection of Case 2b and Case 3b, support UE/TRP to report path phase of a channel path in addition to path power and path timing.
Proposal 6: At least for data collection of Case 2b and Case 3b, study and support multi-port SRS/PRS in order to collect enriched channel observations.
Proposal 7: For AI/ML assisted positioning, intermediate results of AI/ML model should consider the accessibility to ground-truth labels.
Proposal 8: It should be clarified that the evaluations conducted in 9.2.4.1 are based on ToF (time of flight), which is the propagation time between UE and TRP. The ToF is measurable if the accurate PRU and TRP locations are known.
Proposal 9: For AI/ML assisted positioning, the model output based on RSTD is prioritized over TOA for timing estimation.
Proposal 10: For AI/ML assisted positioning, support PRS-RSRPP value(s) at least for first path as model output.
Proposal 11: Further enhance the measurement corresponding to model input for LMF-side model:
• Support UE/TRP to report more than 8 additional path timings and RSRPPs.
• Support UE/TRP to report path phase of a channel path in addition to path power and path timing.
• Support multi-port SRS/PRS
Proposal 12: The relationship between functionality-based LCM and model-ID-based LCM should be further clarified in 9.2.1.
Proposal 13: For functionality identification, it can be progressed based on the following understanding for AI/ML based positioning:
• Direct AI/ML positioning is an independent AI/ML-enabled feature;
• For AI/ML assisted positioning, the AI/ML-enabled feature is determined by the model output type.
Proposal 14: For model identification, study how to report model capability for a specific AI/ML-enabled feature.


	[8, Sony]
	Proposal 1: Support AI/ML with model transfer in which the inference model is either in UE or gNB and LMF to create and train the AI/ML model.
Proposal 2: Confirm the working assumptions related to the data collection for model training for AI/ML based positioning made in RAN1#112b-e meeting.
Proposal 3: Support channel observation, such as power delay profiles (PDP), as part of the data generation/collection from UE and gNB for downlink and uplink-based positioning, respectively.
Proposal 4: Apart from location information, support LOS probability information as the ground truth label.
Proposal 5: Support AI/ML Positioning with model training at LMF and model inference at the UE side.
Proposal 6: On AI/ML model indication, define the inference model (e.g., contents, structure, size) to be provided from LMF to UE/gNB.

	[9, Google]
	Proposal 1: The model monitoring for UE-side ML-based positioning should be transparent.
Proposal 2: Study coverage enhancement for PRS to improve the measurement accuracy for CIR/PDP, which could be used as the input of ML based positioning. 
Proposal 3: Study aspects on CIR measurement and report
Proposal 4: Study SFN-like SRS for positioning where the network can configure multiple sets of power control parameters 
Proposal 5: The model monitoring for NW-side ML-based positioning should be transparent.

	[10, LG]
	Observation #1: When LMF can predict UE location with mobility, it is possible that which UE can be used as PRU, the LMF can use the UE dynamically as PRU to calculate the position of target UE.
Proposal #1: Consider AI/ML model fine-tuning or update based on model monitoring performance metric by taking into account the intermediate performance and output performance jointly.
· Condition of fine-tuning or update with respect to a quality of intermediate/output performance
Proposal #2: Consider the followings for potential specification impact on UE-sided AI/ML model monitoring.
· Assistance signalling 
· For UE-side monitoring (e.g. distance between TRPs, beam information per TRP, ground truth label, model priority etc.)
· For gNB-side monitoring (e.g. input data type/size, ground truth lable etc.)
· Detailed method on model update (e.g. AI/ML model itself, AI/ML model parameter or structure only)
Proposal #3: Consider the quality of ground truth label generation based on the measurement reports from TRPs for LMF/NW with known UE/PRU case. 
· Based on this, study AI/ML model training and monitoring methods further
Proposal #4: Consider assistant information including LOS probability and/or reliability information for the AI/ML based LOS/NLOS identification at least for Case 2a
· Assistance information: LOS/NLOS identifier with hard/soft value and the corresponding statistical information.
Proposal #5 Consider PRU prediction on LMF-/UE-side based on measurement report in addition to PRU identification and/or assistance information utilized for PRU determination at least for Case 2a/2b.
Proposal #6: Consider PRS priority configuration based on AI/ML based LOS/NLOS indication.
Proposal #7: Consider PRS power control and PRS muting pattern on MTRP scenario via LOS/NLOS based PRS configuration.

	[11, CATT]
	Observation 1: If all UEs/gNBs always provide the whole measurements and ground truth labels with quality indicator to LMF side for selecting the high quality training samples, the transmission of discarded samples with low quality indicator increases unnecessary resource overhead.
Observation 2: Training AI/ML model for positioning at network side is more feasible due to easier data collection and stronger computational resources.
Proposal 1: For case 1 and case 2a, if UE-side model is trained at UE side, LMF side can collect a large-scale dataset from numerous UEs/PRUs and transmit the dataset to UE side for AI/ML model training.
Proposal 2: For case 1 and case 2a, if UE-side model is trained at LMF side, LMF side can collect a large-scale dataset from numerous UEs/PRUs and deliver/transfer the trained AI/ML model to UE side.
Proposal 3: For case 3a, if gNB-side model is trained at gNB side, LMF provides ground truth labels (in form of positioning related information/parameters) to gNB and the following methods for ground truth labels collection are considered:
· UE/PRU provides the location related information to LMF for determining the ground truth label;
· Multiple gNBs/TRPs provide the SRS-pos measurements to LMF for estimating UE’s location coordinate and the UE’s location coordinate is used to determine the ground truth label.
Proposal 4: For case 2b and case 3b, when LMF-side model is trained at LMF side, LMF can collect a large-scale dataset from numerous UEs/PRUs/gNBs for model training.
Proposal 5: For the ground truth label generated by the UE/gNB based on non-NR and NR RAT-dependent positioning methods, the quality indicator for ground truth label can be used to determine whether the ground truth label meets the required quality for AI/ML model training.
Proposal 6: When LMF side collects training data from UEs/PRUs, LMF side can use a quality indicator to indicate the request quality of the collected data.
Proposal 7: Regarding the data collection for training, enhancements on top of existing PRS/SRS-pos configuration for positioning measurement are not necessary.
Proposal 8: Regarding the data collection for training, enhancements on top of time stamp in existing positioning measurement report or new time stamp report for positioning measurement should be further studied.
Proposal 9: Confirm the following working assumption:
	Working Assumption
Regarding data collection at least for model training for AI/ML based positioning, at least the following information of data with potential specification impact are identified.
· Ground truth label
· At least for model training
· Report from the label data generation entity
· Measurement (corresponding to model input)
· At least for model training
· Report from the measurement data generation entity
· Quality indicator
· For and/or associated with ground truth label and/or measurement at least for model training
· Report from the label and/or the measurement data generation entity and/or as request from a different (e.g., data collection, etc.) entity
· RS configuration(s)
· At least for deriving measurement
· Request from data generation entity (UE/PRU/TRP) to LMF and/or as LMF assistance signaling to UE/PRU/TRP
· Note1: there may not be any enhancements on top of existing RS configuration(s) or any new RS configuration(s) for positioning measurement
· Time stamp
· At least for and/or associated with training data for model training
· Separate time stamp for measurement and ground truth label, when measurement and ground truth label are generated by different entities
· Report from data generation entity together with training data and/or as LMF assistance signaling
· Note2: there may not be any enhancements on top of time stamp in existing positioning measurement report or any new time stamp report for positioning measurement
· FFS other necessary information (e.g., scenario identifier. LOS/NLOS condition, timing error, etc.) for data collection
· Note3: whether the above information can be applied to other aspects of AI/ML LCM (e.g., updating, monitoring, etc.) can also be discussed
· Note4: transfer of data from the entity generating data to a different entity is not precluded from RAN1 perspective


Proposal 10: For case 2b, if PRU/UE generates and reports new measurement such as CIR to LMF side as the input of AI/ML model, two-sided AI/ML model can be considered.
Proposal 11: It is feasible to use ground truth labels to monitor the AI/ML model performance, and the required quality indication of ground truth label for monitoring purpose should be further studied.
Proposal 12: The relative displacement between time T1 and time T2 estimated by motion sensor method can be used to monitor the performance of AI/ML model.
Proposal 13: Regarding AI/ML model monitoring, if the AI/ML model is inferred and monitored at the same side, the following procedures for UE-side performance monitoring, gNB-side performance monitoring and LMF-side performance monitoring are considered:
· UE-side performance monitoring:
· For case 1 and case 2a with UE-side model, UE compares the results estimated by AI/ML model (e.g. estimated UE’s position, estimated timing/angle of measurement) with ground truth label or relative displacement estimated by motion sensor method for AI/ML model monitoring, and UE side makes decisions of model selection/activation/deactivation/switching/fallback operation then reports the decisions to gNB or LMF side; 
· gNB-side performance monitoring:
· For case 3a with gNB-side model, gNB compares the results estimated by AI/ML model (e.g. estimated timing/angle of measurement) with ground truth label or relative displacement estimated by motion sensor method for AI/ML model monitoring, and gNB side makes decisions of model selection/activation/deactivation/switching/fallback operation.
· LMF-side performance monitoring:
· For case 2b and case 3b with LMF-side model, LMF compares the results estimated by AI/ML model (e.g. estimated UE’s position) with ground truth label or relative displacement estimated by motion sensor method for AI/ML model monitoring, and LMF side makes decisions of model selection/activation/deactivation/switching/fallback operation.
Proposal 14: Regarding AI/ML model monitoring, if the AI/ML model is monitored at LMF side and inferred at the other sides, the following procedures for LMF-side performance monitoring are considered:
· For case 2a with UE-side model:
· UE reports the estimated results (e.g. estimated UE’s position, estimated timing/angle of measurement) together with ground truth labels or relative displacement estimated by motion sensor method to the LMF side for AI/ML model monitoring, and the LMF side make decisions of model selection/activation/deactivation/switching/fallback operation; 
· For case 3a with gNB-side model:
· gNB reports the estimated results (e.g. estimated timing/angle of measurement) to the LMF side, and LMF side collects the ground truth labels or relative displacement estimated by motion sensor method for AI/ML model monitoring, and then the LMF side make decisions of model selection/activation/deactivation/switching/fallback operation.
Proposal 15: The following can be considered as the applicable conditions for both functionality-based LCM and model-ID-based LCM: 
· The PRS configuration for nominal input, e.g. source TRPs, RS bandwidth, etc.
· The configuration for nominal output, e.g. UE location for direct AI/ML positioning, timing/angle measurement or LOS/NLOS for AI/ML-assisted positioning.
Proposal 16: The following can be considered as additional conditions for model-ID-based LCM: 
· Information on scenarios/sites, e.g. artificial ID/tag for the environment.
· Information on dataset, e.g. ID/tag for the preferred training dataset.

	[12, NEC]
	Observation 1: Indicating the reason for triggering the AI/ML model is beneficial for assisting the entitie that is responsible for collecting the field data used to monitor the AI/ML model.
Observation 2: it is benefit for UE to implement ground truth label based model monitoring if the entity that triggers AI/ML based positioning indicates the reason of activating the AI/ML model.
Observation 3: it is benefit for LMF to implement ground truth label based model monitoring if the entity that triggers AI/ML based positioning indicates the reason of activating the AI/ML model.
Proposal 1: RAN1 should specify an information interaction mechanism to assist the entities (UE/PRU/gNB/LMF) in collecting a suitable and balanced dataset with mixture of multiple deployment scenario from other entities.
Proposal 2: Provide a mechanism to improve the reliability of model monitoring by requiring the entities that collect field data for AI/ML model positioning to indicate the reason why the AI/ML model was triggered. This information can be used to initiate the appropriate positioning procedure for field data collection, ensuring that the collected data is relevant to the reason for triggering the AI/ML model.
Proposal 3: Model monitoring with ground truth label is applying for case1/case2a/case2b/case3b if reliability of collected the ground truth label from non-AI/ML based methods is qualified.
Proposal 4: It is not preferable to support model monitoring with ground truth label for case 3a.
Proposal 5: If the entity deployed the AI/ML model for positioning is responsible for training the model or collecting the training data, the entity can also be supported to implement model monitoring without ground truth label, otherwise the monitoring without ground truth label cannot be supported.
Proposal 6: Collaboration level x is recommended for UE-based positioning with UE-side model (case 1) for both direct AI/ML positioning and AI/ML assisted positioning. This is because collaboration level x is more likely to support the use of AI models, which have the potential to replace traditional position calculation methods and do not require any changes on the network side.
Proposal 7: Collaboration level x and z is recommended for UE-assisted/LMF-based positioning with UE-side model. This is because collaboration level y and collaboration level z enables the LMF to access the information from the AI/ML model on the UE side, which can improve the accuracy of the positioning calculation.
Proposal 8: Collaboration level x, y and z all are suitable for case2b, UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning.
Proposal 9: Collaboration level x, y and z all are suitable for case 3a, NG-RAN node positioning with gNB-side model, AI/ML assisted positioning.
Proposal 10: Collaboration level x, y and z all are suitable for case 3b, NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning.

	[13, Fujitsu]
	Proposal 1 For AI/ML positioning case 1 model monitoring based on ground label truth, the potential specification impact includes at least the following aspects:
· Ground truth label generation related data collection procedure for UE/LMF 
· Ground truth label transmission to UE for comparison.
· Enhancement on positioning output report from UE to LMF.
· Monitoring results delivery from UE/LMF to other model LCM nodes.
Proposal 2 More discussions and conclusions on data collection and entity mapping from RAN1 and RAN2 are necessary for detailed points of specification impact.
Proposal 3 For AI/ML positioning case 1 model monitoring based on label-free methods, the potential specification impact includes at least the following aspects:
· Transmissions for statistics of model training data and inference input data among entities.
· Configuration or indication information on statistics reporting.
Proposal 4 The data statistics using for label-free monitoring methods for all sub use cases can be anything which has common features among data samples, e.g., mean, min/max, median or data temporal/spatial distribution. Further statistics selection can be based on related evaluation results.
Proposal 5 For AI/ML positioning case 2a model monitoring based on ground label truth, the potential specification impact includes at least the following aspects:
· Monitoring results reporting from UE to LMF.
· Potential metrics indication or selection from LMF to UE.
· Decisions on follow-up actions from LMF to UE.
Proposal 6 For AI/ML positioning case 2a model monitoring based on label-free method, the potential specification impact includes at least the following aspects:
· Monitoring results/statistics reporting from UE to LMF.
· Potential statistics indication or selection from LMF to UE.
· Decisions on follow-up actions from LMF to UE.
Proposal 7 For AI/ML positioning case 2a model monitoring based on label-free method, the potential specification impact includes at least the following aspects:
· Statistics reporting from UE to LMF.
· Potential statistics indication or selection from LMF to UE.
Proposal 8 For AI/ML positioning case 3a model monitoring based on ground label truth, the potential specification impact includes at least the following aspects:
· Monitoring results reporting from gNB to LMF.
· Potential metrics indication or selection from LMF to gNB.
· Decisions on follow-up actions from LMF to gNB.
Proposal 9 For AI/ML positioning case 3b model monitoring based on label-free method, the potential specification impact includes at least the following aspects:
· Statistics reporting from gNB to LMF.
· Potential statistics indication or selection from LMF to gNB.
Proposal 10 Suggest reusing and enhancing the current NRPPa framework for model monitoring related information exchange between gNB and LMF.
Proposal 11 When defining the AI/ML positioning model monitoring related data requirements, it is suggested to consider input/output data which contains only one type of measurement.
Proposal 12 LPP/NRPPa/RRC framework can be reused or enhanced to support AI/ML positioning model monitoring, other data collection frameworks are deprioritized at this stage.
Proposal 13 Model ID, functionality ID and model meta information can be used for AI/ML positioning model monitoring, it is suggested to include monitoring-related information (e.g., training data statistics, applicable scenario) into these IDs or information.
Proposal 14 The details of monitoring results reporting alignment among entities can be further studied.
Proposal 15 OTT server and LMF are suggested to run offline training with large dataset, UE and gNB should be avoided on it.
Proposal 16 UE and gNB can be candidates to run model training with small dataset (e.g., fine-tuning).
Proposal 17 Small-scaled model training (e.g., fine-tuning) is suggested to be running in the model deployment entity in order to avoid frequent model transfer/delivery.
Proposal 18 Signaling of model information, entity capability and application requirements may be necessary to deciding the training entity for AI/ML positioning.
Proposal 19 Apart from LPP/NRPPa/RRC, the enhancement of other frameworks such as MDT may be necessary to support AI/ML positioning model training.
Proposal 20 Additional configurations or signaling for data collection for model training dataset construction is necessary. It is suggested to further study at least the following aspects:
· Configurations on specific measurement type.
· Configurations on data reporting with certain conditions (e.g., qualities).
· Configurations on valid devices or entities for data measurement and reporting.
Proposal 21 The additional configuration for data collection can be triggered by AI/ML LCM functions, e.g., model monitoring decision, it is suggested to further study the configuration/triggering mechanism at least for the following aspects:
· Configured/triggered by model identification procedure by transmitting model ID, functionality ID or model meta information.
· Configured/triggered by multiple events which may affect the dataset construction or subsequent model training.
· Configured/triggered periodically for specific purposes such as dataset maintenance.
Proposal 22 For direct AI/Positioning model inference, the potential specification impact could be new measurement reporting type.
Proposal 23 It is suggested to minimize the effort on study the details of the reporting of information derived from the assisted model output, a general coarse option skeleton is preferred.

	[14, CMCC]
	Proposal 1: For AI/ML enabled positioning accuracy enhancement, all the collaboration levels (Level x/y/z) defined in AI 9.2.1 can be considered. The details of model transfer can be discussed in AI 9.2.1.
Proposal 2: For AI/ML based positioning, whether it is feasible to obtain the ground-truth labels via PRUs is related to the training dataset size.
Proposal 3: For AI/ML based positioning, the potential spec impact of CIR report can be studied, and the impact of dimension of CIR on positioning accuracy can be evaluated in AI 9.2.4.1.
Proposal 4: For AI/ML based positioning, the following two different options can be considered as the performance metrics for model monitoring based on model output.
·  Option1: The metrics of performance monitoring is based on the ground-truth labels.
·  Option2: The metrics of performance monitoring is based on the results of traditional positioning techniques and/or the results of AI/ML model.
Proposal 5: For AI/ML based positioning, study the following model monitoring options for both UE-sided and LMF-sided model. 
· Atl1. UE-side model monitoring
· Atl2. LMF-side model monitoring
· Alt3. Hybrid model monitoring
Proposal 6: For AI/ML based positioning, the relationship between model monitoring and positioning integrity can be considered. 
Proposal 7: For UE generates ground truth label based on non-NR and/or NR RAT-dependent positioning methods, the reliability or the positioning accuracy should also be reported.
Proposal 8: The data from PRU could be used for model monitoring.
Proposal 9: The data of attitude and motion status could be used to generate the quality indicator.
Proposal 10: Confirm the working assumption made in the last meeting. Further study other potential information.

	[15, Fraunhofer]
	Proposal 1: 	The AI/ML related reporting shall offer sufficient flexibility to allow the reuse of the measurements for other positioning methods. 
Proposal 2: 	Consider multiple reporting configurations that emphasize CIR/PDP information depending on the varied applications, channel conditions or requirements.
Proposal 3: 	For timing estimation in AI/ML-assisted positioning, support the UE or TRP to deliver enhanced reporting for example by focusing on specific segments like the CIR around the first arriving path.
Proposal 4: 	Define the AI/ML model monitoring functionality w.r.t. fault indications applicable for the positioning use cases. Consider monitoring for at least the following fault indications:
- Inference input and training data mismatch
- Inference output inconsistency
- Drop in QoS
- AI/ML model/concept drift
Proposal 5: 	The AI/ML model monitoring metric shall include information on the fault detection or fault diagnosis performed by the monitoring entity.
Proposal 6: 	Recognize UE sensors and scenario predefined landmarks as non-NR methods for ground truth label generation for AI/ML based positioning.

	[16, Nokia]
	Proposal 1: For explaining various AI/ML positioning cases, it would be beneficial to include illustrative figures in the technical report (TR 38.843).
Proposal 2: In the scope of functionality identification and UE capability, RAN1 to study and discuss the specification impact of selected positioning TRPs indication as supported intermediate feature on AI/ML assisted positioning.
Proposal 3: RAN1 to consider at least the following mandatory UE’s conditions for Cases 1 and Case 2a:
a)	Supported N’t: To indicate the N’t values that the UE is capable to consider (e.g., N’t = 64, 128, 256, 512).
b) Supported N_port: To indicate N_port, which is the number of transmit/receive antenna port pairs to consider (e.g. ,N_port = 1,2,4).
c)	Supported N_TRP: To indicate N_TRP, which is the number of TRPs to (e.g., N_TRP = 1, 2, …, 72)
Proposal 4: RAN1 to consider at least the following optional UE’s conditions for Cases 1 and Case 2a:
a) Supported on collecting and labeling dataset for training, updating, and monitoring: It defines the support of the UE to receive data collection assistance from the LMF.
b)	Supported anchor selection indication by the UE: It indicates whether anchors selection by the UE is supported.
c)	Supported set conditions for measured DL PRS: Defines support of using DL PRS based CIR measurements.
d)	Supported performance monitoring conditions – Supports model drift identification: Defines support of data distribution measurement to identify label drift and features drift.
e)	Supported performance monitoring conditions – minimum measurement report periodicity: Defines the minimum periodicity to report performance monitoring.
f)	Supported estimated CIR quantization reporting: defines the discrete characteristics of the CIR.
Proposal 5: RAN1 to consider at least the following mandatory UE’s condition for AI/ML assisted positioning in Case 1 and Case 2a:
a)	Supported intermediate_feature: To indicate the intermediate feature (ToA, channel type indication (e.g., LOS/NLOS), Selected positioning anchors, etc).
Proposal 6: RAN1 to consider at least the following optional UE’s condition for Case 1 and Case 2a, for channel type classification (e.g., LOS/NLOS):
a)	Supported number of channel classes N_channel = {2 (e.g., for LOS/NLOS), 3 (e.g., for LOS/OLOS/NLOS), 4, 5, 6, …}
b)	Supported channel_features for channel type classification: Indicates which channel features UE can use for determining channel type, e.g., for LOS/NLOS indication. (channel_features = {CIR_energy, CIR_maximun_amplitude, CIR RMS delay spread, CIR skewness, CIR_kurtosis}).
Proposal 7: RAN1 to enable assistance from LMF (e.g., data collection) through the functionality identification framework that may be used for model-based LCM (e.g., monitoring, inference, tuning, selection) at UE in a transparent manner.
Proposal 8: RAN1 to consider network assisted UE-capability enrichment by utilizing existing positioning related data to enable new functionalities.
Proposal 9: RAN1 to deprioritize the discussion of the specification impact of data collection for model training for the current functionality identification framework.
Proposal 10: RAN1 to prioritize the discussion of the specification impact of data collection for model update/re-tunning and performance monitoring considering legacy 3GPP framework for positioning.
Proposal 11: For data collection, RAN1 to consider the potential specification impact of solutions that aims to solve at least the following challenges: data availability, noisy ground truth, abnormal propagation conditions, and RF imperfections. Reusing as much as possible the legacy 3GPP framework on positioning.
Proposal 12: For ground truth labels, RAN1 to consider the potential specification impact of at least the UE distribution used for model updating and performance monitoring for AI/ML positioning cases, reusing as much as possible the legacy 3GPP framework.
Proposal 13: To cope with limited labelled dataset availability, RAN1 to consider the specification impact of semi supervised learning considering a large unlabelled dataset to improve model accuracy.
Proposal 14: RAN1 to consider the potential specification impact of monitoring rules in semi-supervised learning cases.
Proposal 15: RAN1 to consider the potential specification impact of using assisted information to enhance the performance of SSL-based AI/ML positioning.
Proposal 16: To cope with data scarcity and/or incomplete data, RAN1 to support the potential specification impact of generating a complete data sample using multiple sources e.g., multiple neighbour UEs/PRUs.
Proposal 17: In absence of PRU, RAN1 to consider solutions for data collection (e.g., labelled data) involving others UEs satisfying certain qualifying criteria defined by the network.
Proposal 18: RAN1 to support solutions involving trustworthiness of UE generated labelled data by cross evaluation among trusted UEs (e.g., labelling on the same channel measurement using different UEs that meet certain selection criteria).
Proposal 19: RAN1 to support potential impacts on data quality assessment and on demand data labelling for dataset maintenance and augmentation.
Proposal 20: RAN1 to consider how to exploit patterns in the received P/SRS to train an AI/ML model to solve a positioning task.
Proposal 21: For robust data collection process, RAN1 to consider consistency/quality of labeling solutions and their specification impact at least for UE-sided model (Case 1 and Case 2a). Specifically, consider solutions in which the LMF assists the UE with denoising a single label, or combining and/or selecting from multiple labels.
Proposal 22: RAN1 to define means on identification and management of abnormal propagation conditions during data collection and the potential specification impact (e.g., define conditions to identify abnormal propagation conditions, etc.).
Proposal 23: RAN1 to define means on solutions to reduce the impact of abnormal propagation conditions during data collection and the potential specification impact (define actions to manage such as whether to discard associated measurement, etc).
Proposal 24: RAN1 to consider the specification impact on using the existing positioning framework, through which a generic AI/ML positioning model can be customized to the specific NR elements host types - including target UE, PRU, or gNBs and their RF chain imperfections.
Proposal 25: For Case 1, RAN1 to consider the specification impact of the NW indication to UE requirements and parameters related to data collection (e.g. IPD threshold, data augmentation configuration, abnormal propagation condition). Reusing as much as possible the legacy 3GPP framework on positioning.
Proposal 26: For Case 2a and Case 2b, RAN1 to consider the specification impact of NW selecting a set of PRS configurations related to data collection.
Proposal 27: For Case 3a and Case 3b, RAN1 to consider the specification impact of gNB selecting a set of SRS configurations related to data collection.
Proposal 28: LMF may monitor the performance of the UE-sided model, i.e., in Case 2a, at least to verify a LOS/NLOS indication and inform the UE accordingly.
Proposal 29: RAN1 to support specification impact(s) of UE indicating to LMF the functionality characteristics, e.g., ML model it used for LOS/NLOS classification, for LMF to better validate the classification outcome.
Proposal 30: RAN1 to consider specification impact for the different types of model monitoring i.e., proactively or reactively for all positioning cases.
Proposal 31: For Case 1, RAN1 to consider the NW assistance for performance monitoring based on model output using both labeled and unlabeled data. Such data may be collected by the NW from PRUs and/or other UEs, or alternatively can be provided by non-RAT positioning receivers of the same UE .
Proposal 32: For Case 2a, RAN1 to consider assistance data provided by network to monitor channel classification (e.g., for LOS/NLOS indication) at the UE.
Proposal 33: For Case 2a, RAN1 to study and discuss at least potential specification impact when labelled data is used for monitoring. The labels are the intermediate features, which are extracted by either the target UE, using one or more non-RAT positioning methods, or by a PRU. PRU data is collected by the NW, potentially cleaned, and then transferred to the target UE.
Proposal 34: For Case 1 and case 2, RAN1 to consider the potential specification impact when UE triggers a request to the NW based on its autonomous evaluation of the model output. This request can be also used to trigger:
- any LCM step (model updating, switching) and may be set over a legacy 3GPP framework.
- A second output evaluation using NW assistance.
Proposal 35: RAN1 to consider the potential specification impact on intermediate-feature-based model monitoring for the cases in AI/ML positioning.
Proposal 36: RAN1 to consider the impact of both CIR and PDP as model input in terms of over-the-air signaling and assess solutions to enable overhead reduction and improve the quality of the collected data samples.
Proposal 37: RAN1 to consider solutions that enable the UE to report positioning measurements in a fixed format characteristics (e.g. size and shape) independent of the PRS configuration, including what type of assistance the LMF may provide for enabling the fixed format.
Proposal 38: To RAN1 to consider the specification impact of LMF assisting UE on anchor selection.
Proposal 39: RAN 1 to consider the specification impact of intermediate feature quantization used for localization accuracy purposes.
Proposal 40: RAN1 to consider the specification impact of the assistance information LMF can provide to the UE, including the type of assistance regarding the quantization of the intermediate feature.
Proposal 41: RAN1 to consider specification impact of reporting multi-level delay profiles.

	[17, Apple]
	Proposal 1: Regarding LCM of AI/ML based positioning accuracy enhancement,
· Functionality based LCM: Applicable to a one-sided model without model transfer and should be used AI/ML based positioning. 
· For the UE sided model (Case 1 and case 2a), specification may cover UE capability reporting and help identify the capability of the AI/ML models including scenarios, positioning types (direct or AI-assisted AI-ML positioning), and  site specific capabilities. 
· For the network side models (case 2b, Case 3a and Case 3b), the specification may cover the capability of UEs/PRUs on data collection 
· model-ID-based LCM: Applicable to the two-sided model and should not be considered for AI/ML based positioning.
Proposal 2: Regarding data collection for model training and performance monitoring for AI/ML based positioning, at least the following information of data with potential specification impact are identified.
· Ground truth label
· At least for model training
· Report from the label data generation entity
· Measurement (corresponding to model input)
· At least for model training
· Report from the measurement data generation entity
· Quality indicator
· For and/or associated with ground truth label and/or measurement at least for model training
· Report from the label and/or the measurement data generation entity and/or as request from a different (e.g., data collection, etc.) entity
· RS configuration(s)
· At least for deriving measurement
· Request from data generation entity (UE/PRU/TRP) to LMF and/or as LMF assistance signaling to UE/PRU/TRP
· Time stamp
· At least for and/or associated with training data for model training
· Separate time stamp for measurement and ground truth label, when measurement and ground truth label are generated by different entities
· Report from data generation entity together with training data and/or as LMF assistance signaling
· FFS other necessary information (e.g., scenario identifier. LOS/NLOS condition, timing error, etc.) for data collection for model training as well as model monitoring
Proposal 3: for the UE-side model, assistance data from the network may be needed. These elements may also be considered for performance monitoring data collection.
Proposal 4: Case Specific Data Collection Summary

	
	Ground Truth Label generation entity (RAN1 #112)
	Measurement entity (signal)
(RAN1 #112)
	Measurement Data
(GT label)
	Quality Indicator
(Ground Truth, measurement)

	Case 1 (Direct)
	PRU
	PRU/UE (PRS)
	CIR, PDP, DP, L1-RSRP (position)
	Ground Truth

	Case 1
(AI-assisted)
	PRU
	PRU/UE (PRS)
	CIR, PDP, DP (TOA, NLOS)
	Ground truth

	Case 2a
	PRU
	PRU/UE (PRS)
	CIR, PDP, DP (TOA, NLOS)
	Ground Truth

	Case 2b
	LMF with know PRU location
	PRU/UE (PRS)
	CIR, PDP, DP, L1-RSRP (position)
	Ground Truth and measurement

	Case 3a
	Network entity with known PRU location
	TRP (SRS)
	CIR, PDP, DP (TOA, NLOS)
	Ground Truth

	Case 3b
	LMF with know PRU location
	TRP (SRS)
	CIR, PDP, DP, L1-RSRP (position)
	Ground Truth and measurement



	
	RS configuration
	other necessary information
	Specification Impact

	Case 1 (Direct)
	From LMF to gNB/UE (PRS)
	LMF to PRU/UE
	online data collection e.g. measurement trigger
label generation/quality indication entity separate from UE/PRU
assistance information on quality from network

	Case 1
(AI-assisted)
	From LMF to gNB/UE (PRS)
	LMF to PRU/UE
	

	Case 2a
	From LMF to gNB/UE (PRS)
	LMF to PRU/UE
	

	Case 2b
	From LMF to gNB/UE (PRS)
	To LMF
	label/label quality transfer from PRU
online data collection e.g. measurement trigger
measurement data from gNB to LMF

	Case 3a
	From LMF to gNB/UE (SRSp)
	LMF To gNB
	label/label quality transfer to gNB PRU


	Case 3b
	From LMF to gNB/UE (SRSp)
	To gNB
	label/label quality transfer from PRU
measurement data from gNB to LMF



Proposal 5: Generic Monitoring Procedure:
· Step 1: Monitoring measurement setup and triggering of  measurement entity. 
· Spec Impact: Higher layer trigger in LPP (between UE and LMF) or NRPPa (between gNB and LMF), Scenario change assistance information.
· Step 2: Statistics block/KPI generation/metric estimator	
· Spec Impact: Report of processed measurement to monitoring block, Report of processed KPI to monitoring block
· Step 3: Monitoring block/ Monitoring comparison entity
· Spec impact: Transfer of monitoring decision to monitoring action entity
· Step 4: Monitoring Response: 
· Spec impact: Transfer of monitoring decision to monitoring action entity

Proposal 6: Case Specific  GT based monitoring

	
	Entity to derive monitoring metric  (RAN1 #112, RAN1 #113)
	Metric (1)
Ground Truth Difference statistics e.g. mean, standard deviation, instantaneous value, threshold
	signaling from monitoring entity to request ground truth label
	signaling from monitoring entity to request model output
	signaling for potential request /report of monitoring metric /monitoring decision
	signaling from LMF to request measure ment(s)

	Case 1 
	UE
	x
	N/A
	N/A
	Inform network of model metric /decision
	

	Case 2a
	UE, LMF(with GT)
	x
	Applicable if LMF
	Applicable if LMF
	Inform network (if UE) or UE (if LMF) of model metric /decision
	x

	Case 2b
	LMF
	x
	x
	N/A
	Inform UE of monitoring decision (e.g. for input change)
	x

	Case 3a
	gNB, LMF (with GT)
	x
	x
	Applicable if LMF
	Opt 1: no signaling (if gNB)
Opt 2: inform other entities of model metric/decision e.g. gNB informs UE and/or LMF. 
	x

	Case 3b
	LMF 
	x
	x
	N/A
	Inform gNB of monitoring decision (e.g. for input change)
	x



Proposal 7: Case Specific non-GT Monitoring 
For model monitoring without ground truth label the following model metrics may be studied:
· Monitoring metric: 
· Statistics of measurement(s) compared to the statistics associated with the training data
· Example 1: Instantaneous channel measurements such as RSRP of channel 
· Example 2: CDF of channel measurements 
·  statistics associated with the model output
· Example 1: CDF of output of training data vs CDF (or instantaneous estimate) of output based on model
· Example 2: comparison of distance change based on model vs distance change based on Doppler estimate
· details of what type of measurement(s)
· measurements based on inputs for inference
· measurements to generate statistics for monitoring
· may be periodic,  semi-persistent or bursty

	
	Entity to derive monitoring metric  (RAN1 #112, RAN1 #113)
	Metric (2)
Measurements compared with training data

Statistics of model output
	signaling from LMF to facilitate the monitoring entity to derive the monitoring metric
	signaling from monitoring entity to request measure ment(s)
	signaling for potential request /report of monitoring metric /monitoring decision

	Case 1 
	UE
	x
	x (assistance)
	x
	Inform network of model metric /decision

	Case 2a
	UE, LMF(with GT)
	x
	Applicable if UE
	x
	Inform network (if UE) or UE (if LMF) of model metric /decision

	Case 2b
	LMF
	x
	N/A
	x
	Inform UE of monitoring decision (e.g. for input change)

	Case 3a
	gNB, LMF (with GT)
	x
	Applicable if gNB
	x
	Opt 1: no signaling (if gNB)
Opt 2: inform other entities of model metric/decision e.g. gNB informs UE and/or LMF. 

	Case 3b
	LMF 
	x
	N/A
	x
	Inform gNB of monitoring decision (e.g. for input change)





Proposal 8: Case specific Assistance Signaling
Table 4: Case Specific Assistance signaling from LMF to UE/PRU/gNB for UE/gNB-side model monitoring
	
	benefit(s)/feasibility/necessity and specification impact

	Case 1 
	benefit(s)/feasibility/necessity: Assist UE in deciding if model is applicable e.g. scenario change, Trigger UE monitoring.
potential specification impact: Assistance information sent by LMF to UE in LPP

	Case 2a
	benefit(s)/feasibility/necessity: Assist UE in deciding if model is applicable e.g. scenario change, LOS/NLOS condition. Trigger UE monitoring. 
potential specification impact: Assistance information sent by LMF to UE in LPP

	Case 2b
	N/A

	Case 3a
	benefit(s)/feasibility/necessity: Assist gNB in deciding if model is applicable e.g. scenario change, LOS/NLOS condition. Trigger UE monitoring. 
potential specification impact: Assistance information sent by LMF to gNB in NRPPa

	Case 3b
	N/A




Table 5: Case Specific Assistance signaling from UE/PRU for network-side model monitoring
	
	

	Case 1 
	Applicable if UE to inform LMF based on UE side monitoring/statistics estimation
Spec Impact: signaling to indicate condition reached or action taken e.g. fallback

	Case 2a
	Applicable if UE to inform LMF based on UE side monitoring/statistics estimation
Spec Impact: signaling to indicate condition reached or action taken e.g. fallback

	Case 2b
	Assist LMF  in deciding if model is applicable e.g. scenario change, Trigger LMF monitoring.
Information on label and quality
potential specification impact: Assistance information by UE/PRU to LMF in LPP

	Case 3a
	Assist LMF  in deciding if model is applicable and to trigger signal from LMF to gNB e.g. scenario change, Trigger LMF monitoring.
Information on label and quality
potential specification impact: Assistance information by UE/PRU to LMF in LPP, relay of information from LMF to gNB via NRPPa

	Case 3b
	Assist gNB  in deciding if model is applicable e.g. scenario change, Trigger LMF monitoring.
Information on label and quality
potential specification impact: Assistance information by UE/PRU to LMF in LPP,





Proposal 9: Summary of specification enhancements for monitoring:
· Assistance signaling from LMF to UE/PRU/gNB for UE/gNB-side model monitoring (case 1, 2a, 3a)
· Scenario change, LOS/NLOS condition, UE monitoring trigger
· Update of both LPP and NRPPa
· Assistance signaling from UE/PRU for network-side model monitoring (All cases)
· signaling to indicate condition reached or action taken e.g. fallback (case 1, 2a)
· scenario change, Trigger LMF monitoring, Information on label and quality (case 2b, case 3b)
· Update of both LPP and NRPPa.
· Model monitoring based on provided ground truth label (or its approximation)
· Trigger for bursty RS to enable statistics collection (all cases)
· If configured and permission is granted, LMF may provide GT information to UE (case 1, case 2a).
· Report from LMF to UE of estimated position (or GT from estimated position) for comparison with model output (case 2a). 
· Model monitoring using at least statistics of measurement(s) without ground truth label
· There may be an impact if the statistics block is in a separate physical entity from monitoring comparison/decision block (all cases).
· Trigger for bursty RS to enable statistics collection (all cases).


Proposal 10 : Case Specific Model Inference Summary
	
	Inference Location
	New Measurement Input
	New Model Output Report
	Assistance Signaling

	Case 1
	At UE
	
	
	RS configuration to UE

	Case 2a
	At UE
	
	Report TOA, angle/phase to LMF
	RS configuration to UE

	Case 2b
	At LMF
	Report CIR/PDP/DP to LMF
	
	Measurement required to UE

	Case 3a
	At TRP
	
	Report TOA, angle/phase to LMF
	RS configuration to TRP

	Case 3b
	At LMF
	Report CIR/PDP/DP to LMF
	
	Measurement required to TRP



Observation 1: For the new measurement inputs, the CIR overhead may be high compared with that of the PDP, DP or other existing measurements such as the L1-RSRP, RSRPP and RSTD.

Proposal 11: Enhance current measurement input reports to LMF to support feed back of the CIR, PDP and DP.

Proposal 12: Update current measurement output reports to support feedback of TOA, angle and phase to the LMF.


	[18, Baicells]
	Proposal 1: Confirm the following working assumption regarding data collection.
Proposal 2: Existing PRS/SRS configuration should be sufficient to support positioning, further enhancement for RS configuration may not be necessary regarding training data collection.
Proposal 3: Consider using quality indicator for model monitoring, e.g., to indicate the result for out of distribution detection for model input related measurements.
Proposal 4: Time stamp can also be used for model inference/monitoring to help detect model malfunctions by observing the discontinuities in time and space, thus may help developers further improve the model performance.
Proposal 5: Support gNB for Case 3b as an entity to derive monitoring metric for model-input based monitoring. This may also apply to UE for Case 2b.
Proposal 6: For Case 1 model monitoring based on provided ground truth label, consider use the positioning error between the adopted positioning method and actual UE position as the monitoring metric. Signaling for the requesting of ground truth label or model input is not needed. Signaling for request/report of the monitoring metric/results/report or monitoring decision may be needed such that NW-side entity can offer further detailed analysis to improve the model LCM.
Proposal 7: For Case 2a model monitoring based on provided ground truth label and LMF is the entity to derive monitoring metric (e.g. error between estimated PRU position and actual PRU position), signaling for the requesting of ground truth label or model input is not needed as it reuses the existing procedure LMF-based positioning method. The monitoring reports/results/decisions may need to be transferred from NW to PRU, such that PRU/UE can operate model switching/fallback etc.
Proposal 8: For Case 2a model monitoring based on provided ground truth label and PRU/UE is the entity to derive monitoring metric (e.g. ToA error between estimated ToA and actual ToA), signaling may be required as PRU/UE needs assistant information e.g. gNB locations from LMF to obtain monitoring metric. Depending on which entity makes the final monitoring decisions, the monitoring results/reports may need to be sent from UE to NW, and monitoring decisions may be transferred between UE and NW.
Proposal 9: In Case 2a, NW may need to be aware of UE/PRU model monitoring capability or configuration before the monitoring starts. Or, a negotiation between NW and UE to choose specific model monitoring methods may be necessary considering multiple-monitoring-option support.
Proposal 10: For Case 2b model monitoring based on provided ground truth label, model monitoring can be up to implementation.
Proposal 11: For Case 3a model monitoring based on provided ground truth label when LMF is the entity to derive monitoring metric (e.g. error between estimated position/ToA and actual position/ToA), signaling enhancement for requesting ground truth label or measurements may not be necessary as existing NR positioning method is adopted. The monitoring metrics/results/reports may need to be transferred from LMF to gNB. The monitoring decisions may need to be transferred between NW and gNB.
Proposal 12: For Case 3a model monitoring based on provided ground truth label when gNB is the entity to derive monitoring metric (e.g. error between estimated ToA and actual ToA), signaling enhancement for transferring ground truth ToA value or gNB/PRU locations may be needed. Depending on which entity makes the final monitoring decisions, the monitoring metrics/results/reports may need to be transferred from gNB to LMF, and the monitoring decisions may need to be transferred between NW and gNB. Perform monitoring at gNB side has advantages as it offloads computation tasks from LMF, making the positioning service more scalable.
Proposal 13: For Case 3a model monitoring based on provided ground truth label, LMF and gNB need to establish common understanding about gNB model monitoring capability or the configuration before the monitoring starts. A signaling negotiation between NW and gNB for specific model monitoring configuration may be necessary considering multiple-monitoring-mechanism support at gNB side.
Proposal 14: For Case 3b model monitoring based on provided ground truth label, model monitoring can be up to implementation.
Proposal 15: Consider out of distribution detection as a model monitoring method to help detect performance degradation and provide insight about where to improve the training methods/dataset.
Proposal 16: If out of distribution detection algorithm (Model monitoring without ground truth label) is trained within NW, NW may send the input type/format of input, parameters related to data distribution and threshold configuration parameters/configurations related to the specific algorithm to UE for Case 1 and Case 2a/2b, or to gNB for Case 3a/3b.
Proposal 17: Enhance LPP to support model monitoring decisions, as well as the transmission of model output and UE position for model monitoring input.
Proposal 18: Enhance NRPPa to support model monitoring decisions, as well as the transmission of model output as model monitoring input.
Proposal 19: For DL-RSTD in DL-TDOA and UL-RTOA in UL-TDOA, no specification impact is expected if the model output aligns with, or can be further processed to align with existing NRPPa/LPP measurement reports. Existing LOS/NLOS indicator already has soft/hard value supports which may be sufficient for AI/ML based positioning.
Proposal 20: Study and define data format to support flexible training/inferencing data transmission with diverse assistance information.
Proposal 21: Study and enhance LPP/NRPPa to support diverse variants channel observation measurements e.g. CIR/PDP as model input.
Proposal 22: Consider using sub-use-case (e.g. AI/ML positioning) as a Feature and defining multiple Feature Groups within the Feature based on model input and output. More detailed configurations/information of the model such as # of TRP, RS configuration can be used as sub-level options of a Feature Group.
Proposal 23: Information related to scenario/site such as geographical information of the target area for positioning can be indicated by UE to inform NW of the supported sites in order to facilitate model LCM.
Proposal 24: To support model-ID based LCM, geographical information e.g. the valid geographical boundary of the model can be considered as one of additional conditions.
Proposal 25: If training is needed at UE side, training related system requirements (e.g. minimal training requirements) should be indicated via model information as one of additional conditions.
Proposal 26: If training is needed at gNB side, training related system requirements should be indicated via model information.
Proposal 27: Study whether/how to retrieve UE capability via third parties e.g. UE/chipset vendors. For instance, UE can report its ID to NW, then NW inquires UE/chipset vendors of its UE capability.

	[19, xiaomi]
	Proposal 1 : Confirm the working assumption regarding data collection 
Proposal 2: UE capability related to the input collection, label collection should be studied 
Proposal 3: Consider LPP-based data reporting as baseline for model training, inference and monitoring 
Proposal 4: For the AI model delivery to UE, delivering from LMF to UE is considered as the baseline  
Proposal 5: In AI-based positioning, features are defined from the perspective of output parameters 
Proposal 6: Functionalities are defined at least based on the factors which determine whether the functionality is workable or not 
Proposal 7: UE group-based LCM operation (e.g., model activation/deactivation/switch) can be considered 

	[20, NTT DOCOMO]
	Observation 1: There is no specification impact for label-free performance metrics calculation.
Observation 2: For case 2b, 3b, no specification impact is considered for performance  monitoring of AI based positioning. 
Observation 3: For case 3a, no specification impact is considered if gNB makes decision for performance monitoring. Consider specification impacts of information transfer between gNB and LMF if LMF makes decisions for performance monitoring of AI based positioning.

Proposal 1: For direct AI/ML positioning (case 2b and 3b), CIR or PDP or DP can be configured as measurement input type for model inference. 
· Study the report format of UE/gNB reporting CIR/PDP to LMF considering the signaling overhead reduction.
Proposal 2: Following revision is considered for the working assumption about data collection for model training made in RAN1#112bis-e.
Regarding data collection at least for model training for AI/ML based positioning, at least the following information of data with potential specification impact are identified.
· Ground truth label
· At least for model training, model update, label-based performance monitoring
· Report from the label data generation entity
· Measurement (corresponding to model input)
· At least for model training, model update, performance monitoring, model inference
· Report from the measurement data generation entity
· Quality indicator
· For and/or associated with ground truth label and/or measurement at least for model training
· Report from the label and/or the measurement data generation entity and/or as request from a different (e.g., data collection, etc.) entity
· RS configuration(s)
· At least for deriving measurement
· Request from data generation entity (UE/PRU/TRP) to LMF and/or as LMF assistance signaling to UE/PRU/TRP
· Note1: there may not be any enhancements on top of existing RS configuration(s) or any new RS configuration(s) for positioning measurement
· Time stamp
· At least for and/or associated with training data for model training which has been collected
· Separate time stamp for measurement and ground truth label, when measurement and ground truth label are generated by different entities
· Report from data generation entity together with training data and/or as LMF assistance signaling
· Note2: there may not be any enhancements on top of time stamp in existing positioning measurement report or any new time stamp report for positioning measurement
· FFS other necessary information (e.g., scenario identifier. LOS/NLOS condition, timing error, etc.) for data collection
· Note3: whether the above information can be applied to other aspects of AI/ML LCM (e.g., updating, monitoring, etc.) can also be discussed
· Note4: transfer of data from the entity generating data to a different entity is not precluded from RAN1 perspective
Proposal 3: Study specification impact for label-based performance metrics for performance monitoring of AI/ML based positioning.
Proposal 4: Regarding performance monitoring for AI/ML based positioning, conclude that no more entity is considered as candidate to derive performance metric. 
Proposal 5: The entity which makes decision of upcoming operations (e.g., model/functionality activation/deactivation/update/switching, fallback operation) can be LMF, or the same entity which performs monitoring metrics calculation. 
Proposal 6: Regarding performance monitoring for AI/ML based positioning, for case 1 and 2a, when the decision of upcoming operation is made by UE or NW, 
· By UE: UE should report the decision/request or related information to the NW, e.g., indication of the operation, the model ID/functionality information (e.g., associated with an ID) of the model, etc.
· By NW: UE should report the comparison information to the NW, e.g., whether the performance metrics satisfies the requirement. NW may indicate the decision or related information to UE, e.g., indication of the operation, the model ID/functionality information (e.g., associated with an ID) of the model, etc.
Proposal 7:
For case 1 and 2a, when monitoring entity is UE, UE should calculate monitoring metric following NW indication if NW makes decision of upcoming model/functionality operation based on performance monitoring.
· The indication includes at least model ID/functionality, monitoring type (e.g., input-based, output-based), performance metrics/threshold.
Proposal 8: Regarding conditions for functionality-based LCM for AI/ML based positioning, following information can be considered
· Functionality information:
· Nominal output of the AI/ML model, e.g., UE location, LOS/NLOS indication, ToA
· Essential information to facilitate the model inference, e.g., inference input type, necessary measurements information for inference input, number of consecutive time domain samples, number of ports, etc 
· Applicable configuration，e.g., required RS configuration associated with functionalities
· Applicable deployment/scenario/environment of the functionality (e.g., InF scenario, UE distribution area, TRP information, clutter parameters, training dataset size, etc.)  
· Applicable timing error/NW sync. error/channel estimation error, etc.
· Applicable UE status information (e.g., UE speed/trajectory)  


	[21, OPPO]
	Proposal 1: For AI/ML assisted positioning, the following alternative should be prioritized if the TOA-like output is used for AI/ML model
· The measurement results corresponding to all TRPs are used as the input for AI/ML model inference (i.e., Multi-TRP construction).  
Proposal 2: For the training data collection at UE side (e.g. UE-based positioning with UE-side model (Case 1), UE-assisted positioning with UE-side model (Case 2a)), study the potential spec impact on that UE sends request of preferred or supported configuration(s) to LMF 
· FFS: Whether this request is sent by UE capability signaling or other signaling. 
Proposal 3: For training data collection at NW side for UE-assisted/LMF-based positioning with LMF-side model (Case 2b), study the potential spec impact of the following options 
· PRU: PRU reports measurement results (corresponding to model input) optionally with labels via LPP or other new signaling 
· LMF maybe know the label(s) in advance
· UE: UE reports measurement results (corresponding to model input) without labels via LPP or other new signaling 
Proposal 4: For the training data collection at NW side for NG-RAN node assisted positioning with gNB-side model (Case 3a) or NG-RAN node assisted positioning with LMF-side model (Case 3b), study the potential spec impact of the following options 
· TRP can collect the measurement results (corresponding to model input) based on PRU’s transmission and report them via NRPPa or other new signaling. 
· LMF generates the associated labels based on the know location of the corresponding PRU
· TRP can collect the measurement results (corresponding to model input) based on UE’s transmission and report them via NRPPa or other new signaling.
Proposal 5: Regarding the training data collection for AI-based positioning enhancement, adopt the following table as the answer to RAN2 LS. 
	Sub use cases
	Data contents (from X to Y)
	Typical data size
	Reporting type
	Typical latency requirement

	Case1/2a
	From UE to an OTT server controlled by UE/chipset vendor
· The data contents are transparent from 3GPP perspective
	No requirement for a reporting
	At least periodic reporting
FFS: other type
	No requirement for offline training

	Case 2b
	From PRU to the entity that collects training data (e.g., LMF)
· Measurement results corresponding to model input (e.g., existing measurement)
· Ground truth label(s) (optional)
· Quality indicator (may be included)
· Timestamps
From UE to the entity that collects training data (e.g., LMF)
· Measurement results corresponding to model input (e.g., existing measurement)
· Timestamps
From LMF to the entity that collects training data (if not LMF)
· Ground truth label(s) of the corresponding UE(s)
· Quality indicator (may be included)
· Timestamps
	No requirement for a reporting
	At least periodic reporting
FFS: other type
	No requirement for offline training

	Case 3a/3b
	From gNB to the entity that collects training data (e.g., LMF)
· Measurement results corresponding to model input (e.g., existing measurement)
· Ground truth label(s) of the corresponding PRU(s) (Optional)
· Timestamps
From LMF to the entity that collects training data (if not LMF)
· Ground truth label(s) of the corresponding UE(s) or of the corresponding PRU(s)
· Quality indicator (may be included)
· Timestamps
	No requirement for a reporting
	At least periodic reporting
FFS: other type
	No requirement for offline training



Proposal 6: For the data collection used for AI model inference
· When direct AI/ML positioning is used for UE-base positioning method (Case 1) or AI/ML assisted positioning is used for UE-assisted positioning method (Case 2a), the UE will collect measurement for the input of AI model
· If the model is trained at the same side, the inputs/data collection are up to UE implementation and transparent from the perspective of air interface
· If the model is trained at NW side and AI model inference is performed at UE side (when model transfer is supported), the size/contents of inputs will need to be pre-defined or pre-configured. 
· When direct AI/ML positioning is used for UE-assisted positioning method (Case 2b), the target UE will report the measurement results to LMF via LPP signaling
· When AI/ML assisted positioning is used for NG-RAN node assisted positioning method (Case 3a), the TRP will generate measurement result for the input of AI model by implementation and transparent from the perspective of specification
· When direct AI/ML positioning is used for NG-RAN node assisted positioning method (Case 3b), the TRP will report the measurement results to LMF via NRPPa signaling

Proposal 7: Regarding the data collection for the AI model inference of AI-based positioning enhancement, adopt the following table as the answer to RAN2 LS. 
	Sub use cases
	Data contents (from X to Y)
	Typical data size
	Reporting type
	Typical latency requirement

	Case1/2a
	/
(available inside the UE)
	/
	/
	/

	Case 2b
	From UE to LMF (LPP)
· Measurement results 
	Similar to the existing reporting
	Same as the existing reporting
	Same as the existing reporting

	Case 3a
	/
(available inside the TRP/gNB)
	/
	/
	/

	Case 3b
	From NR-RAN node to LMF (NRPPa)
· Measurement results 
	Similar to the existing reporting
	Same as the existing reporting
	Same as the existing reporting



Proposal 8: For both direct AI/ML positioning and AI/ML assisted positioning, offline training of AI model(s) is prioritized in Rel-18 
· Enhancements dedicated to online training can be discussed in the future release(s)
Proposal 9: For both direct AI/ML positioning and AI/ML assisted positioning, the AI model training and inference are assumed to be done in the same side in Rel-18, i.e., no model transfer 
· AI model training and inference at UE side, or
· AI model training and inference at NW side
· Study model transfer in future release(s).
Proposal 10: For AI/ML based positioning,  
· if UE-based positioning method is used (Case 1), study the following aspect on spec impact
· support to report the confidence of the AI estimated location on top of location information (LPP signaling from UE to LMF)
· if UE assisted positioning method is used (Case 2a), study the following aspects on spec impact
· Support of the existing reporting (e.g., NLOS/LOS indicator, RSTD) via LPP signaling from UE to LMF with potential enhancement
· e.g., information about the predicted values
· if UE assisted positioning method is used (Case 2b), study the following aspects on spec impact
· Support of the existing reporting via LPP signaling from UE to LMF with potential enhancement
· New type of measurement /reporting via LPP signaling from UE to LMF, e.g., PDP based measurement result 
· if NG-RAN node assisted positioning method is used (Case 3a), study the following aspects on spec impact
· Support of the existing reporting (e.g., RTOA) via NRPPa signaling from gNB to LMF
· e.g., information about the predicted values
· if NG-RAN node assisted positioning method is used (Case 3b), study the following aspects on spec impact
· Support of the existing reporting via NRPPa signaling from gNB to LMF
· New type of measurement /reporting via NRPPa signaling from gNB to LMF, e.g., PDP based measurement result 
Proposal 11: For UE-side model is used for AI/ML based positioning (e.g., Case 1, Case 2a), support implicit or explicit information from LMF to UE to indicate/identify the scenarios/configuration so that UE can decide whether a AI model matches the target case(s) or not
· For NW-side model, such type of signaling may not be needed. 
Proposal 12: For AI/ML based positioning, if PRU is utilized to collect data for AI model performance monitoring, at least study the following aspects
· evaluate/justify whether the performance of the same AI model for PRU and a given UE in different locations are the same or similar
· availability of PRU for typical deployment 
Proposal 13: Regarding the data collection for AI performance monitoring, adopt the following table as the answer to RAN2 LS. 
	Sub use cases
	Data contents (from X to Y)
	Typical data size
	Reporting type
	Typical latency requirement

	Case1
	If the monitoring metric is derived at UE
· Up to UE implementation
If the monitoring metric is derived at LMF (From UE to LMF)
· The estimated location information
· Timestamp 
	Same as or similar to the existing reporting of estimated location information
	Same as the existing reporting of estimated location information
	Same as the existing reporting of estimated location information

	Case2a
	If the monitoring metric is derived at UE
· Up to UE implementation
If the monitoring metric is derived at LMF (From UE to LMF)
· The measurement result provided by AI model 
· Timestamp 
	Same as or similar to the existing reporting of measurement results
	Same as the existing reporting of measurement results
	Same as the existing reporting of measurement results

	Case 2b
	No explicit dedicated data collection, 
or
From PRU to LMF
· Measurement results corresponding to model input 
· Ground truth label(s) (optional)
· Timestamps
	Same as or similar to the existing reporting of measurement results
	Same as the existing reporting of measurement results
	Same as the existing reporting of measurement results

	Case 3a
	If the monitoring metric is derived at gNB
· Up to gNB implementation, or
· PRU location information provided by LMF
If the monitoring metric is derived at LMF (From gNB to LMF)
· The measurement result provided by AI model 
· Timestamps
	Same as or similar to the existing reporting of measurement results
	Same as or similar to the existing reporting of measurement results
	Same as or similar to the existing reporting of measurement results

	Case 3b
	No explicit dedicated data collection, 
Or
From PRU to LMF
· Ground truth label(s) 
· Timestamps
	Same as or similar to the existing reporting of estimated location information
	Same as the existing reporting of estimated location information
	Same as the existing reporting of estimated location information



Proposal 14: For UE-assisted positioning method with AI/ML assisted positioning (Case 2a), collaboration level y is prioritized.
Proposal 15: For NG-RAN node assisted positioning method with AI/ML assisted positioning (Case 3a), collaboration level y is prioritized. 
Proposal 16: For UE-based positioning method with direct AI/ML positioning (Case 1), collaboration level y is prioritized for direct AI/ML positioning in Rel-18
Proposal 17: For UE-assisted positioning method with direct AI/ML positioning (Case 2b), collaboration level x is prioritized for direct AI/ML positioning if the AI model is based on existing UE measurement and reporting (e.g., the scheme “Direct: DL RSTD +RSRP”)
· Note: Only from the perspective of AI model inference
Proposal 18: For UE-assisted positioning method with direct AI/ML positioning (Case 2b), collaboration level y is prioritized for direct AI/ML positioning if the AI model is based on new type(s) of UE measurement/reporting (e.g., the scheme “Direct: Normalized CIR + RSRP”)
· Note: Only from the perspective of AI model inference
Proposal 19: For NG-RAN node assisted positioning with direct AI/ML positioning (Case 3b), collaboration level x is prioritized for direct AI/ML positioning if the AI model is based on existing TRP measurement and reporting 
· Note: Only from the perspective of AI model inference
Proposal 20: For NG-RAN node assisted positioning with direct AI/ML positioning (Case 3b), collaboration level y is prioritized for direct AI/ML positioning if the AI model is based on new type(s) of TRP measurement/reporting 
· Note: Only from the perspective of AI model inference
Proposal 21: Regarding UE-side model (e.g., Case 1 and Case 2a) of AI/ML based positioning accuracy enhancement, 
· for functionality-based LCM, the applicable conditional(s) at least includes the supported configuration(s) associated with given functionality(ies)
· for model-ID-based LCM, the applicable conditional(s) at least includes the supported configuration(s) associated with given model(s)
Proposal 22: Regarding the “additional conditions” for functionality-based and model-ID-based LCM of AI/ML based positioning accuracy enhancement, suspend RAN1 discussion on the detailed “additional conditions” (e.g., scenarios, sites, and datasets) to wait for more RAN2 progress on meta information

	[22, InterDigital]
	Observation 1: Provision of ground truth from the network is needed for Case 2a
Observation 2: Model monitoring can be performed at the UE for Case 1 and 2a
Observation 3: Entities that provide model monitoring metrics should be clarified for Case 2b and 3b
Observation 4: For Case 3a, the gNB can generate model monitoring metrics
Proposal 1: A potential specification impact for assisted AIIML positioning is an indicator that indicates the measurements in the report are inferred
Proposal 2: At least RSTD and time of flight should be considered for inferred measurements in assisted AIML positioning
Proposal 3: LOS or NLOS indicators used as the ground truth should be accompanied by a verification flag issued by UE or LMF
Proposal 4: Model monitoring metric can be generated by the entity which have AI/ML models (e.g., UE for Case 1  and Case 2a, LMF for Case 2b and Case 3b and gNB for Case 3a)

	[23, Samsung]
	Observation 1: the use cases in which legacy positioning methods cannot work well could be prioritized to check whether AI based methods could work.
Proposal 1: RAN1 to study the training data collection criteria, e.g., the qualified training device determination.
Proposal 2: Current signaling framework of the measurement-report could be used as starting point to enable training data collection
Observation 2: a UE claimed to be PRU is not always enough for data collection purpose. 
Proposal 3: PRU/UE/TRP could be used to generate the ground truth label under certain condition, including: whether the status of the PRU/UE/TRP matches the requirement of the model training, FFS details.

Proposal 4: RAN1 to study the validation of the trained/obtained AI/ML model before actually apply it, consider following:
· validity performance metric, e.g., positioning error between the model output (given input of PRU) and PRU’s location. 
· Validation data collection
Proposal 5: other measurement metrics like L1 RSRP/SNR level could be considered as monitoring metric;
Proposal 6: the norm of the vector  (e.g., Euclidean-norm, infinity-norm) derived based on CIR can be used as a label free metric for monitoring purpose.
Proposal 7: monitoring operation related aspects needs to be considered, including:
· Potential monitoring specific resource determination
· Monitoring procedure (e.g., initialization, periodic/a-periodic)
Proposal 8: RAN1 to study the condition/methods to recovery/update a AI/ML model for positioning, e.g., event based condition or timer/counter based condition.
Proposal 9: for functionality-based LCM, the measurement related configuration (supported resource, measurement, report) could be considered as candidate conditions.
Proposal 10: for model-ID-based LCM, the related necessary configuration should be included in the model description corresponding to that ID.

	[24, Lenovo]
	Proposal 1: Training dataset acquisition, training dataset construction and actual training of a model may be considered as separate processes may not necessarily take place in the same entity.

Proposal 2: Existing LPP/NRPPa signalling may be used to provide labelled/unlabelled data indication to different UEs/network entities.
Proposal 3: RAN1 to confirm the working assumption made during RAN1#112bis-e on data collection at least for training data purposes.

Proposal 4: Support Direct AI/ML and Assisted AI/ML positioning configurations including request for reference locations associated to the gathered RAT-dependent and RAT-independent positioning measurements as part of the training data.

Proposal 5: Evaluate schemes related to transfer of positioning-dataset for different stages of the LCM.
Proposal 6: Evaluate the following schemes for transfer of positioning-dataset:
· Option 1 - Proprietary signaling: The Positioning-dataset is transferred without specification impact using non-3GPP technologies.
· Option 2 - Positioning-dataset transfer using 3GPP-signaling.

Proposal 7: For NG-RAN node assisted positioning, further study the role of reference TRPs/PRU TRPs and UEs as data sources to extend data collection in a distributed manner for Cases 3a and 3b.
Proposal 8: In order to increase flexibility of the derivation of the model monitoring metric, support PRU UE as an entity for Cases 1 and 2a, while support gNB as an entity for case 3b.

Proposal 9: RAN1 to further confirm that the entity deriving the model monitoring metric is the same entity that may also perform model monitoring.

Proposal 10: FFS type of statistical information, e.g., mean, std deviation, variance, etc used for model monitoring based on model output statistics without ground truth label information.

Proposal 11: Monitor progress on discussions relating to model-ID-based LCM or functionality-based LCM in AI9.2.1 and await if any outcomes are applicable to the Positioning use case.

Proposal 12: Support model transfer using associated Model IDs and meta-information to help facilitate the transfer to other network entities/UEs.
Proposal 13: Support new measurements such as CIR, considering reporting overhead impacts and PRS RSSI for model inference inputs, while existing Rel-16/Rel-17 positioning measurements may also be re-used.
Proposal 14: Support new measurement report elements such as TOA at least for PRS while existing Rel-16/Rel-17 positioning measurement reporting elements may also be re-used, e.g., additional paths, LOS/NLOS indicator, etc.
Proposal 15: Consider additional assistance data for the existing RS configurations to enable AI/ML positioning measurements for model inference, e.g., indication to measure PRS at specific reference locations.

Proposal 16: Consider the following additional aspects with respect to the network-UE collaboration levels y and z including the associated sub-levels:
· Data collection for training/inference
· Model Life Cycle Management (including model acquisition, activation/deactivation of AI/ML models, model monitoring and update at the LMF, serving and neighbouring gNBs, and target-UE)
· Model inference
· Interactions with positioning modules via data pre-/post-processing

Proposal 17: Further study mechanisms to enable efficient positioning AI/ML model transfer between UE, gNB and LMF including the different types of formats.


	[25, CAICT]
	Proposal 1: For UE side AI/ML model monitoring (Case 1 and 2a), model monitoring without ground truth label could be considered as baseline.
Proposal 2: For gNB/LMF side AI/ML model monitoring (Case 2b/3a/3b), model monitoring w/o ground truth label could be considered.
Proposal 3: For UE-based positioning with UE-side model (case 1), AI/ML model delivery from NW should be considered.
Proposal 4: Proposal 1-3b in the summary of last meeting could be agreed in this meeting.

	[26, Qualcomm]
	Observation 1: For AI/ML positioning, a combination of the defined cases (i.e., Case1 to Case3b) may be used to achieve improved positioning in a defined setting. 
Observation 2: For AI/ML positioning model development, the development of the model needs to be done by the vendor who implements the device where the AI/ML model inference runs. 

Observation 3:  For legacy positioning, UE capabilities for legacy positioning methods are conveyed as part of the UE feature and feature group (FG) listing, and LMF uses these FGs/components to configure legacy positioning. 

Observation 4:  For AI/ML positioning functionality identification, the additional/dynamic conditions can be sent from UE to LMF once as part of capability exchange or signalled instantly based on event (e.g., mobility, handover, battery power level report/event). 

Observation 5:  For AI/ML positioning model identification, the dynamic/additional conditions can be conveyed by UE to LMF as meta information during model registration. The UE can signal supported model IDs once during capability exchange or instantly based on an event occurrence. 

Observation 6:  For AI/ML positioning functionality-based LCM (Case1 and Case2a), it is beneficial for letting both LMF and UE initiate the process for activation, deactivation, switching, and falling back of a functionality. 

Observation 7:  For AI/ML positioning model-based LCM (Case1 and Case2a), it is beneficial for letting both LMF and UE initiate the process for activation, deactivation, selection, switching of a model. 

Observation 8: For AI/ML positioning data collection, transfer of training data (i.e., measurements, ground truth labels, assistance information) from source entities to training entities is out the scope of RAN1.

Observation 9: For AI/ML positioning data collection (Case2b and Case3b), LMF can leverage information obtained using existing LPP and NRPPa procedures to compute ground truth labels.

Observation 10: For AI/ML positioning data collection (Case1, Case2a and Case3a), UE and gNB/TRP require assistance from LMF to compute ground truth labels.

Observation 11: In AI/ML positioning data collection, the following information can be associated with data collected at UE/PRU side:
· Indication of how PRS resources map to physical anchor location/angles: UE side need to know how different PRS resource sets/resources are mapped to physical anchor location and beam angles.
· Indication of timing errors at network side: UE side can benefit from knowing expected ranges/distributions/indexing of timing errors at network side (e.g., TRP TX timing errors, inter-TRP synchronization errors) for better training and model development.
· Indication of LOS/NLOS maps for each TRP: UE side can benefit from knowing the map of potential LOS/NLOS states for each combination of TRP and PRS resource (if available from LMF side).

Observation 12: For AI/ML positioning monitoring, measurements and their labels can be available at LMF side with help of PRUs. LMF may share both measurements and labels (location or intermediate quantities) with the side handling model management (e.g., UE-side or gNB-side).

Observation 13: For AI/ML positioning monitoring (Case2b and Case3b), LMF can do label-based model monitoring with help of existing measurements and reporting, and it is not expected to incur additional specification impacts. 

Observation 14: For AI/ML positioning monitoring, label-free monitoring approach can be realized through implementation and may not have strong specification impact. 


Observation 15: For AI/ML positioning inference (Case1 and Case2a), both measurements and model are obtained at UE side and no strong need to specify model input measurements.

Observation 16: For AI/ML positioning inference (Case2b), reporting large number of time, power, and/or phase information measurements from UE to LMF incurs high OTA reporting overhead and need to be deprioritized.

Observation 17: For AI/ML positioning inference (Case2b), the potential of reporting phase information to enhance positioning accuracy requires more evaluation to justify the associated reporting overhead given the limited performance gain.

Observation 18: For AI/ML positioning inference (Case3a), both measurements and model are obtained at gNB/TRP side and no strong need to specify model input measurements.

Observation 19: For AI/ML positioning inference (Case3b), reporting has less dependence on OTA resources and can include both existing measurements and new measurements.

Observation 20: For AI/ML positioning inference (Case2a and Case3a), UE/TRP may report new measurement reports such as soft info to timing and angle to help LMF improve positioning accuracy. 


Proposal 1: For AI/ML positioning model training, consider model training and development at the side for which the inference of model is expected to be performed:
· Case1: Model training and inference at UE side
· Case2a: Model training and inference at UE side
· Case2b: Model training and inference at network side
· Case3a: Model training and inference at network side
· Case3b: Model training and inference at network side


Proposal 2: For AI/ML positioning model training, modes of operation in which model training and inference happen at different sides are deprioritized for the current AI/ML positioning study. 
Proposal 3: For AI/ML positioning model identification, a model ID can be identified between UE/gNB and LMF using Type A. 
Proposal 4: For AI/ML positioning functionality and model identification, as a starting point, consider the content of existing legacy positioning FGs to define conditions for functionality and model operation. 

Proposal 5: For AI/ML positioning functionality and model identification, consider at least the following aspects for defining conditions/additional conditions:
· DL PRS resource conditions
· DL PRS measurement report conditions
· Applicable scenario/site conditions
· Battery, memory, and hardware limitations

Proposal 6: For AI/ML positioning data collection, consider signalling for labelling assistance from LMF in Case1, Case2a, and Case3a.

Proposal 7: In AI/ML positioning data collection, consider the following associated information for data collection at UE/PRU (Case1 and Case2a):
· Indication of how PRS resources map to physical anchor location/angles
· Indication of timing errors at network side: E.g., TRP TX timing errors, inter-TRP synchronization errors.
· Indication of LOS/NLOS maps for each TRP: E.g., map of potential LOS/NLOS states for each combination PRS/TRP (if available from LMF side).
Proposal 8: For AI/ML positioning monitoring (Case1 to Case3b), study the following aspect to enable model monitoring:
· Model monitoring based on joint model input and output (ground truth-based monitoring):  Ground truth label and AI/ML model input measurements can be made available at monitoring/model management side.

Proposal 9: For AI/ML positioning monitoring (Case1 and Case2a), the following are required assistance signalling for label-based monitoring: 

· signalling for letting UE side (or model management entity of UE side) request monitoring data from LMF and providing monitoring data from LMF to model management entity of UE side
· signalling for letting UE side (or model management entity of UE side) and LMF communicate monitoring outcome/metric back and forth (if needed).

Proposal 10: For AI/ML positioning monitoring (Case3a), the following are required assistance signalling for label-based monitoring:
· Signalling for letting gNB/TRP side (or model management entity of gNB/TRP side) and LMF request/report monitoring measurements
· Signalling for letting gNB/TRP side (or model management entity of gNB/TRP side) and LMF communicate monitoring outcome.


Proposal 11: For AI/ML positioning inference (Case1 and Case2a), no need to specify type of measurements.

Proposal 12: For AI/ML positioning inference (Case2b), type of measurements reported from UE to network are either existing measurements or minor enhancements of existing measurements.

Proposal 13: For AI/ML positioning inference (Case3a), no need to specify type of measurements.

Proposal 14: For AI/ML positioning inference (Case3b), study type of measurements while including both existing measurements, enhancements of existing measurements, or new measurements.


[bookmark: _Int_aEwF1Ovs]Proposal 15: For AI/ML positioning inference (Case2a and Case3a), consider existing/enhanced measurements and new measurements (e.g., soft-info of time/angle)


	[27, MediaTek]
	Proposal 1 For UE-based positioning with UE-side model and direct AI/ML positioning, study the spec impact of fine-tuning only at UE side.
Proposal 2 For UE-assisted/LMF-based positioning with UE-side model and AI/ML assisted positioning, study the spec impact of a UE-specific model without model monitoring and update.
Proposal 3 For UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning, study the spec impact of a model pool at LMF, where each model has its own inputs and performance.
Proposal 4 Study the capability of a normal UE being upgraded to PRU and downgraded back. The upgraded UE could be assigned by NW as Auxiliary PRU (APRU), to distinguish it from already-have PRUs.
Proposal 5 Study the granularity of UE capability of data collection, in terms of labels are present or not, and how much the label is impaired.
Proposal 6 When a PRU is used to collect data, study the feasibility of PRU is moving and the related assistance information.
Proposal 7 When a UE/PRU collects data, it should know its own location if it labels data itself.
Proposal 8 Maintain the compatibility with existing measurement signalling and procedures when designing the data collection signalling and procedures.
Proposal 9 Study a core data collection procedure at least for training data collection. This core procedure can be applied to various training procedures as a common procedure module.
Proposal 10 Before training an AI/ML model, enough implementation imperfections should be introduced. The imperfections consist of channel estimation error, network synchronization error, UE and gNB timing error, etc.
Proposal 11 Support to collect scenario identifier and related information (e.g., LOS probability) in training data collection
Proposal 12 For Case 1 model inference, data collection should consider narrowing down the measurements for a single UE and a specific model, and some inference information, e.g., inference delay of the model.
Proposal 13 For Case1, Case 2a, Case2b, support collecting at least the following data:
· PDP, or truncated PDP
· If PDP is not enough, it can be CIR, or truncated CIR, or compressed CIR if UE performs CIR compression, extracting features from the CIR.
· Enough implementation imperfections on PDP or CIR.
· RSRP.
· Horizontal location.
· LOS/NLOS condition, TOA, DOA, and other intermediate metrics.
· Scenario identifier
Proposal 14 Regarding data collection for model training, support training device request N’TRP training data with a length NTRP bitmap.
Proposal 15 Regarding data collection for model training, support an indicator in training data to indicate the data is generated by data augmentation or not.
Proposal 16 For model monitoring, study using model configurations (e.g., model ID, model version) as a way of monitoring models.
Proposal 17 For model monitoring, study scenario monitoring (e.g., LOS probability monitoring, serving cell-based monitoring) as a way of monitoring models.
Proposal 18 For model monitoring of direct AI/ML positioning, support the soft information associated to the estimated location as model output.
Proposal 19 For direct AI/ML positioning with UE-side model and NW-side monitoring, the UE should report the estimated position and associated soft information to NW.
Proposal 20 For positioning with UE-side model and UE-side monitoring, further study some simpler AI/ML model monitoring methods, e.g., serving-cell based monitoring and model configuration monitoring.
Proposal 21 Regarding LCM of AI/ML based positioning accuracy enhancement, at least for Case 1 and Case 2a (model is at UE-side), support UE provide information related to the applicable conditions (e.g., applicable configuration/area/scenario/environment) to the network.



2.2 Data generation and collection
In RAN1#112bis-e, the following working assumption was agreed.
Working Assumption
Regarding data collection at least for model training for AI/ML based positioning, at least the following information of data with potential specification impact are identified.
· Ground truth label
· At least for model training
· Report from the label data generation entity
· Measurement (corresponding to model input)
· At least for model training
· Report from the measurement data generation entity
· Quality indicator
· For and/or associated with ground truth label and/or measurement at least for model training
· Report from the label and/or the measurement data generation entity and/or as request from a different (e.g., data collection, etc.) entity
· RS configuration(s)
· At least for deriving measurement
· Request from data generation entity (UE/PRU/TRP) to LMF and/or as LMF assistance signaling to UE/PRU/TRP
· Note1: there may not be any enhancements on top of existing RS configuration(s) or any new RS configuration(s) for positioning measurement
· Time stamp
· At least for and/or associated with training data for model training
· Separate time stamp for measurement and ground truth label, when measurement and ground truth label are generated by different entities
· Report from data generation entity together with training data and/or as LMF assistance signaling
· Note2: there may not be any enhancements on top of time stamp in existing positioning measurement report or any new time stamp report for positioning measurement
· FFS other necessary information (e.g., scenario identifier. LOS/NLOS condition, timing error, etc.) for data collection
· Note3: whether the above information can be applied to other aspects of AI/ML LCM (e.g., updating, monitoring, etc.) can also be discussed
· Note4: transfer of data from the entity generating data to a different entity is not precluded from RAN1 perspective

Regarding the above WA from RAN1#112bis-e, multiple companies ([8, Sony], [11, CATT], [14, CMCC], [18, Baicells], [19, xiaomi], [24, Lenovo],) proposed to confirm it as it is. [4, Huawei] proposed to clarify that not all cases have specification impact and a note “Note: whether data collection has spec impact depends on per Case 1/2a/2b/3a/3b” should be added. While [7, ZTE], [17, Apple] and [20, NTT DOCOMO] think the WA of data collection should apply to other aspects not limited to training only. [18, Baicells] also proposed that time stamp can also be used for model inference/monitoring to help detect model malfunctions by observing the discontinuities in time and space, thus may help developers further improve the model performance.
The following proposal (which is a revision where changes are highlighted in red from the WA from RAN1#112bis-e) is formulated for discussion. 

Proposal 1-1-0
Regarding data collection at least for model training for AI/ML based positioning, at least the following information of data with potential specification impact are identified.
· Ground truth label
· At least for model training
· Report from the label data generation entity
· Measurement (corresponding to model input)
· At least for model training
· Report from the measurement data generation entity
· Quality indicator
· For and/or associated with ground truth label and/or measurement at least for model training
· Report from the label and/or the measurement data generation entity and/or as request from a different (e.g., data collection, etc.) entity
· RS configuration(s)
· At least for deriving measurement
· Request from data generation entity (UE/PRU/TRP) to LMF and/or as LMF assistance signaling to UE/PRU/TRP
· Note1: there may not be any enhancements on top of existing RS configuration(s) or any new RS configuration(s) for positioning measurement
· Time stamp
· At least for and/or associated with training data for model training
· Separate time stamp for measurement and ground truth label, when measurement and ground truth label are generated by different entities
· Report from data generation entity together with training data and/or as LMF assistance signaling
· Note2: there may not be any enhancements on top of time stamp in existing positioning measurement report or any new time stamp report for positioning measurement
· FFS other necessary information (e.g., scenario identifier. LOS/NLOS condition, timing error, etc.) for data collection
· Note3: whether the above information may can be applied to different other aspects of AI/ML LCM (e.g., training, updating, monitoring, etc.) can also be discussed
· Note4: transfer of data from the entity generating data to a different entity is not precluded from RAN1 perspective
· Note5: the potential specification impact for the above information may not be the same for different Case (Case 1/2a/2b/3a/3b)

Companies are encouraged to provide comments.
	Company Name
	Comments/Views

	ZTE
	Support

	HW/HiSi
	[Support with updates]

Data collection for inference does not need any ground truth labels, therefore to simply delete “at least for training” might become confusing, since one could think this would then be generally applicable. To avoid confusion, we therefore suggest to modify Note 3:
· Note3: whether/how whether the above information may can be applied to different other aspects of AI/ML LCM (e.g., training, updating, monitoring, etc.) can also be discussed

For Note 5, we would like to clarify that for some cases there may not be any specification impact. For example data collection for Case 1 and case 2a can also be performed in a specification transparent manner.
Note5: the potential specification impact (if any) for the above information may not be the same for different Case (Case 1/2a/2b/3a/3b)

	Fraunhofer
	Okay with the FL proposal. 

	CATT
	Support. Based on confirmation, we can further make proposals on EXACT data collection contents for different purpose, i.e. training, inference and monitoring.

	Qualcomm
	Please see our input to discussion point 1-1-1

	NTT DOCOMO
	Support. 

	LG
	Fine with the proposal

	Nokia/NSB
	OK with the proposal’s direction, we only suggest the following rewording for Note 5.
Note5: If any specification impact is identified, the impact may be different between positioning use cases (Case 1/2a/2b/3a/3b).

	
	

	Moderator
	Wording update to address comments.



Proposal 1-1-0a
Regarding data collection at least for model training for AI/ML based positioning, at least the following information of data with potential specification impact are identified.
· Ground truth label
· At least for model training
· Report from the label data generation entity
· Measurement (corresponding to model input)
· At least for model training
· Report from the measurement data generation entity
· Quality indicator
· For and/or associated with ground truth label and/or measurement at least for model training
· Report from the label and/or the measurement data generation entity and/or as request from a different (e.g., data collection, etc.) entity
· RS configuration(s)
· At least for deriving measurement
· Request from data generation entity (UE/PRU/TRP) to LMF and/or as LMF assistance signaling to UE/PRU/TRP
· Note1: there may not be any enhancements on top of existing RS configuration(s) or any new RS configuration(s) for positioning measurement
· Time stamp
· At least for and/or associated with trainingcollected data for model training
· Separate time stamp for measurement and ground truth label, when measurement and ground truth label are generated by different entities
· Report from data generation entity together with training data and/or as LMF assistance signaling
· Note2: there may not be any enhancements on top of time stamp in existing positioning measurement report or any new time stamp report for positioning measurement
· FFS other necessary information (e.g., scenario identifier. LOS/NLOS condition, timing error, etc.) for data collection
· Note3: whether and how the above information can be applied to different other aspects of AI/ML LCM (e.g., training, updating, monitoring, etc.) can also be discussed during normative work
· Note4: transfer of data from the entity generating data to a different entity is not precluded from RAN1 perspective
· Note5: If any specification impact is identified, the impact may be different between positioning use cases (Case 1/2a/2b/3a/3b).
· Note6: other necessary information (e.g., scenario identifier. LOS/NLOS condition, timing error, etc.) for data collection can be discussed during normative work

Companies are encouraged to provide comments.
	Company Name
	Comments/Views

	Fujitsu
	OK with the current version. Other information can be included in LS reply to RAN2 for data collection.

	Xiaomi
	Generally, we are OK with it 

	Nokia/NSB
	Ok with the new arrangement. 

	ZTE
	OK with minor changes.
· Report from data generation entity together with collected training data and/or as LMF assistance signaling
· Note6: other necessary information (e.g., scenario identifier. LOS/NLOS condition, if needed, timing error, etc.) for data collection can be discussed during normative work


	
	



Proposal 1-1-0b (closed)
Regarding data collection at least for model training for AI/ML based positioning, at least the following information of data with potential specification impact are identified.
· Ground truth label
· At least for model training
· Report from the label data generation entity
· Measurement (corresponding to model input)
· At least for model training
· Report from the measurement data generation entity
· Quality indicator
· For and/or associated with ground truth label and/or measurement at least for model training
· Report from the label and/or the measurement data generation entity and/or as request from a different (e.g., data collection, etc.) entity
· RS configuration(s)
· At least for deriving measurement
· Request from data generation entity (UE/PRU/TRP) to LMF and/or as LMF assistance signaling to UE/PRU/TRP
· Note1: there may not be any enhancements on top of existing RS configuration(s) or any new RS configuration(s) for positioning measurement
· Time stamp
· At least for and/or associated with trainingcollected data for model training
· Separate time stamp for measurement and ground truth label, when measurement and ground truth label are generated by different entities
· Report from data generation entity together with training data and/or as LMF assistance signaling
· Note2: there may not be any enhancements on top of time stamp in existing positioning measurement report or any new time stamp report for positioning measurement
· FFS other necessary information (e.g., scenario identifier. LOS/NLOS condition, timing error, etc.) for data collection
· Note3: whether and how the above information can be applied to different other aspects of AI/ML LCM (e.g., training, updating, monitoring, etc.) can also be discussed during normative work
· Note4: transfer of data from the entity generating data to a different entity is not precluded from RAN1 perspective
· Note5: If any specification impact is identified, the impact may be different between positioning use cases (Case 1/2a/2b/3a/3b).
· Note6: the necessity of other information (e.g., scenario identifier. LOS/NLOS condition, timing error, etc.) for data collection can be discussed

Companies are encouraged to provide comments.
	Company Name
	Comments/Views

	Moderator
	Discussion is closed. Refer to Chairman’s notes for relevant agreement. 



In RAN1#113, the following agreement was reached.
Agreement
Regarding ground truth label generation for AI/ML based positioning, the following options of entity to generate ground truth label are identified when beneficial and necessary (e.g., limited PRU availability) 
· UE with estimated/known location generates ground truth label and corresponding label quality indicator
· based on non-NR and/or NR RAT-dependent and/or NR RAT-independent positioning methods
· At least for UE-based positioning with UE-side model (Case 1) and UE-assisted positioning with UE-side model (Case 2a)
· Network entity generates ground truth label and corresponding label quality indicator
· based on non-NR and/or NR RAT-dependent and/or NR RAT-independent positioning methods 
· At least for UE-assisted/LMF-based positioning with LMF-side model (Case 2b),  NG-RAN node assisted positioning with gNB-side model (Case 3a) and NG-RAN node assisted positioning with LMF-side model (Case 3b)
· Note: user data privacy needs to be preserved

On the potential specification impact for data collection, multiple companies expressed their views.
[2, Ericsson] proposed that for training data collection of all Cases, data format information (e.g., granularity factor k) is reported together with the timing related measurement data. It proposed that for Case 3a, study signaling enhancements for the LMF to provide the ground truth label (e.g., ground truth direct path ToAs or UE locations) to support the training data collection. It also proposed to conclude that there is no need for PRS configuration enhancements for data collection purposes for Case 1/2a/2b. It proposed for Case 1/2a, for model inference as well as training data collection, the benefits of adding support for assistance information should be proven with evaluations before RAN1 discuss what assistance information to support and the potential specification impact. It proposed that for Case 1, introduce support for the UE to request PRS transmissions for training data collection purposes. If supporting Case 2b, [2, Ericsson] proposed to study the requirements for training data logging and reporting using 3GPP protocols.

[6, vivo] proposed to support time domain CIR as one model input for training of AI/ML model for positioning. [6, vivo] also provided their views for AI/ML positioning related to RAN2 LS on data collection. 

[7, ZTE] observed that the current associated information to the DL PRS configuration (e.g., TRP ID, TRP location, carrier frequency) is already defined in TS 37.355 and proposed additional association information is not necessary to be defined for UE side data collection. It proposed to reuse on-demand PRS mechanisms defined in Rel-17 for PRS request of data collection by UE side. [7, ZTE] proposed that at least for data collection of Case 2b and Case 3b, support UE/TRP to report more than 8 additional path timings and RSRPPs, and to report path phase of a channel path in addition to path power and path timing. [7, ZTE] also proposed to study and support multi-port SRS/PRS in order to collect enriched channel observations at least for data collection of Case 2b and Case 3b.

For all cases, [11, CATT] proposed that LMF side can collect a large-scale dataset from numerous UEs/PRUs/gNBs. Furthermore, [11, CATT] proposed that for the ground truth label generated by the UE/gNB based on non-NR and NR RAT-dependent positioning methods, the quality indicator for ground truth label can be used to determine whether the ground truth label meets the required quality for AI/ML model training. When LMF side collects training data from UEs/PRUs/gNBs, [11, CATT] proposed that LMF side can indicate the conditions or criteria such as the threshold of quality indicator.
 
[12, NEC] proposed that RAN1 should specify an information interaction mechanism to assist the entities (UE/PRU/gNB/LMF) in collecting a suitable and balanced dataset with mixture of multiple deployment scenario from other entities.

[13, Fujitsu] proposed that additional configurations or signaling for data collection for model training dataset construction is necessary. It is suggested to further study: configurations on specific measurement type; configurations on data reporting with certain conditions (e.g., qualities); configurations on valid devices or entities for data measurement and reporting.

[16, Nokia] proposed that to cope with data scarcity and/or incomplete data, RAN1 to study the potential specification impact of generating a complete data sample using multiple sources e.g., multiple neighbour UEs/PRUs. It also proposed that in absence of PRU, RAN1 to consider solutions for data collection (e.g., labelled data) involving others UEs satisfying certain qualifying criteria defined by the network. It also proposed that RAN1 to support solutions involving trustworthiness of UE generated labelled data by cross evaluation among trusted UEs (e.g., labelling on the same channel measurement using different UEs that meet certain selection criteria).
[18, Baicells] proposed that existing PRS/SRS configuration should be sufficient to support positioning, further enhancement for RS configuration may not be necessary regarding training data collection.

[19, xiaomi] proposed that UE capability related to the input collection, label collection should be studied. 

[21, OPPO] proposed that for the training data collection at UE side, study the potential spec impact on that UE sends request of preferred or supported configurations to LMF. [21, OPPO] also provided their views for the RAN2 LS on data collection.

[23, Samsung] proposed that RAN1 to study the training data collection criteria, e.g., the qualified training device determination. It also proposed that current signaling framework of the measurement-report could be used as starting point to enable training data collection.

[26, Qualcomm] proposed that for AI/ML positioning data collection, consider signalling for labelling assistance from LMF in Case1, Case2a, and Case3a. It proposed that LMF provides the following assistance information for UE/PRU: indication of how PRS resources map to physical anchor location/angles; indications of timing errors at network side; indication of LOS/NLOS maps for each TRP. 

[27, MediaTek] proposed to maintain the compatibility with existing measurement signalling and procedures when designing the data collection signalling and procedures. It proposed to collect scenario identifier and related information (e.g., LOS probability) in training data collection. It also proposed to that for Case1, Case 2a, Case2b, support collecting at least: PDP/CIR (or truncated, compressed); RSRP; Horizontal location; LOS/NLOS condition, TOA, DOA, and other intermediate metrics; scenario identifier. [27, MediaTek] proposed that regarding data collection for model training, support training device request N’TRP training data with a length NTRP bitmap and support an indicator in training data to indicate the data is generated by data augmentation or not.

Moderator’s observation and comment:
Companies’ view of data collection with potential specification impact in addition to those agreed in the WA made in RAN1#112bis-e.
Multi-port RS configuration: [6, vivo], [7, ZTE]
PRS configuration enhancement (priority, power control and muting pattern): [10, LG]
No RS configuration enhancements: [2, Ericsson], [11, CATT], [18, Baicells]
LOS/NLOS condition: [26, Qualcomm] (assistance information from LMF for each TRP to UE/PRU), [27, MediaTek],
Data format information (e.g., granularity factor k) for timing related measurement: [2, Ericsson]
Timing error at network side: [26, Qualcomm] (assistance information from LMF to UE/PRU),
TRP related information of training dataset for AI/ML assisted positioning: [6, vivo]
Scenario identifier: [27, MediaTek]
No other assistance information unless benefits proven with evaluations: [2, Ericsson]

Note that in the agreed WA from RAN1#112bis-e, there’s a “FFS other necessary information (e.g., scenario identifier. LOS/NLOS condition, timing error, etc.) for data collection”. However, looking at the above views from companies, these proposals on additional aspects of data collection with potential specification impact are from only one or two companies. At the same time, there’re explicitly negative views from some other companies. Moderator suggest continue discussion during future normative work to see if any other information is necessary for data collection. 

Note1: potential specification impact regarding types of measurement (i.e., potential new measurement and/or enhancement to existing measurement) in collected data is summarized in section 2.5.
Note2: it is moderator’s understanding that discussion related to RAN2 LS on data collection (including for AI/ML based positioning) is in agenda 9.2.1

Discussion point 1-1-1


Companies are encouraged to provide comments.
	Company Name
	Comments/Views

	ZTE
	Agree with the arragement from FL. Given the limitted time left in RAN1, we should focus on issues with common interests.

	Fraunhofer
	Agree with the FL

	Qualcomm
	We are generally fine with FL intention. We think it is better to keep the FFS content as a note for continuing discussion in future normative work.
· FFS Note: other necessary information (e.g., scenario identifier. LOS/NLOS condition, timing error, etc.) for data collection are to be discussed in future work.

	NTT DOCOMO
	Agree with FL. 

	LG
	Agree with FL’s assessment

	Nokia/NSB
	Ok with FL’s view.

	
	

	Moderator
	To Qualcomm:
Please see updated proposal 1-1-0a.

	Xiaomi
	Fine with the FL’s arrangement

	
	



2.3 Model monitoring
In RAN1#112, the following were agreed.
Agreement
Regarding AI/ML model monitoring for AI/ML based positioning, to study and provide inputs on benefit(s), feasibility, necessity and potential specification impact for the following aspects
· Entity to derive monitoring metric
· UE at least for Case 1 and 2a (with UE-side model)
· FFS PRU for Case 1 and 2a
· gNB at least for Case 3a (with gNB-side model)
· FFS gNB for Case 3b (with LMF-side model)
· LMF at least for Case 2b and 3b (with LMF-side model)
· Note1: companies are requested to report their assumption of entity to calculate monitoring metric if different from above options for each of the agreed cases (Case 1 to Case 3b)
· If model monitoring does not require ground truth label (or its approximation).
· Monitoring metric, e.g., statistics of measurement, relative displacement, inference output inconsistency, etc.
· Assistance signaling and procedure, e.g., RS configuration(s) for measurement, measurement statistics as compared to the model input statistics of the training data, etc.
· report of the calculated metric and/or model monitoring decision
· If model monitoring requires and is provided ground truth label (or its approximation)
· Monitoring metric, e.g., statistics of the difference between model output and ground truth label, etc.
· Assistance signaling and procedure, e.g., from LMF to UE/gNB indicating ground truth label and/or measurement, etc.
· report of the calculated metric and/or model monitoring decision
· Note2: other options (of monitoring methods, monitoring metrics, assistance signaling) are not precluded

In RAN1#112bis-e, the following agreements were agreed.
Agreement
Regarding monitoring for AI/ML based positioning, at least the following entities are identified to derive monitoring metric
· UE at least for Case 1 and 2a (with UE-side model)
· gNB at least for Case 3a (with gNB-side model)
· LMF at least for Case 2b and 3b (with LMF-side model)

Agreement
Regarding monitoring for AI/ML based positioning, at least the following aspects are identified for further study on benefit(s), feasibility, necessity and potential specification impact for each case (Case 1 to 3b)
· Assistance signaling from LMF to UE/PRU/gNB for UE/gNB-side model monitoring
· Assistance signaling from UE/PRU for network-side model monitoring
· Model monitoring based on provided ground truth label (or its approximation)
· Monitoring metric: statistics of the difference between model output and provided ground truth label
· Provisioning of ground truth label and associated label quality
· Model monitoring using at least statistics of measurement(s) without ground truth label
· Monitoring metric: e.g., statistics of measurement(s) compared to the statistics associated with the training data
· Note1: the measurement(s) may or may not be the same as model input 
· Note2: other monitoring methods (e.g., based on statistics of model output without ground truth label, based UE motion sensor and/or jointly based on multiple monitoring metrics) are not precluded

In RAN1#113, the following agreements were further reached.
Agreement
Regarding AI/ML model monitoring for AI/ML based positioning, the following entities are identified as candidates to derive monitoring metric in addition to entities from previous agreement
· LMF for Case 2a (with UE-side model) and Case 3a (with gNB-side model) at least when monitoring is based on provided ground truth label (or its approximation)
Agreement
Regarding monitoring for AI/ML based positioning, at least the following monitoring methods with potential specification impact are identified
· Model monitoring based on provided ground truth label (or its approximation)
· Monitoring metric: statistics of the difference between model output and provided ground truth label
· FFS details of statistics
· For monitoring UE-side and gNB-side model
· signaling from monitoring entity to request ground truth label (if needed)
· signaling from monitoring entity to request model output (if needed)
· signaling for potential request/report of monitoring metric (if needed)
· Note: there may not be any specification impact
· For monitoring LMF-side model
· signaling from LMF to request measurement(s) (if needed)
· FFS applicability to each case (Case 1 to 3b)
· Model monitoring without ground truth label
· Monitoring metric: 
· FFS: statistics of measurement(s) compared to the statistics associated with the training data, statistics associated with the model output
· FFS details of statistics
· FFS details of what type of measurement(s)
· For monitoring UE-side and gNB-side model
· signaling from LMF to facilitate the monitoring entity to derive the monitoring metric (if needed)
· signaling from monitoring entity to request measurement(s) (if needed)
· signaling for potential request/report of monitoring metric (if needed)
· Note: there may not be any specification impact
· For monitoring LMF-side model
· signaling from LMF to request measurement(s) (if needed)
· FFS applicability to each case (Case 1 to 3b)

Regarding the remaining issues of model monitoring, many companies provided their views.
[1, New H3C] proposed that statistics of model input as monitoring metric is enough at least for Case 2b, 3a and 3b for model monitoring without ground truth label. It also proposed that CIR measurement for best algorithm compatibility and information reservation for model monitoring without ground truth label.
[2, Ericsson] proposed that for Case 3a and 3b, model monitoring metric is calculated without collecting test data and no signalling needs to be specified to collect test data for model monitoring purpose. For Case 1 and 2a, it proposed that model monitoring is handled on the UE side. It also proposed that for case 2a, available residual loss information could be used as assistance data from the network to the UE for monitoring purposes.
[4, Huawei] proposed that for the monitoring of Case 1/2a, PRUs can be additionally used to derive the monitoring metric with spec transparent manner. 
[6, vivo] observed that monitoring data shift can be based on model input and/or model output. It proposed to study monitoring based on model input and output. It proposed that dedicated reference signals may be required to obtain performance metrics so as to support model monitoring.  It also proposed to further study specification impact of the shift detection of dominant feature distribution based model monitoring, with the type(s) of dominant feature(s) for input data and the reference distribution(s) of dominant feature(s).
[9, Google] proposed that the model monitoring for UE-side and NW-side ML-based positioning should be transparent.
[10, LG] proposed to consider assistance signalling for UE-sided model (e.g. distance between TRPs, beam information per TRP) and contents of model switching/update (e.g. AI/ML model itself, AI/ML model parameter or structure only) for potential specification impact on AI/ML model monitoring.
[11, CATT] proposed that the relative displacement between time T1 and time T2 estimated by motion sensor method can be used to monitor the AI/ML model. It further proposed that if the AI/ML model is inferred and monitored at different sides, at least LMF-side performance monitoring should be supported.
[12, NEC] proposed to provide a mechanism to improve the reliability of model monitoring by requiring the entities that collect field data for AI/ML model positioning to indicate the reason why the AI/ML model was triggered. This information can be used to initiate the appropriate positioning procedure for field data collection, ensuring that the collected data is relevant to the reason for triggering the AI/ML model. [12, NEC] also proposed that it is not preferable to support model monitoring with ground truth label for case 3a.
[13, Fujitsu] proposed that the data statistics using for label-free monitoring methods for all sub use cases can be anything which has common features among data samples, e.g., mean, min/max, median or data temporal/spatial distribution. Further statistics selection can be based on related evaluation results.
[14, CMCC] proposed to study UE-side model monitoring, LMF-side model monitoring and Hybrid model monitoring for both UE-sided and LMF-sided model. [14, CMCC] also proposed that the data from PRU could be used for model monitoring.
[15, Fraunhofer] proposed to define the AI/ML model monitoring functionality w.r.t. fault indications: inference input and training data mismatch; inference output inconsistency; drop in QoS; AI/ML model/concept drift. It also proposed that the AI/ML model monitoring metric shall include information on the fault detection or fault diagnosis performed by the monitoring entity.
[16, Nokia] proposed that LMF may monitor the performance of the UE-sided model, i.e., in Case 2a, at least to verify a LOS/NLOS indication and inform the UE accordingly. Furthermore, it proposed that for Case 2a, RAN1 to consider assistance data provided by network to monitor channel classification (e.g., for LOS/NLOS indication) at the UE.
[17, Apple] summarized their views on specification enhancements for monitoring in terms of procedure, monitoring metrics and assistance signalling between NW and UE/PRU. [17, Apple] gave some examples of monitoring metrics: Ground Truth Difference statistics e.g. mean, standard deviation, instantaneous value, threshold for ground truth label based monitoring; instantaneous (such as RSRP) or CDF of channel measurements, CDF (or instantaneous estimate) difference of training data output vs model inference output for monitoring without ground truth label.
[18, Baicells] proposed to support gNB for Case 3b and UE for Case 2b as entities to derive monitoring metric. It further proposed that if out of distribution detection algorithm (Model monitoring without ground truth label) is trained within NW, NW may send the input type/format of input, parameters related to data distribution and threshold configuration parameters/configurations related to the specific algorithm to UE for Case 1 and Case 2a/2b, or to gNB for Case 3a/3b.
[19, xiaomi] proposed that the monitor of the application condition or scenario could be considered for the performance monitoring.
[20, NTT DOCOMO] proposed that regarding performance monitoring for AI/ML based positioning, conclude that no more entity is considered as candidate to derive performance metric. It also proposed that the entity which makes decision of upcoming operations (e.g., model/functionality activation/deactivation/update/switching, fallback operation) can be LMF, or the same entity which performs monitoring metrics calculation. It proposed that for case1, 2a, when monitoring entity is UE, UE should calculate monitoring metric following NW indication if NW makes decision of upcoming model/functionality operation based on performance monitoring. The indication includes at least model ID/functionality, monitoring type (e.g., input-based, output-based), performance metrics/threshold.
[21, OPPO] proposed to study whether the performance of the same AI model for PRU and a given UE in different locations are the same or similar and availability of PRU for typical deployment if PRU is utilized to collect data for AI model performance monitoring.
[23, Samsung] proposed that other measurement metrics like L1 RSRP/SNR level could be considered as monitoring metric. It also proposed the norm of the vector  (e.g., Euclidean-norm, infinity-norm) derived based on CIR can be used as a label free metric for monitoring purpose.
[24, Lenovo] proposed that in order to increase flexibility of the derivation of the model monitoring metric, support PRU UE as an entity for Cases 1 and 2a, while support gNB as an entity for case 3b. It proposed that RAN1 to further confirm that the entity deriving the model monitoring metric is the same entity that may also perform model monitoring. It also proposed to FFS type of statistical information, e.g., mean, std deviation, variance, etc used for model monitoring based on model output statistics without ground truth label information.
[26, Qualcomm] proposed that for Case 1, 2a and 3a for label-based monitoring, assistance signalling for letting model management entity request monitoring data from LMF and providing monitoring data from LMF to model management entity. 
[27, MediaTek] proposed that for model monitoring, study using model configurations (e.g., model ID, model version) and scenario monitoring (e.g., LOS probability monitoring, serving cell-based monitoring) as ways of monitoring models. It also proposed that for model monitoring of direct AI/ML positioning, support the soft information associated to the estimated location as model output.
Regarding the entity to derive monitoring metric, several companies proposed some additional entities to derive monitoring metric for different cases.
UE for Case 2b: [18, Baicells], 
gNB for Case 3b: [18, Baicells], [24, Lenovo]
PRU for Case 1 and 2a: [4, Huawei] (with spec transparent manner), [14, CMCC], [24, Lenovo]
No more entity is considered as candidate for any Case: [20, NTT DOCOMO]

Moderator’s observations and comment:
Note that these issues were left FFS from RAN1#112 and have not been resolved yet. Looking at the above views expressed by companies, it does not seem like a consensus can be reached for any additional entity to derive monitoring metric. 
It is moderator’s understanding that, in case if no new agreement on any additional entity to derive monitoring metric, it does NOT preclude an implementation utilizing that additional entity’s data and/or report to derive monitoring metric. In fact, as already agreed, the data collected from UE/PRU/gNB (generate ground truth label and/or measurement) at least can be used for model training and maybe for model monitoring if proposal 1-1-0 in section 2.2 were agreed. However, if no new agreement, then that additional entity is not expected to be the entity to derive monitoring metric during future normative work when specification for model monitoring is developed. 
Having said above, moderator would like to encourage (especially proponent) companies to elaborate why additional entity is necessary and beneficial.

Discussion point 1-2-1

Companies are encouraged to provide comments.
	Company Name
	Comments/Views

	CATT
	Considering the progress, we are fine with no additional entity to derive monitoring metric on top of previous agreements.

	
	

	
	



Multiple FFS points were left in the agreement reached in RAN1#113.

Summary of companies’ view on the details of monitoring metric:
· For model monitoring based on provided ground truth label (or its approximation), monitoring metric: statistics of the difference between model output and provided ground truth label
· mean, standard deviation, instantaneous value, threshold of ground truth label: [17, Apple] 
· Monitoring metric for model monitoring without ground truth label
· statistics of model input: [1, New H3C] (with CIR as model input for Case 2b, 3a and 3b), [23, Samsung] (norm of the vector  (e.g., Euclidean-norm, infinity-norm) derived based on CIR as model input), [13, Fujitsu] (statistics which has common features among data samples, e.g., mean, min/max, median or data temporal/spatial distribution)
· RSRP or CDF of channel measurement: [17, Apple], [23, Samsung],
· statistics (e.g., mean, std deviation, variance, etc.) of model output: [24, Lenovo]

Moderator’s observations and comment:
There’s some input on the details of monitoring metrics. Not every proposed monitoring metric has been fully evaluated of their benefits and specification impact. Thus, moderator suggest continuing discussion during future normative work to see if any proposal on the details of monitoring metric can gain majority support. Meanwhile, moderator think it’d be better to capture what have been studied during SI to serve as the starting point for future normative work. 
Moderator formulate the following discussion point to close some FFS points left in RAN1#113.

Proposal 1-2-2
Regarding monitoring for AI/ML based positioning, at least the following type of monitoring metrics are studied 
· For model monitoring based on provided ground truth label (or its approximation), monitoring metric(s) is(are) statistics of the difference between model output and provided ground truth label
· Example: mean, standard deviation, instantaneous value, threshold of ground truth label (or its approximation)
· For model monitoring without ground truth label
· Statistics of measurement and/or model input compared to the statistics associated with the training data
· Example: norm of model input, mean, min/max, median or data temporal/spatial distribution
· Statistics of model output compared to the statistics associated with the training data
· Example: mean, standard deviation, variance, etc. of model output

Companies are encouraged to provide comments. 
	Company Name
	Comments/Views

	ZTE
	Prefer to further discuss this issue in WI phase. Given that we don’t have enough evaluations for the metrics in 9.2.4.1, it’s hard to get concensus which metic is actually beneficial. Our suggestion is to treat this topic as low priority in this meeting.

	HW/HiSi
	[Not support]
In our view there is no need to study spec impact of the monitoring metric. The monitoring entity can get the AI model output and can perform the monitoring based on its own metric, this approach is very flexible. Defining metric for all different types of model output would be a huge spec effort.
Additionally, the details on the statistics are very model and implementation dependent. For assisted positioning, the same statistics can have a very different impact on the final positioning accuracy.  It is in our view preferable if the raw data (model output) is sent to the monitoring entity and the specific metric is left to implementation.

	mtk
	For model monitoring without ground truth label, maybe we re-phrase as “without using ground truth label”. The ground truth label should always have been there

	Fraunhofer
	Support, this can simplify the reporting process as required. Also the NW can suggest monitoring conditions based on such statistical data, which provides insights to the monitoring entity regarding detailed measurement reports.


	New H3C
	Support in principal. And actually during SI ,we can discuss about input set for model monitoring.

	NEC
	Agree with ZTE.

	CATT
	Somehow this proposal seems a fallback compared to the agreement previous meeting… In previous meeting at least we have ‘potential specification impact’ in the main bullet. We may need to add ‘with potential specification impact’ in this proposal too.
If this is only to capture ‘at least the following type of monitoring metrics are studied’, other methods (e.g. based on UE moving sensor) have been studied (e.g. by vivo, CATT, CMCC) too. They should be added as candidate options.

	NTT DOCOMO
	Support to list potential candidates of performance metrics for study, and down-selection can be discussed in WI phase considering benefits and gains. 

	LG
	Fine and similar view with DOCOMO

	
	

	Moderator
	Wording update to address comments.

	Nokia/NSB
	We agree with the direction of the proposal. We only request a complementary rewording in the last sub-bullet. 

Proposal 1-2-2 [Updated]
Regarding monitoring for AI/ML based positioning, at least the following type of monitoring metrics are studied 
· For model monitoring based on provided ground truth label (or its approximation), monitoring metric(s) is(are) statistics of the difference between model output and provided ground truth label
· Example: mean, standard deviation, instantaneous value, threshold of ground truth label (or its approximation)
· For model monitoring without ground truth label
· Statistics of measurement and/or model input compared to the statistics associated with the training data
· Example: norm of model input, mean, min/max, median or data temporal/spatial distribution
· Statistics of model output compared to the statistics associated with the training data and/or its own previous inference.
· Example: mean, standard deviation, variance, etc. of model output




Proposal 1-2-2a
Regarding monitoring for AI/ML based positioning, at least the following type of monitoring metrics with potential specification impact have been studied 
· For model monitoring based on provided ground truth label (or its approximation), monitoring metric(s) is(are) statistics of the difference between model output and provided ground truth label
· Example: mean, standard deviation, instantaneous value, threshold of ground truth label (or its approximation)
· For model monitoring without using ground truth label
· Statistics of measurement and/or model input compared to the statistics associated with the training data
· Example: norm of model input, mean, min/max, median or data temporal/spatial distribution
· Statistics of model output compared to the statistics associated with the training data
· Example: mean, standard deviation, variance, etc. of model output
· Note1: potential down-selection of monitoring metric(s) are for normative work 
· Note2: other monitoring metric(s) are not precluded for discussion and decision during normative work 

Companies are encouraged to provide comments. 
	Company Name
	Comments/Views

	Fujitsu
	OK.

	HW/HiSi
	Do not support. 
Our main concern is about the two newly introduced notes that encourage companies to start a discussion on a large number of metrics and their potential spec impact during the work item. In our view it might not be needed to specify any metric and we should first have a discussion whether specifying a metric is needed in the first place. In our view, the proposal is not capturing the status of the off-line discussion. Also, the examples could be removed.

As a compromise we would like to ask if the following modification of the original proposal would be acceptable.
Observation: Proposal 1-2-2a
Regarding monitoring for AI/ML based positioning, at least the following type of monitoring metrics with potential specification impact have been studied 
· For model monitoring based on provided ground truth label (or its approximation), monitoring metric(s) is(are) statistics of the difference between model output and provided ground truth label
· Example: mean, standard deviation, instantaneous value, threshold of ground truth label (or its approximation)
· For model monitoring without using ground truth label
· Statistics of measurement and/or model input compared to the statistics associated with the training data
· Example: norm of model input, mean, min/max, median or data temporal/spatial distribution
· Statistics of model output compared to the statistics associated with the training data
· Example: mean, standard deviation, variance, etc. of model output
· Note1: potential down-selection of monitoring metric(s) are for normative work 
· Note2: other monitoring metric(s) are not precluded for discussion and decision during normative work 
· The group has different views whether there is any spec impact is needed


	Nokia/NSB
	We are ok with the direction of the proposal. We only suggest the following complementary rewording in red font

Proposal 1-2-2a [Updated]
Regarding monitoring for AI/ML based positioning, at least the following type of monitoring metrics with potential specification impact have been studied 
· For model monitoring based on provided ground truth label (or its approximation), monitoring metric(s) is(are) statistics of the difference between model output and provided ground truth label
· Example: mean, standard deviation, instantaneous value, threshold of ground truth label (or its approximation)
· For model monitoring without using ground truth label
· Statistics of measurement and/or model input compared to the statistics associated with the training data
· Example: norm of model input, mean, min/max, median or data temporal/spatial distribution
· Statistics of model output compared to the statistics associated with the training data and/or its own previous inference data.
· Example: mean, standard deviation, variance, etc. of model output
· Note1: potential down-selection of monitoring metric(s) are for normative work 
· Note2: other monitoring metric(s) are not precluded for discussion and decision during normative work 


	ZTE
	This proposal is more like an observation that should be made in 9.2.4.1. We can simply conclude that the methods have been studied but we cannot get consensus which statistic should have specification impacts, which can be further discussed in normative work.



Proposal 1-2-2b
Regarding monitoring for AI/ML based positioning, at least the following type of monitoring metrics have been studied 
· For model monitoring based on provided ground truth label (or its approximation), monitoring metric(s) is(are) statistics of the difference between model output and provided ground truth label
· Examples used in contributions: mean, standard deviation, instantaneous value, threshold of ground truth label (or its approximation)
· For model monitoring without using ground truth label
· Statistics of measurement and/or model input compared to the statistics associated with the training data
· Examples used in contributions: norm of model input, mean, min/max, median or data temporal/spatial distribution
· Statistics of model output compared to the statistics associated with the training data
· Examples used in contributions: mean, standard deviation, variance, etc. of model output
· Note: there’s no consensus on whether monitoring metric will have spec impact or not during SI

Companies are encouraged to provide comments. 
	Company Name
	Comments/Views

	Moderator
	Wording update below into proposal 1-2-2c to address comments.



Proposal 1-2-2c
Regarding monitoring for AI/ML based positioning, at least the following type of monitoring metrics have been studied 
· For model monitoring based on provided ground truth label (or its approximation), monitoring metric(s) is(are) statistics of the difference between model output and provided ground truth label
· Examples used in contributions: mean, standard deviation, instantaneous value, threshold of ground truth label (or its approximation)
· For model monitoring without using ground truth label
· Statistics of measurement and/or model input compared to the statistics associated with the training data
· Examples used in contributions: norm of model input, mean, min/max, median or data temporal/spatial distribution
· Statistics of model output compared to the statistics associated with the training data and/or its own previous inference data
· Examples used in contributions: mean, standard deviation, variance, etc. of model output
· Note: there’s no consensus on whether monitoring metric will have spec impact or not during SI

Companies are encouraged to provide comments. 
	Company Name
	Comments/Views

	Moderator
	To ALL:
In case I missed any other examples, please provide wording suggestions if your ways of monitoring metric is not captured in the above example list. 

	NTT DOCOMO
	Support.

	CATT
	1) One minor suggestion on the newly added term  to make it more accurate (based on some offline communication):
· Statistics of model output compared to the statistics associated with the training data and/or its own previous inference data output
2) Some monitoring metric may have no spec impact, but some of them should have – especially when using ground truth label. But we can live with the note reflecting different understanding among companies.

	
	

	Moderator
	Wording update based on offline session outcome.



Proposal 1-2-2d
Regarding monitoring for AI/ML based positioning, at least the following type of monitoring metrics have been studied 
· For model monitoring based on provided ground truth label (or its approximation), monitoring metric(s) is(are) statistics of the difference between model output and provided ground truth label
· Examples used in contributions: mean, standard deviation, instantaneous value, threshold of ground truth label (or its approximation)
· For model monitoring without using ground truth label
· Statistics of measurement and/or model input compared to the statistics associated with the training data
· Examples used in contributions: norm of model input, mean, min/max of some statistics related to measurement and/or model input, median or data temporal/spatial distribution
· Statistics of model output compared to the statistics associated with the training data and/or its own previous inference output
· Examples used in contributions: mean, standard deviation, variance, etc. of model output
· Note: there’s no extensive evaluation results on model monitoring metric comparison
· Note2: there’s no consensus during SI on whether monitoring metric will have spec impact or not

Companies are encouraged to provide comments. 
	Company Name
	Comments/Views

	
	

	
	

	
	



Moderator’s observations and comment:
Regarding “FFS applicability to each case (Case 1 to 3b)” for both monitoring based on provided ground truth label (or its approximation) and monitoring without ground truth label, only one company made an explicit proposal to exclude one monitoring method for a Case.
[12, NEC] proposed that it is not preferable to support model monitoring with ground truth label for case 3a due to “the ground truth label is devoid at gNB side”. However, as agreed in RAN1#113, LMF can also be used for Case 3a (with gNB-side model) at least when monitoring is based on provided ground truth label (or its approximation). It does not seem to be necessary to restrict the usage of monitoring based on ground truth label for Case 3a.
There’re also a few proposals on the signalling procedure between UE/gNB/LMF for different Case (1 to 3b). Moderator’s understanding is that such detailed signalling flow discussion would be in the scope of other WGs when specification is developed. From RAN1 perspective, the agreement made in RAN1#113 is sufficient for other WGs’ future work.

Discussion point 1-2-3


Companies are encouraged to provide comments and/or anything on model monitoring they think is a must have for the completion of SI. 
	Company Name
	Comments/Views

	CATT
	Agree with FL.

	
	

	
	



2.4 Model/functionality identification
In RAN1#110b-e, the following were agreed.
Agreement
Regarding AI/ML model indication[/configuration], to study and provide inputs on potential specification impact at least for the following aspects on conditions/criteria of AI/ML model for AI/ML based positioning accuracy enhancement
· Validity conditions, e.g., applicable area/[zone/]scenario/environment and time interval, etc.
· Model capability, e.g., positioning accuracy quality and model inference latency
· Conditions and requirements, e.g., required assistance signalling and/or reference signals configurations, dataset information
· Note: other aspects are not precluded

Agreement
Study LCM procedure on the basis that an AI/ML model has a model ID with associated information and/or model functionality at least for some AI/ML operations when network needs to be aware of UE AI/ML models
FFS: Detailed discussion of model ID with associated information and/or model functionality.
FFS: usage of model ID with associated information and/or model functionality based LCM procedure
FFS: whether support of model ID
FFS: the detailed applicable AI/ML operations

In RAN1#111, the following were agreed.
Working Assumption 
	Terminology
	Description

	Model identification
	A process/method of identifying an AI/ML model for the common understanding between the NW and the UE
Note: The process/method of model identification may or may not be applicable.
Note: Information regarding the AI/ML model may be shared during model identification.

	Functionality identification
	A process/method of identifying an AI/ML functionality for the common understanding between the NW and the UE
Note: Information regarding the AI/ML functionality may be shared during functionality identification.
FFS: granularity of functionality


Note: whether and how to indicate Functionality will be discussed separately. 
In RAN1#112bis-e, the following agreement was reached.
Agreement
Regarding LCM of AI/ML based positioning accuracy enhancement, at least for Case 1 and Case 2a (model is at UE-side), further study the following aspects on information related to the conditions 
· What are the conditions for functionality-based LCM
· which aspects should be specified as conditions of a Feature/FG available for functionality
· What are the conditions for model-ID-based LCM
· Which aspects should be considered as additional conditions, and how to include them into model description information during model identification

Several companies discussed detailed aspects related to model identification.
[2, Ericsson] proposed that for the UE-side model of positioning use case, the condition for model LCM is realized via the area ID, which is a type of assistance data sent from LMF. It proposed that functionality ID and functionality ID based LCM are supported for UE side model. It also proposed that for the positioning use case, model ID is not defined. Model ID based LCM is not supported for UE-side model.
[4, Huawei] proposed that for the conditions of functionality based LCM for UE-side model of Case 1/2a, consider the applicable configuration(s) for measurement and report of a Feature/FG with higher priority. 
[5, Spreadtrum] proposed that both functionality identification and model identification can be considered for case 1 and case 2a. It proposed that for AI/ML model identification for case1/2a, model ID, model applicable condition, model complexity, and model output (for case 2a) can be considered into the UE capability while for functionality identification for case1/2a, applicable condition, model complexity, and model output (for case 2a) can be considered into the UE capability.
[6, vivo] proposed that functionality based LCM is a coarse type of management, and only static conditions should be included, such as UE capability related conditions. It proposed Model-ID based LCM is a fine type of management, and all these dynamic conditions should be included, such as generalization related conditions. It also proposed that both functionality based and model-ID based LCM frameworks could coexist and be integrated to achieve flexible LCM of AI/ML model.
[7, ZTE] proposed that the relationship between functionality-based LCM and model-ID-based LCM should be further clarified in 9.2.1. It proposed for functionality identification, direct AI/ML positioning is an independent functionality and for AI/ML assisted positioning, the AI/ML-enabled feature is determined by the model output type. 
[8, Sony] proposed that for AI/ML model indication, define the inference model (e.g., contents, structure, size) to be provided from LMF to UE/gNB.
[11, CATT] proposed that the PRS configuration for nominal input, e.g. source TRPs, RS bandwidth, etc. and the configuration for nominal output, e.g. UE location for direct AI/ML positioning, timing/angle measurement or LOS/NLOS for AI/ML-assisted positioning can be considered as the applicable conditions for both functionality-based LCM and model-ID-based LCM.  It also proposed that information on scenarios/sites, e.g. artificial ID/tag for the environment and information on dataset, e.g. ID/tag for the preferred training dataset can be considered as additional conditions for model-ID-based LCM. 
[13, Fujitsu] proposed that Model ID, functionality ID and model meta information can be used for AI/ML positioning model monitoring, it is suggested to include monitoring-related information (e.g., training data statistics, applicable scenario) into these IDs or information.
[16, Nokia] proposed that regarding functionality identification framework, to study and discuss the potential specification impact for functionalities and reporting of UE’s applicable conditions. It proposed RAN1 to consider max number of supported functionalities, delay in activating a functionality and generalization condition of functionalities as mandatory UE’s applicable conditions on supporting ML functionalities for all cases. For case 1 and 2a, it proposed supported N’t, supported N_port, supported N_TRP, supported intermediate_feature (for assisted AI/ML positioning only) as mandatory UE’s applicable condition. It also proposed some optional UE’s applicable conditions for case 1 and 2a.
[17, Apple] proposed that functionality based LCM is applicable to a one-sided model without model transfer and should be used AI/ML based positioning while model-ID-based LCM is applicable to the two-sided model and should not be considered for AI/ML based positioning. It proposed that for the UE sided model (Case 1 and case 2a), specification may cover UE capability reporting and help identify the capability of the AI/ML models including scenarios, positioning types (direct or AI-assisted AI-ML positioning), and  site specific capabilities. It also proposed that for the network side models (case 2b, Case 3a and Case 3b), the specification may cover the capability of UEs/PRUs on data collection.
[18, Baicells] proposed to consider using sub-use-case (e.g. AI/ML positioning) as a Feature and defining multiple Feature Groups within the Feature based on model input and output. More detailed configurations/information of the model such as # of TRP, RS configuration can be used as sub-level options of a Feature Group. It proposed that to support model-ID based LCM, geographical information e.g. the valid geographical boundary of the model can be considered as one of additional conditions. It also proposed that training related system requirements (e.g. minimal training requirements) should be indicated via model information as one of additional conditions.
[19, xiaomi] proposed that in AI-based positioning, features are defined from the perspective of output parameters. It also proposed that functionalities are defined at least based on the factors which determine whether the functionality is workable or not.
[20, NTT DOCOMO] proposed conditions for functionality-based LCM: functionality information, which includes the nominal output of the AI/ML model, e.g., UE location, LOS/NLOS indication, ToA as well essential information to facilitate the model inference, e.g., measurements which can be applied as model input;  applicable configurations; applicable deployment/scenario/environment of the functionality;  applicable timing error/NW sync. error/channel estimation error etc.

[21, OPPO] proposed that for UE-side model (e.g., Case 1, Case 2a), for functionality-based LCM, the applicable conditional(s) at least includes the supported configuration(s) associated with given functionality(ies); while for model-ID-based LCM, the applicable conditional(s) at least includes the supported configuration(s) associated with given model(s). It also proposed to suspend RAN1 discussion on the detailed “additional conditions” (e.g., scenarios, sites, and datasets) to wait for more RAN2 progress on meta information.
[23, Samsung] proposed for functionality-based LCM, the measurement related configuration (supported resource, measurement, report) could be considered as candidate conditions. It proposed that for model-ID-based LCM, the related necessary configuration should be included in the model description corresponding to that ID. 

[24, Lenovo] proposed to monitor progress on discussions relating to model-ID-based LCM or functionality-based LCM in AI9.2.1 and await if any outcomes are applicable to the Positioning use case.
[25, CAICT] proposed to agree Proposal 1-3b in the summary of last meeting.
[26, Qualcomm] proposed that for AI/ML positioning model identification, a model ID can be identified between UE/gNB and LMF using Type A. It also proposed that for AI/ML positioning functionality and model identification, as a starting point, consider the content of existing legacy positioning FGs to define conditions for functionality and model operation. It also proposed DL PRS resource conditions, DL PRS measurement report conditions; applicable scenario/site conditions and battery, memory, and hardware limitations for defining conditions/additional conditions for AI/ML positioning functionality and model identification.
[27, MediaTek] proposed that at least for Case 1 and Case 2a (model is at UE-side), support UE provide information related to the applicable conditions (e.g., applicable configuration/area/scenario/environment) to the network.

Moderator’s comment:
Summary of companies’ view on high level principle:
Functionality identification only: [2, Ericsson], [16, Nokia], [17, Apple]
Both functionality and model-ID based identification: [5, Spreadtrum], [6, vivo], [18, Baicells], [26, Qualcomm]
Decide or wait for agenda 9.2.1: [7, ZTE], [24, Lenovo],  

It is moderator’s understanding that high level principle of whether to support functionality identification and/or model identification is more appropriate for agenda 9.2.1 general framework discussion. 

Summary of companies’ view on ‘feature’ or ‘FG’ for functionality identification:
· Direct AI/ML positioning as a functionality: [7, ZTE]
· For AI/ML assisted positioning, determined by model output: [7, ZTE]
· features are defined from the perspective of output parameters: [19, xiaomi]
· sub-use-case (e.g. AI/ML positioning) as a Feature and FG defined based on model input and output: [18, Baicells]

Given there’s not many input on how to define feature and/or FG for AI/ML positioning, moderator suggest continuing discussion.

Regarding the ‘conditions’ for identification, many companies provided their views. Summary of companies’ view on ‘conditions’ for identification:
· For functionality-based LCM
· Area ID: [2, Ericsson]
· UE capability related: [6, vivo], [17, Apple]
· Applicable conditions: [16, Nokia] (number of supported functionalities, delay in activating a functionality, generalization condition, number of measurement samples, number of antenna port, number of TRP), [18, Baicells] (number of TRP),
· Applicable area/scenario/environment: [5, Spreadtrum], [13, Fujitsu], [17, Apple] (scenarios, positioning types, site-specific capabilities), [20, NTT DOCOMO], [26, Qualcomm], [27, MediaTek] 
· Model complexity: [5, Spreadtrum]
· Model input: [20, NTT DOCOMO]
· Model (nominal) output: [5, Spreadtrum], [11, CATT], [16, Nokia], [20, NTT DOCOMO]
· monitoring-related information: [13, Fujitsu] (e.g., training data statistics, applicable scenario), 
· PRS configuration for nominal input: [11, CATT], [18, Baicells], [26, Qualcomm]
· DL PRS measurement report: [26, Qualcomm]
· Battery, memory, and hardware limitations: [26, Qualcomm],
· supported configuration(s): [20, NTT DOCOMO], [21, OPPO], [23, Samsung]
· For model-ID-based LCM
· Model generalization related: [6, vivo],
· Model applicable condition: [5, Spreadtrum], [27, MediaTek]
· Model complexity: [5, Spreadtrum]
· Model (nominal) output: [5, Spreadtrum], [11, CATT]
· PRS configuration for nominal input: [11, CATT], [26, Qualcomm]
· information on scenarios/sites: [11, CATT], [13, Fujitsu], [18, Baicells]
· information on training dataset: [11, CATT], [18, Baicells]
· monitoring-related information: [13, Fujitsu] (e.g., training data statistics, applicable scenario)
· Model parameters: [8, Sony] (e.g., contents, structure, size), 
· DL PRS measurement report: [26, Qualcomm]
· Battery, memory, and hardware limitations: [26, Qualcomm],
· supported configuration(s): [21, OPPO], [23, Samsung]

There’s a brief discussion in RAN1#113 on functionality/model-ID based LCM. However, due to limited time, no agreement has been made in RAN1#113 within agenda 9.2.4.2 on this topic. Given the limited time left for the SI, moderator suggest to capture what have been studied so far during SI to be the base for future normative work. With that, the following proposal (revised from proposal 1-3b in last meeting’s summary) is formulated below for discussion.

Proposal 1-3
Regarding potential specification impact for LCM of AI/ML based positioning accuracy enhancement, at least for Case 1 and Case 2a (model is at UE-side), the following aspects on information related to the conditions are identified if the corresponding type of LCM is supported
· For functionality-based LCM
· information related to the conditions of a Feature/FG available for functionality is reported as UE capability
· Candidate information related to the conditions to be considered for potential down-selection
· Applicable configuration(s) for measurement of a Feature/FG
· Measurement and report of a Feature/FG
· Applicable area/scenario/environment of a Feature/FG
· Monitoring-related information of a Feature/FG
· Information of input/output/complexity for a model which provide the functionality
· Hardware limitations
· For model-ID-based LCM
· Candidate information related to the conditions to be considered for potential down-selection
· Applicable configuration(s) for measurement of a model
· Measurement and report of a model
· Applicable area/scenario/environment of a model
· Information on training dataset of a model
· Information of input/output/complexity of a model
· Hardware limitations

Companies are encouraged to provide comments.
	Company Name
	Comments/Views

	ZTE
	Please find some comments from ZTE:
· The conditions diectly define a functionality. And, the functionality belongs to a AI/ML-enabled Feature/FG. One AI/ML-enabled Feature/FG may include multiple functionalities.
· Regarding the additional conditions, prefer to reuse the eaxmples agreed in 9.2.1 rather than introduce new concepts of area and environment.
· The model input/output may be transparent to network side. The network may only the applicable configuration(s) for measurement (may be used as model input) and report content/type (may be part of model output).
· Regarding the complexity and hardware limitations, it’s a general condition related to UE processing capability. 
With above comments, please see the revisions:

Regarding potential specification impact for LCM of AI/ML based positioning accuracy enhancement, at least for Case 1 and Case 2a (model is at UE-side), the following aspects on information related to the conditions are identified if the corresponding type of LCM is supported
· For functionality-based LCM
· information related to the conditions of a Feature/FG available for functionality is reported as UE capability
· Candidate information related to the conditions to be considered for potential down-selection
· Applicable configuration(s) for measurement of a functionality Feature/FG
· Measurement and report of a functionality Feature/FG
· Applicable area/scenario/environment of a Feature/FGscenarios, sites, and datasets of a functionality
· Monitoring-related information of a functionality Feature/FG
· Information of input/output/complexity for a model which provide the functionality
· Hardware limitations
· UE processing capability of a functionality
· For model-ID-based LCM
· Candidate information related to the conditions to be considered for potential down-selection
· Applicable configuration(s) for measurement of a model
· Measurement and report of a model
· Applicable area/scenario/environment of a model scenarios, sites, and datasets of a model
· Information on training dataset of a model
· Information of input/output/complexity of a model
· Hardware limitations
· UE processing capability of a model

	HW/HiSi
	Not support.
Model based LCM may be suitable for two-sided AI/ML models due to the need of model pairing via model ID. For the UE-sided model (Case 1 and Case 2a), it is at least our assessment that if the UE supports one or multiple models, it may update, fine-tune or switch between them without a need to notify the network (LMF to be specific). Introducing model identification for one-sided models may not be needed.
The candidate information related to the conditions as given in Proposal 1-3 is discussed below:
· Measurement and report of a Feature/FG (1st and 2nd sub-sub-bullets) are needed, as the network needs to be aware of the required measurement capability for Case 1/2a, and also needs to be aware of the report for Case 2a, to make the corresponding configurations to the UE.
· The motivation to provide area/scenario/site information (3rd sub-sub-bullet) is not clear in our view, and requires further clarification. Firstly, the UE-side can train a generalized model by dataset mixing over the IIoT scenarios, for which the channel characteristics are very limited compared to the macro network, so the necessity of a scenario specific model is not clear. Secondly, it should be clarified that even for training a scenario specific model, what additional information would be needed to be aligned with the network given that the UE already is itself able to sense the scenario and location for training/selecting an appropriate model. A third issue is that for the purpose of scenario specific model training, a common understanding on the categorization of the scenarios/areas needs to be achieved between the network and UE vendor, so that the interpretation of the physical meaning of the scenario/area is inevitable; this may disclose proprietary information of e.g. the network planning, RF module type, etc.
· Monitoring related information (4th sub-sub-bullet) has lower priority in our view, since the potential spec impact of monitoring itself requires further discussion 
· Input/output/complexity (5th sub-sub-bullet). Input (corresponding to measurement)/output (corresponding to report) have been analyzed previously and this discussion should not be repeated. There is no need to provide this information since the complexity of the model is UE proprietary information and should not be reported.
Based on the above discussion, we are making the following proposal instead of Proposal 1-3.
Proposal: For the conditions of functionality based LCM for UE-side model of Case 1/2a, consider the applicable configuration(s) for measurement and report of a Feature/FG with higher priority.

	mtk
	Some questions. A model input could be CIR/PDP/DP and the model output could be NLOS/LOS indicator, RSTD and location. If we just specify the input type and output type it could actually define the model, and we may not need to give an ID for the model.
 Or the specified input and output for a model could also be treated as an ID?


	CATT
	1) Agree with ZTE’s correction of ‘Feature/FG --> functionality’.
2)  Some of the ‘conditions’ seems more related to ‘additional conditions’ discussed in 9.2.1, e.g. area/scenario/environment. We suggest ‘Candidate information related to the conditions or additional condition to be considered for potential down-selection…’.
3) Complexity or Hardware limitation may affect the applicable functionality/model, but as long as the UE can update applicable functionality/model, NW does not need to know about them. Suggest deleting them. 
· Information of input/output/complexity for a model which provide the functionality
· Hardware limitations
…
· Information of input/output/complexity of a model
· Hardware limitations

	Qualcomm
	· We suggest to add a note that other candidate information related to condition/additional conditions is not precluded.
· For the model-ID-based LCM, at least model-ID can also be exchanged as part of capability exchange.


	NTT DOCOMO
	Firstly, what information can be included by the “condition” for functionality/model can be discussed, e.g., the information which can be used to describe a functionality/model, or the information which can be reported as UE capability for a functionality/model.
Regarding functionality-based LCM, measurement and report of a Feature/FG seems not needed as it can be covered by applicable configuration and information of input/output. We suggest updating the first bullet as “Applicable configuration(s) for measurement and report of a Feature/FG”. 
Regarding model ID-based LCM, we suggest waiting for AI9.2.1 conclusion on model related information. Currently, at least applicable conditions can be supported. 

	Nokia/NSB
	We suggest to delay the discussion for the next round(Tuesday or Wednesday). It is because the definition/concept of  Model-ID-based LCM is not yet fully defined in the agenda item 9.2.1. However, we support the first part of the proposal related to functionality-based LCM. We only suggest to include the following rewording in the 2nd sub-bullet of the 1st bullet

· At least the following candidates information related to the conditions to be considered for potential down-selection are:

	Fujitsu
	We believe although one-sided model at UE does not need to inform NW for model updating, switching etc., it still needs the model ID information for data collection (for both training and monitoring), model transfer (if needed) so basically model ID is still applicable for UE-sided model. Therefore, at least some key information/statistics of the training dataset information (input/output info can be included) may be regarded as conditions for model, 
As for the area/scenario/site information, we agree with other companies to include them into additional conditions, maybe “area/scenario” can be listed as “e.g.,” since they are quite important for AI/ML positioning. 
As for the hardware limitation, we prefer to use framework such as UAI to give UE some freedom to report its preference to NW if it feels the hardware limits its action for LCM purposes, and this information may not be necessarily included in the model/functionality identification procedures.

	Xiaomi
	· Agree with ZTE that change the “Feature/FG” to “functionality”
· For the functionality-based LCM, we have some concern on the 5th bullet of the candidate information related to the condition. For one functionality, one or multiple models would be associated with one functionality. Detailed information of the model is transparent to NW. So it is inappropriate to indicate exact e.g., input or complexity for each model during functionality-based LCM. The following is our suggested revision 
· Information of associated input/output/complexity of the  for a model which provide the functionality


	Moderator
	Note that following agreements from 9.2.1.
Agreement
Conclude that applicable functionalities/models can be reported by UE.

Agreement

· Once models are identified via Type A, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.
· FFS: Using a procedure other than UE capability report
· Note: The support and applicability of model identification Type A is a separate discussion.


Wording update to address comments where any sub-bullets received negative views were removed.



Proposal 1-3a
Regarding potential specification impact for LCM of AI/ML based positioning accuracy enhancement, at least for Case 1 and Case 2a (model is at UE-side), at least the following aspects on information related to the conditions and/or additional conditions are identified if the corresponding type of LCM is supported
· For functionality-based LCM
· information related to the conditions for functionality is reported as UE capability
· Candidate information related to the conditions
· Applicable configuration(s) for measurement of a functionality
· Measurement and report of a functionality
· For model-ID-based LCM
· information of model ID
· Candidate information related to the conditions 
· Applicable configuration(s) for measurement of a model
· Measurement and report of a model

Companies are encouraged to provide comments.
	Company Name
	Comments/Views

	NTT DOCOMO
	In our understanding, measurement and report of a functionality can be covered by the first bullet. We suggest following updates:
· For functionality-based LCM
· information related to the conditions for functionality is reported as UE capability
· Candidate information related to the conditions
· Applicable configuration(s) for measurement and report of a functionality
· Measurement and report of a functionality

	Xiaomi
	· For the model-based LCM, we are a bit confused about how the information of model ID is tied with the condition of one model.  In our understanding, determine the condition of one model is before the model identitication. While model ID is assigned during the model identification. According to the timeline, it seems no need to tie the model ID to the condition. 
· Both AI model and AI functionality are associated with one AI Feature/FG, so this information should be included 

Regarding potential specification impact for LCM of AI/ML based positioning accuracy enhancement, at least for Case 1 and Case 2a (model is at UE-side), at least the following aspects on information related to the conditions and/or additional conditions are identified if the corresponding type of LCM is supported
· For functionality-based LCM
· information related to the conditions for functionality is reported as UE capability
· Candidate information related to the conditions
· Applicable configuration(s) for measurement of a functionality
· Measurement and report of a functionality
· Associated AI/ML Feature/FG
· For model-ID-based LCM
· information of model ID
· Candidate information related to the conditions 
· Applicable configuration(s) for measurement of a model
· Measurement and report of a model
· Associated AI/ML Feature/FG
· 


	CATT
	Actually, in current version, candidate information seems all about ‘condition’ but not ‘additional condition’…
Still one comment: model ID is supposed to be used for model activation/selection… etc. Not sure why it is used as conditions and/or additional conditions for model-ID-based LCM? It is better to remove it in our view.

	
	

	Moderator
	Wording update based on offline session discussion.



Proposal 1-3b
Regarding potential specification impact for LCM of AI/ML based positioning accuracy enhancement, at least for Case 1 and Case 2a (model is at UE-side), at least the following aspects on information related to the conditions are identified
· For functionality identification, if functionality based LCM is supported
· information related to the conditions for functionality is reported as UE capability
· Candidate information related to the conditions
· Applicable configuration(s) for measurement associated with a functionality
· Supported Measurement and report associated with a functionality
· For model identification, if model-ID based LCM is supported
· Candidate information related to the conditions 
· Applicable configuration(s) for measurement associated with a model
· Supported Measurement and report associated with a model
· Note: other candidate information related to conditions is not precluded

Companies are encouraged to provide comments.
	Company Name
	Comments/Views

	
	

	
	

	
	



2.5 Model input and output
In RAN1#112, the following was agreed.
Agreement
Regarding AI/ML model inference, to study the potential specification impact (including the feasibility, and the necessity of specifying AI/ML model input and/or output) at least for the following aspects for AI/ML based positioning accuracy enhancement
· For direct AI/ML positioning (Case 2b and 3b), type of measurement(s) as model inference input considering performance impact and associated signaling overhead
· Potential new measurement: CIR/PDP
· existing measurement: e.g., RSRP/RSRPP/RSTD
· Note1: details of potential new measurement and/or potential enhancement to existing measurement is to be studied
· Note2: study the impact of model input for other cases are not precluded
· For AI/ML assisted positioning with UE-assisted (Case 2a) and NG-RAN node assisted positioning (Case 3a), measurement report to carry model output to LMF
· new measurement report: e.g., ToA, path phase
· existing measurement report: e.g., RSTD, LOS/NLOS indicator, RSRPP
· enhancement of existing measurement report: e.g., soft information/high resolution of RSTD 
· Assistance signaling and procedure to facilitate model inference for both UE-side and Network-side model
· RS configurations
· Other assistance information is not precluded 


Multiple companies discussed detailed aspects related to model input.
[2, Ericsson] proposed that for model inference of Case 2b/3b, PDP and DP are prioritized over CIR considering the smaller model input size and the limited specification impact. [2, Ericsson] proposed that for Case 2b, the IE for reporting model input should kept small (e.g., DP only). Full-size CIR is not considered. It also proposed that for Case 3b, postpone the final specification impact discussion until it has been concluded based on evaluations the suitable information to report as model input.
[4, Huawei] proposed that for the data collection for training of Case 2b, consider the report of RSRPP from PRU to LMF as the model input which can achieve good performance but with much less overhead than CIR/PDP. It also proposed that For the model inference of Case 2b, consider the report of RSRPP from UE to LMF as the model input which can achieve good performance but with much less overhead than CIR/PDP. [4, Huawei] also proposed that for the model inference of Case 3b, consider the report of RSRPP from gNB to LMF as the model input which can achieve good performance but with smaller spec effort than CIR/PDP.
[5, Spreadtrum] proposed that for case 2b and case 3b, the input of AI/ML model can be considered as new metric, e.g., CIR/PDP.
[6, vivo] proposed to support time domain CIR/PDP as model input for AI/ML based positioning. Furthermore, [6, vivo] proposed that for the alignment of CIR/PDP/DP reporting, either the legacy path-wise reporting framework should be enhanced to adapt to the new feature of AI/ML based positioning or a new sample-wise reporting framework should be specially designed for the new feature of AI/ML.
[7, ZTE] proposed to support UE/TRP to report more than 8 additional path timings and RSRPPs, and to report path phase of a channel path in addition to path power and path timing, multi-port SRS/PRS. 
[8, Sony] proposed to support channel observation, such as power delay profiles (PDP), as part of the data generation/collection from UE and gNB for downlink and uplink-based positioning, respectively.
[9, Google] proposed to study coverage enhancement for PRS to improve the measurement accuracy for CIR/PDP, which could be used as the input of ML based positioning. It also proposed to study aspects on CIR measurement and report.
[11, CATT] proposed that for case 2b, if PRU/UE generates and reports new measurement such as CIR to LMF side as the input of AI/ML model, two-sided AI/ML model can be considered..
[14, CMCC] proposed that for AI/ML based positioning, the potential spec impact of CIR report can be studied, and the impact of dimension of CIR on positioning accuracy can be evaluated in AI 9.2.4.1.
[15, Fraunhofer] proposed that the AI/ML related reporting shall offer sufficient flexibility to allow the reuse of the measurements for other positioning methods. It proposed to consider multiple reporting configurations that emphasize CIR/PDP information depending on the varied applications, channel conditions or requirements. 
[16, Nokia] proposed RAN1 to consider the impact of both CIR and PDP as model input in terms of over-the-air signaling and assess solutions to enable overhead reduction and improve the quality of the collected data samples.
[17, Apple] proposed to enhance current measurement input reports to LMF to support feed back of the CIR, PDP and DP. 
[18, Baicells] proposed to study and enhance LPP/NRPPa to support diverse variants channel observation measurements e.g. CIR/PDP as model input.
[20, NTT DOCOMO] proposed that for direct AI/ML positioning (case 2b and 3b), CIR or PDP or DP can be configured as measurement input type for model inference and to study the report format of UE/gNB reporting CIR/PDP to LMF considering the signaling overhead reduction.
[24, Lenovo] proposed to support new measurements such as CIR, considering reporting overhead impact and PRS RSSI for model inference inputs, while existing Rel-16/Rel-17 positioning measurements may also be re-used. It also proposed to support new measurement report elements such as TOA at least for PRS while existing Rel-16/Rel-17 positioning measurement reporting elements may also be re-used, e.g., additional paths, LOS/NLOS indicator, etc.
[26, Qualcomm] observed that for AI/ML positioning inference (Case2b), reporting large number of time, power, and/or phase information measurements from UE to LMF incurs high OTA reporting overhead and need to be deprioritized. It then proposed that for AI/ML positioning inference (Case2b), type of measurements reported from UE to network are either existing measurements or minor enhancements of existing measurements. It proposed that for inference in Case3b, study type of measurements while including both existing measurements, enhancements of existing measurements, or new measurements. 
[27, MediaTek] proposed that for Case1, Case 2a, Case2b, support collecting at least: PDP/CIR (or truncated, compressed); RSRP; Horizontal location; LOS/NLOS condition, TOA, DOA, and other intermediate metrics; scenario identifier.

Summary of companies’ views on model input for direct AI/ML positioning (Case 2b and 3b)
Support CIR/PDP: [5, Spreadtrum], [6, vivo] (enhancement to existing measurement report and/or new measurement report), [7, ZTE] (report in terms of path timing, RSRPP and path phase), [8, Sony], [9, Google], [11, CATT] (for two sided model), [14, CMCC], [15, Fraunhofer], [16, Nokia], [17, Apple],  [18, Baicells], [20, NTT DOCOMO], [24, Lenovo], [27, MediaTek],
RSRPP*: [4, Huawei] (i.e., DP with power),
PDP and DP are prioritized over CIR: [2, Ericsson]
Deprioritize CIR for case 2b: [26, Qualcomm]

Moderator’s comment:
Moderator’s understanding of information contained by different types of channel measurement
CIR: Channel Impulse Response, which contains timing, power and phase of channel responce
PDP: Power and Delay (timing) Profile of channel response
DP: Delay (timing) Profile of channel response
Note that existing specification does NOT define any one of the above terms. 

*Note that [4, Huawei] stated their support RSRPP with definition as “RSRPP, i.e., DP with power”. However, to the knowledge of moderator, the definition of RSRPP as specified in 38.215 is the following where no delay timing information is included. It appears to moderator that what have been proposed/evaluated in [4, Huawei] is actually PDP, rather than RSRPP.  
	Definition
	DL PRS reference signal received path power (DL PRS-RSRPP), is defined as the power of the linear average of the channel response at the i-th path delay of the resource elements that carry DL PRS signal configured for the measurement, where DL PRS-RSRPP for the 1st path delay is the power contribution corresponding to the first detected path in time.

For frequency range 1, the reference point for the DL PRS-RSRPP shall be the antenna connector of the UE. For frequency range 2, DL PRS-RSRPP shall be measured based on the combined signal from antenna elements corresponding to a given receiver branch.

For frequency range 1 and 2, if receiver diversity is in use by the UE for DL PRS-RSRPP measurements, the reported DL PRS-RSRPP value included in the higher layer parameter NR-DL-AoD-MeasElement for the first and additional measurements shall be provided for the same receiver branch(es) as applied for DL PRS-RSRP measurements.

	Applicable for
	RRC_CONNECTED,
RRC_INACTIVE




The following proposal is formulated to recognize those measurements for model input and to list identified potential specification impact if any measurement is used as model input for AI/ML based positioning accuracy enhancement.

Proposal 1-4-1
For direct AI/ML positioning with LMF-side model (Case 2b and 3b), the following types of measurement with potential specification impact have been studied for AI/ML based positioning accuracy enhancement
· measurement, which contains timing, power and phase information of the channel response
· If support, potential specification impact including new measurement report or enhancement to existing measurement report
· E.g, truncation and/or compression, alignment of sample/path determination in measurement report from UE/gNB to LMF
· measurement, which contains timing and power information of the channel response
· If support, potential specification impact including new measurement report or enhancement to existing measurement report
· E.g., truncation and/or compression, increase of the number of multipath report,  alignment of sample/path determination in measurement report from UE/gNB to LMF
· measurement, which contains timing information of the channel response
· If support, potential specification impact including enhancement to existing measurement report
· E.g., increase of the number of multipath report,  alignment of sample/path determination in measurement report from UE/gNB to LMF
· measurement, which contains power information of the channel response
· If support, potential specification impact including enhancement to existing measurement report
· E.g., increase of the number of multipath report,  alignment of sample/path determination in measurement report from UE/gNB to LMF



Companies are encouraged to provide comments.
	Company Name
	Comments/Views

	ZTE
	There are some overlaps on proposal 1-4-1 and 1-4-2. Given that this meeting is the last RAN1 meeting, it’s enough to have progress on proposal 1-4-1.   The ‘study’ in the main text can be replaced by ‘identify’.

	HW/HiSi
	[Not support.]
To avoid confusion, we think it would be helpful with a clear distinction between measurement, model input, and measurement report from the entity that performs the measurement to the entity that contains the AI model.
Is the common understanding the following?
For Case 2b: 
· The measurement is the obtained channel information based on PRS
· The measurement report is the information extracted from the measurement. The report  is transferred from the UE to the LMF and could include delay, power and/or phase information
· The model input is what is used at the LMF as model input, which could be CIR, PDP or DP. The model input can be constructed from the measurement report.
For Case 3b: 
· The measurement is the obtained channel information based on SRS
· The measurement report is the information extracted from the measurement. The report  is transferred from the gNB to the LMF and could include delay, power and/or phase information
· The model input is what is used at the LMF as model input, which could be CIR, PDP or DP. The model input can be constructed from the measurement report.
In this proposal are we addressing the model input or the measurement report from which the model input may be obtained?
Both the measurement and the model input are based on implementation in our view and do not need to be specified. The only information that could have a potential spec impact is the measurement report from UE to LMF (Case 2a) and gNB to LMF (Case 3b). For that the legacy mechanism can already convey delay and power. The only extension that would need to be discussed would be to include phase (if CIR is used as model input). PDP and DP can already be utilized based on legacy measurement reporting.
Based on the above discussion, we are suggesting the following modification of the proposal:
Proposal 1-4-1
For direct AI/ML positioning with LMF-side model (Case 2b and 3b), the following types of measurement report enhancements with potential specification impact have been identified studied for AI/ML based positioning accuracy enhancement
· Measurement report, which contains timing, power and phase information of the channel response
· If support, potential specification impact including enhancement to existing new measurement report or enhancement to existing measurement report
· E.g., increase of the number of multipath , add phase information per path, E.g, truncation and/or compression, alignment of sample/path determination in measurement report from UE/gNB to LMF
· measurement, which contains timing and power information of the channel response
· If support, potential specification impact including new measurement report or enhancement to existing measurement report
· E.g., truncation and/or compression, increase of the number of multipath report,  alignment of sample/path determination in measurement report from UE/gNB to LMF
· Measurement report, which contains timing and power information of the channel response
· If support, potential specification impact including enhancement to existing measurement report
· E.g., increase of the number of multipath report,  alignment of sample/path determination in measurement report from UE/gNB to LMF
· measurement, which contains power information of the channel response
· If support, potential specification impact including enhancement to existing measurement report
E.g., increase of the number of multipath report,  alignment of sample/path determination in measurement report from UE/gNB to LMF

	mtk
	1, we may have mentioned in 9.2.4.1 that the “timing” needs to be clarified. The “timing” here generally stands for the received timing and it is not equivalent to the propagation time between a TX and RX. It depends on how UE define t=0 (start of FFT window) for receiving the signal.  The spec impact should be on the “reporting”. UE doesn’t just report the received timing.
The existing reporting in 37.355 is DL-RSTD and UE RX-TX time difference, both contain the received timing, but further the relative time difference  between two received timing, and the relative time difference between the UE transmission timing and the received timing are reported.
We think the reporting for AI/ML solution may be based on this given foundation


 

	NEC
	Support the proposal.

	CATT
	Support. We are fine with adding ‘report’ after ‘measurement’.

	Qualcomm
	Our evaluation shows increasing the number of path measurements and incorporating phase info offers limited enhancement given the high OTA reporting overhead.  We propose to:
(1) take first bullet off.  
(2) For the rest of the examples on specification impacts:

· E.g., truncation and/or compression, increase of the number of multipath report,  alignment of sample/path determination in measurement report from UE/gNB to LMF


	NTT DOCOMO
	OK

	
	

	Moderator
	Wording update to address comments.



Proposal 1-4-1a
For direct AI/ML positioning with LMF-side model (Case 2b and 3b), the following types of measurement report with potential specification impact have been studied for AI/ML based positioning accuracy enhancement
· Measurement report, which contains timing, power and phase information of the channel response
· If support, potential specification impact including new measurement report or enhancement to existing measurement report
· E.g, truncation and/or compression, alignment of sample/path determination in measurement report from UE/gNB to LMF
· Measurement report, which contains timing and power information of the channel response
· If support, potential specification impact including new measurement report or enhancement to existing measurement report
· E.g., truncation and/or compression, increase of the number of multipath report,  alignment of sample/path determination in measurement report from UE/gNB to LMF
· Measurement report, which contains timing information of the channel response
· If support, potential specification impact including enhancement to existing measurement report
· E.g., increase of the number of multipath report,  alignment of sample/path determination in measurement report from UE/gNB to LMF
· Measurement report, which contains power information of the channel response
· If support, potential specification impact including enhancement to existing measurement report
· E.g., increase of the number of multipath report,  alignment of sample/path determination in measurement report from UE/gNB to LMF



Companies are encouraged to provide comments.
	Company Name
	Comments/Views

	Moderator
	To ZTE, Huawei:
The reason I separate proposal 1-4-1 and 1-4-2 is make step-by-step progress. This proposal 1-4-1a is all about ‘potential specification impact’ if a measurement report is used. It does not endorse or emphasize any measurement report.
To Huawei, MediaTek:
Suggested wording is added. 
To Qualcomm:
1. What is the base to remove the 1st bullet? As of a matter of fact, which part of this proposal is not a fact? Companies provided study and results for measurement report contains timing, power and phase. Companies provided input on what could be potential specification impact if that measurement report is used for AI/ML positioning.
2. Again, this proposal does not saying or agreeing to those potential enhancement when they are given as examples. It is Qualcomm’s view that increasing the number of multipath report is not effective or should not be considered as enhancement. However, there’re multiple companies provide their study and results to justify that. From moderator point of view, the decision on which enhancement (if any) to take is for our future work. We don’t need to rule out such possibility for now.

	Fujitsu
	Generally Fine.

	Xiaomi
	We are OK with the intension of the proposal. 
 

	
	



Proposal 1-4-1b
For direct AI/ML positioning with LMF-side model (Case 2b and 3b), the following types of measurement report with potential specification impact have been studied for AI/ML based positioning accuracy enhancement
· Measurement report, which contains timing, power and phase information of the channel response
· If support, potential specification impact including new measurement report or enhancement to existing measurement report
· E.g, truncation and/or compression, alignment of sample/path determination in measurement report to LMF
· Measurement report, which contains timing and power information of the channel response
· If support, potential specification impact including new measurement report or enhancement to existing measurement report
· E.g., truncation and/or compression, increase of the number of multipath report,  alignment of sample/path determination in measurement report to LMF
· Measurement report, which contains timing information of the channel response
· If support, potential specification impact including enhancement to existing measurement report
· E.g., increase of the number of multipath report,  alignment of sample/path determination in measurement report to LMF



Companies are encouraged to provide comments.
	Company Name
	Comments/Views

	NTT DOCOMO
	Support. 

	Qualcomm
	For the examples in second and third bullets, increasing the number of multipath reports offers limited enhancement giving the large resultant overhead. Please remove “increase of the number of multipath report”.  

For truncation and/or compression, this can be part of “alignment of sample/path determination”. 

	CATT
	Support.

	
	

	Moderator
	Wording update to address comments.



Proposal 1-4-1c
For direct AI/ML positioning with LMF-side model (Case 2b and 3b), the following types of measurement report with potential specification impact have been studied for AI/ML based positioning accuracy enhancement
· Measurement report, which contains timing, power and phase information of the channel response
· If support, potential specification impact including new measurement report or enhancement to existing measurement report
· E.g, truncation and/or compression, alignment of sample/path determination
· Measurement report, which contains timing and power information of the channel response
· If support, potential specification impact including new measurement report or enhancement to existing measurement report
· E.g., truncation and/or compression, alignment of sample/path determination
· Measurement report, which contains timing information of the channel response
· If support, potential specification impact including enhancement to existing measurement report
· E.g., alignment of sample/path determination



Companies are encouraged to provide comments.
	Company Name
	Comments/Views

	
	

	
	

	
	



Moderator’s comment:
Many companies have evaluated different types of channel measurements as model input for Case 2b and 3b. In general, it is observed that more information of channel measurement as model input achieves better positioning accuracy while incurs larger signaling overhead. It is well recognized that there is a tradeoff between positioning accuracy performance and associated signalling overhead for different model input. As proposed by [15, Fraunhofer], different measurement reporting configurations provides flexibility and is beneficial depending on the varied applications, channel conditions or accuracy requirements.
Several companies argued to deprioritize CIR due to larger signalling overhead especially for Case 2b. Moderator would like to point out one thing. In another Rel-18 WI (positioning WI, ref. WID in RP-230328), carrier phase measurement has been agreed to be introduced and the definitions of carrier phase for DL-PRS and UL SRS have been agreed already. It can be safely expected that new measurement of carrier phase will be specified in Rel-18. Considering exiting Rel-17 measurement report (power and timing for multiple path) and expected Rel-18 measurement report (at least the first path phase), it does not make sense to restrict future AI/ML model development (which may be specified in Rel-19 or later) to not utilize all those available measurements that contains more information of channel response which in turn improves the accuracy performance of AI/ML based positioning. 

Proposal 1-4-2
For direct AI/ML positioning with LMF-side model (Case 2b and 3b), the following types of measurement are identified when beneficial and necessary (e.g., tradeoff positioning accuracy requirement and signaling overhead)
· measurement, which contains timing, power and phase information of the channel response
· At least take into account existing Rel-16/17 measurement and/or expected Rel-18 measurement report which contains timing, power and phase information of the channel response
· measurement, which contains timing and power information of the channel response
· measurement, which contains timing information of the channel response
· measurement, which contains power information of the channel response
· Note: potential combinations of multiple measurements and/or post processing of the measurement(s) are not precluded



Companies are encouraged to provide comments.
	Company Name
	Comments/Views

	HW/HiSi
	In our view, evaluation results in 9.2.4.1 have shown that phase information is not really necessary, power and delay information is sufficient. In our evaluations, PDP performs even better than CIR.
We do not see the need nor the benefits to include phase or only power. Could proponents clarify on their expected benefits Otherwise we think that timing and timing+power would be sufficient.

	mtk
	1, we don't favor CIR for the reason that the phase is shifted by the phase mismatch between TX and RX oscillator. This means when the 2 UEs are very  close, the measured phase part would still be so different since the oscillators of two UEs are not possible to maintain phase coherence.
The influence of phase mismatch due to oscillator phase is independent of geographical location. 
2, only the phase of the LOS path is related to the distance between TX and RX. The phase of the other paths would be shifted due to cross polarization by NLOS. We can say that this maybe related to the geographical location. It may also depend on the granularity of training data, otherwise, the phase shift on each NLOS path would be so different in different location
3, We are fine to keep the phase term here. Since CIR/PDP/DP should be supported up to UE capability, from our side we will not support CIR from UE capability point of view

	Fraunhofer
	Support. In terms of the benefits of phase information, considering that phase measurements can be “sensitive” to channel variations, its relevance can be observed for:
- Accuracy enhancements: also highlighted in our evaluation results. In deployments where the phase per path is stable such as the LOS are valid, the phase information contributes the better and more robust performance.
- Reconstruction of the CIR from the reported data:  Without phase information, the CIR relevant parts cannot be accurately reconstructed. For instance, without phase details, the LMF cannot employ efficient high-resolution estimation or even upsampling
-Future Models: even if current evaluations might identify benefits from PDP reporting. It can be anticipated that forthcoming models might increasingly rely on phase information. When data-collection is costly, the PDP information is inadequate for future models, so another costly round of data collection for potential upcoming models will be needed.


	CATT
	Generally OK except the 4th bullet:
· measurement, which contains power information of the channel response
It does not belong to CIR, PDP or DP. It is unclear how this works without time-domain information for positioning. 

	Qualcomm
	As indicated in our previous response above, optimized reporting of phase and increased additional path offers slight enhancement when compared to existing additional reporting. It also requires significant increase in reporting overhead which does not justify the achieved enhancement.

	NTT DOCOMO
	OK

	
	

	Moderator
	Wording update to align with the wording used in proposal 1-4-1a



Proposal 1-4-2a
For direct AI/ML positioning with LMF-side model (Case 2b and 3b), the following types of measurement report are identified when beneficial and necessary (e.g., tradeoff positioning accuracy requirement and signaling overhead)
· measurement report, which contains timing, power and phase information of the channel response
· At least take into account existing Rel-16/17 measurement and/or expected Rel-18 measurement report which contains timing, power and phase information of the channel response
· Measurement report, which contains timing and power information of the channel response
· Measurement report, which contains timing information of the channel response
· Measurement report, which contains power information of the channel response
· Note: combinations of multiple measurement reports and/or post processing of the measurement reports are not precluded



Companies are encouraged to provide comments.
	Company Name
	Comments/Views

	Moderator
	To ALL:
As I commented before proposal 1-4-2, the specification should be developed as a toolbox where different options may be provided so that different vendors may take those for their AI/ML model development when they see fit. 
I understand companies have their preferred option(s) and viewing other options as not necessary. However, I don’t share such logic to object an option. The consequence of not supporting the 1st bullet is to exclude any AI/ML model for positioning to utilize measurement report which contains phase information. Why should we prevent an AI/ML model developed in Rel-19 or in later release to use the measurement report of carrier phase (at least for the first path) which is specified in Rel-18? Same logic for the 4th bullet.   

	Fujitsu
	Noted moderator’s comments above, from our understanding the moderator would like to include these options for future compatibility, so shall we use second-level bullet to include these options to show the hierarchal prioritizations? E.g., 
· Measurement report, which contains timing and power information of the channel response, the following options are not precluded:
· Measurement report, which contains only timing information of the channel response.
· Measurement report, which contains only power information of the channel response.

	HW/HiSi
	We have concerns on the first and last bullet. 
For the first bullet, we do not agree with including the phase information has been identified. The studies shows that there is no benefit as compared to PDP. 
For the last bullet, we would like to have clarified how many companies actually have evaluated this option?
We think based on a measurement report providing time and phase information, very good flexibility can be achieved.

	Xiaomi
	At current stage, we also want to keep all the options. To address some companies’ concern , maybe Fujisu’s suggestion can be considered. Or, one note “down selection may be performed during normative work phase” can be added

	ZTE
	Generally fine with the proposal. 
To FL, this is last RAN1 meeting, we don’t need to make step-by-step progress. We think proposal 1-4-2a is enough for progress.



Proposal 1-4-2b (closed)
For direct AI/ML positioning with LMF-side model (Case 2b and 3b), the following types of measurement report are identified when beneficial and necessary (e.g., tradeoff positioning accuracy requirement and signaling overhead)
· measurement report, which contains timing, power and phase information of the channel response
· At least for Case 3b
· Take into account existing Rel-16/17 measurement and/or expected Rel-18 measurement report which contains timing, power and phase information of the channel response
· Measurement report, which contains timing and power information of the channel response
· Measurement report, which contains timing information of the channel response
· Note: combinations of multiple measurement reports and/or post processing of the measurement reports are not precluded



Companies are encouraged to provide comments.
	Company Name
	Comments/Views

	Moderator
	Discussion is closed. Refer to Chairman’s notes for relevant agreement. 




In RAN1#113, the following was agreed.
Agreement
For assisted AI/ML positioning with UE-assisted (Case 2a) and NG-RAN node assisted positioning (Case 3a), at least the following types of model inference output are identified as candidates providing performance benefits
· Timing estimation
· FFS potential specification impact including details of report to LMF, e.g., time difference relative to a reference time, soft information report
· FFS applicability for DL-TDOA, UE/gNB RTT and UL-RTOA
· Note: the report to LMF is derived based on and maybe different from the model inference output
· LOS/NLOS indicator
· FFS potential specification impact (if any w.r.t. existing measurement report)
· FFS RSRPP

Several companies provided further input toward these FFS points on model output for case 2a and 3a. 
[2, Ericsson] proposed that for timing information as model output, only consider relative timing measurement or measurement of timing differences. 
[6, vivo] proposed to support TOA as a new measurement reporting from UE side to NW side. It also proposed that TRP-related information, such as encoded TRP ID and TPR’s location, should be incorporated into the model input for Construction 2 (Single TRP, same model for N TRP) of AI/ML assisted positioning without additional signaling overhead. 
[7, ZTE] propose to clarify that the evaluations conducted in 9.2.4.1 are based on ToF (time of flight), which is the propagation time between UE and TRP. The ToF is measurable if the accurate PRU and TRP locations are known. It proposed that for AI/ML assisted positioning, the model output based on RSTD is prioritized over TOA. It also proposed that for AI/ML assisted positioning, support PRS-RSRPP value(s) at least for first path as model output. 
[15, Fraunhofer] proposed that for timing estimation in AI/ML-assisted positioning, support the UE or TRP to deliver enhanced reporting for example by focusing on specific segments like the CIR around the first arriving path. 
[17, Apple] proposed to update current measurement output reports to support feedback of TOA, angle and phase to the LMF.
[22, InterDigital] proposed that at least RSTD and time of flight should be considered for inferred measurements in assisted AIML positioning.
[26, Qualcomm] proposed that for inference in Case2a/3a, consider existing/enhanced measurements and new measurements (e.g., soft-info of time/angle).

Moderator’s comment:
Regarding FFS points of timing estimation, moderator has a different understanding regarding [7, ZTE]’s argument that ToF is measurable if the accurate PRU and TRP locations are known and hence not feasible. First of all, similar to legacy UL RTOA (definition copied from 38.215 below for reference) where gNB can measure UE’s SRS to obtain UL relative ToA without knowing UE’s location, UE can measure DL-PRS to obtain relative ToA from a TRP without knowing TRP’s location. ToF can be derived at LMF based on relative ToA report from UE/gNB. It does make sense to consider relative timing or timing differences in the report to LMF as proposed by [2, Ericsson]. 
	Definition
	The UL Relative Time of Arrival (TUL-RTOA) is the beginning of subframe i containing SRS received in Reception Point (RP) [18]  j, relative to the RTOA Reference Time [16]. 

The UL RTOA reference time is defined as , where
-	 is the nominal beginning time of SFN 0 provided by SFN Initialization Time [15, TS 38.455]
-	, where  and  are the system frame number and the subframe number of the SRS, respectively.

Multiple SRS resources can be used to determine the beginning of one subframe containing SRS received at a RP.

The reference point for TUL-RTOA shall be:
-	for type 1-C base station TS 38.104 [9]: the Rx antenna connector,
-	for type 1-O or 2-O base station TS 38.104 [9]: the Rx antenna (i.e. the centre location of the radiating region of the Rx antenna),
-	for type 1-H base station TS 38.104 [9]: the Rx Transceiver Array Boundary connector.



Regarding details of enhancement proposed by [15, Fraunhofer] and [26, Qualcomm], moderator thinks that could be decided during future normative work. With that, the following proposal is formulated for discussion. 
Proposal 1-4-3
For assisted AI/ML positioning with UE-assisted (Case 2a) and NG-RAN node assisted positioning (Case 3a), at least the following types of timing estimation report to LMF are identified
· DL RSTD
· DL and UL RTOA
· Note1: details of DL RTOA report is for future normative work 
· UE RTT
· gNB RTT
· Note2: potential enhancement (e.g., soft information reporting) to existing measurement reports is for future normative work



Companies are encouraged to provide comments.
	Company Name
	Comments/Views

	ZTE
	Thanks FL for the explanation on TOA. UL-RTOA is defined relative to a reference time. However, TOA is a global UTC time. Therefore, it’s not appropriate to have TOA as model ouput directly, where the model output is actually ToF or RTOA. Our understanding is that 9.2.4.1 only evaluates ToF as model input. If the ToF should be reported by UE/gNB, it should be in a form of RSTD or RTOA. In addition, it’s not clear to us how the RTT can be the model output for AI/ML assisted positioning.
For assisted AI/ML positioning with UE-assisted (Case 2a) and NG-RAN node assisted positioning (Case 3a), at least the following types of timing estimation report to LMF are identified
· Existing measurements:
· DL RSTD
· DL and UL RTOA
· Note1: details of DL RTOA report is for future normative work 
· New measurement:
· DL RTOA
· Note1: details of DL RTOA report is for future normative work 
· UE RTT
· gNB RTT
· Note2: potential enhancement (e.g., soft information reporting) to existing measurement reports is for future normative work

	HW/HiSi
	Could it please be clarified what is meant with UE RTT and gNB RTT, is it UE/gNB RTT measured at UE and gNB, respectively? Is this related to the FFS that we have had last meeting discussion on the applicability of UE/gNB RTT?
For the DL RTOA, we do not recall that it has been evaluated. It would be great if it could be clarified why it is here suggested in addition to the existing measurements, what are the expected benefits?

	mtk
	1, UE RTT here is UE RX-TX time difference, which is relative time difference between intended UE transmission timing and the received timing. So UE RX-TX time difference basically has the meaning of RTOA. It seems to us that DL- RTOA could be replaced by UE RX-TX time difference. Further UL RTOA is that it is relative to a common timing since the gNBs are sync. We don't think there is  a common timing among UEs

	CATT
	1) We also see that UL RTOA is legacy measurement but only DL RTOA is new, thus OK with ZTE’s update on this measurement.
2) The UE RTT or gNB RTT is unclear. Not sure it is a form of RTOA or else. Proponent should clarify a bit more on this term.

	NTT DOCOMO
	UE/gNB RTT can be replaced by “UE/gNB Rx-Tx time difference”.

	
	

	Moderator
	To ZTE, Huawei, MediaTek, CATT,
See 38.215 copied below for definition of UE RTT and gNB RTT. The point is to allow AI/ML model to estimate Rx timing when the report of RTT is derived.
Furthermore, in convention positioning, DL TDOA, UL TDOA and UE RTT different positioning methods with separate UE feature/capability signalling. Support of DL TDOA does not equal to support RTT.

	Definition
	The UE Rx – Tx time difference is defined as TUE-RX – TUE-TX

Where:
TUE-RX is the UE received timing of downlink subframe #i from a Transmission Point (TP) [18], defined by the first detected path in time.
TUE-TX is the UE transmit timing of uplink subframe #j that is closest in time to the subframe #i received from the TP.

Multiple DL PRS or CSI-RS for tracking resources, as instructed by higher layers, can be used to determine the start of one subframe of the first arrival path of the TP.

For frequency range 1, the reference point for TUE-RX measurement shall be the Rx antenna connector of the UE and the reference point for TUE-TX measurement shall be the Tx antenna connector of the UE. For frequency range 2, the reference point for TUE‑RX measurement shall be the Rx antenna of the UE and the reference point for TUE‑TX measurement shall be the Tx antenna of the UE.

	Applicable for
	RRC_CONNECTED,
RRC_INACTIVE



	Definition
	The gNB Rx – Tx time difference is defined as TgNB-RX – TgNB-TX

Where:
TgNB-RX is the Transmission and Reception Point (TRP) [18] received timing of uplink subframe #i containing SRS associated with UE, defined by the first detected path in time.
TgNB-TX is the TRP transmit timing of downlink subframe #j that is closest in time to the subframe #i received from the UE.

Multiple SRS resources can be used to determine the start of one subframe containing SRS.

The reference point for TgNB-RX shall be:
-	for type 1-C base station TS 38.104 [9]: the Rx antenna connector,
-	for type 1-O or 2-O base station TS 38.104 [9]: the Rx antenna (i.e. the centre location of the radiating region of the Rx antenna),
-	for type 1-H base station TS 38.104 [9]: the Rx Transceiver Array Boundary connector.
The reference point for TgNB-TX shall be:
-	for type 1-C base station TS 38.104 [9]: the Tx antenna connector,
-	for type 1-O or 2-O base station TS 38.104 [9]: the Tx antenna (i.e. the centre location of the radiating region of the Tx antenna),
-	for type 1-H base station TS 38.104 [9]: the Tx Transceiver Array Boundary connector.



Wording update to address comments.



Proposal 1-4-3a
For assisted AI/ML positioning with UE-assisted (Case 2a) and NG-RAN node assisted positioning (Case 3a), at least the following types of timing estimation report to LMF are identified
· Existing measurement report
· DL RSTD
· UL RTOA
· UE Rx-Tx time difference
· gNB Rx-Tx time difference
· Note1: the definitions of existing measurement reports are in TS 38.215
· Note2: potential enhancement (e.g., soft information reporting) to existing measurement reports is for future normative work
· New measurement report
· DL RTOA
· Note3: details of DL RTOA report is for future normative work 



Companies are encouraged to provide comments.
	Company Name
	Comments/Views

	HW/HiSi
	Do not agree that the suggested new measurement report DL RTOA has been discussed, at least not to the degree that we can identify it. 
We have multiple options for existing measurement reports in the proposal, could the additional benefits of the new measurement report be explained, we don’t see here why it is needed. It seems that the UE Rx-Tx time difference should be sufficient?  

	ZTE
	 The concern is that whether the new measurement DL-RTOA is useful or not. According to the definition of UL-RTOA, the UL-RTOA is anyway impacted by the UE and network synchronization error. This is due to that UE and network has misalignment of SFN initialization time provided by network because of the clock error. 

The UL Relative Time of Arrival (TUL-RTOA) is the beginning of subframe i containing SRS received in Reception Point (RP) [18]  j, relative to the RTOA Reference Time [16]. 

The UL RTOA reference time is defined as , where
-	 is the nominal beginning time of SFN 0 provided by SFN Initialization Time [15, TS 38.455]
-	, where  and  are the system frame number and the subframe number of the SRS, respectively.

	Moderator
	To ZTE:
I don’t get your point. If you think UL RTOA is impacted by NW sync error, do you object to UL RTOA? If not, then I don’t see why DL RTOA is not useful.

To ZTE, Huawei:
There’re results from other companies w.r.t RTOA (both DL and UL). The comparison between RSTD and DL RTOA were shown in terms of the potential benefits of reducing the required number of TRPs for measurement for a given accuracy requirement.
On the argument of using UE RTT, please look at existing definition of UE RTT. The report is on the difference of subframe. Without change the definition, Such timing domain resolution is limiting the final positioning accuracy performance to some extent. 
TUE-RX is the UE received timing of downlink subframe #i from a Transmission Point (TP) [18], defined by the first detected path in time.
TUE-TX is the UE transmit timing of uplink subframe #j that is closest in time to the subframe #i received from the TP.
If the concern is on the ‘new’ measurement, moderator suggestion is continue discussion on potential enhancement.  




Proposal 1-4-3b
For assisted AI/ML positioning with UE-assisted (Case 2a) and NG-RAN node assisted positioning (Case 3a), at least the following types of timing estimation report to LMF are identified
· DL RSTD
· UL RTOA
· UE Rx-Tx time difference
· gNB Rx-Tx time difference


Companies are encouraged to provide comments.
	Company Name
	Comments/Views

	NTT DOCOMO
	Support 

	CATT
	OK.

	
	




Regarding FFS RSRPP as model output, there’s only one company [7, ZTE] proposed to support DL PRS-RSRPP at least for the first path as model output for Case 2a. To the best knowledge of moderator, there is no evaluation results with RSRPP as model output in agenda 9.2.4.1 for AI/ML assisted positioning. It’s not clear what is performance benefit (if any) with RSRPP as model output for AI/ML assisted positioning. 
[17, Apple] also proposed to enhance current report for angle. Again, it’s not clear what is performance benefit (if any) with AoA as model output for AI/ML assisted positioning. 
Considering the limited remaining time of this SI, moderator suggest continuing discussion during future normative work to see if any other model output for AI/ML assisted positioning where proponent companies are encouraged to bring up benefit results for justification.
Discussion point 1-4-4

Companies are encouraged to provide comments.
	Company Name
	Comments/Views

	ZTE
	It’s better not to preclude that UE/gNB uses AI/ML model to increase the performance of existing measurements. 

	
	

	
	




3. Discussion on prioritization of SI and potential WI 
3 
3.1 Individual observations/proposals
The following are individual observations and proposals from the contributions.
	Sources
	Observations/proposals

	[2, Ericsson]
	Proposal 1 [bookmark: _Toc142672574]Include AI/ML based positioning in Rel-19 work item.
Proposal 2 [bookmark: _Toc142672575]Support both UE-side model and gNB-side model in Rel-19 work item.
Proposal 3 [bookmark: _Toc142672576]Prioritize PDP and DP as model input. 
Proposal 4 [bookmark: _Toc142672577]If Case 2a and 2b are accepted in Rel-19 work item, the scope is explicitly limited. For example, only for UE with limited mobility; CIR is not considered as model input for Case 2b. 
Proposal 5 [bookmark: _Toc142672578]Rel-19 work item include Case 1, Case 3a, and Case 3b.
Proposal 6 [bookmark: _Toc142672579]To limit Rel-19 work item scope, consider prioritizing AI/ML assisted positioning (Case 2a/3a) over direct AI/ML positioning (Case 2b/3b).
Proposal 7 [bookmark: _Toc142672580]Keep all AI PHY use cases that are mature enough for normative work in one single work item in Rel-19.
Proposal 8 [bookmark: _Toc142672581]For the use case of positioning accuracy enhancement, model transfer (case z1-z5) is not considered. 
Proposal 12	For the use case of positioning accuracy enhancement, prioritize the study of offline AI/ML model training in Release 19.
Proposal 13	For the positioning use case, online fine-tuning of models is not considered.

	[4, Huawei]
	Proposal 3: For Case 1 (UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning), the model training/updating and inference are performed all at UE side.
Proposal 5: For Case 2a (UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning), the model training/updating and inference are performed all at UE side.
Proposal 8: For Case 2b (UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning), the model training/updating and inference are performed all at LMF side.
Proposal 12: For Case 3a (NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning), the model training/updating and inference are performed all at gNB side.
Proposal 15: For Case 3b (NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning), the model training/updating and inference are performed all at LMF side.

	[5, Spreadtrum]
	Observation 1: For both of direct AI/ML positioning and AI/ML assisted positioning, AI/ML model can be delivered or not. It can wait for the progress of AI9.2.1.
Proposal 1: For both of direct AI/ML positioning and AI/ML assisted positioning, suggest to focus on the training and inference located at the same side at present.

	[6, vivo]
	Observation 1:	Model transfer over air interface can be achieved with extremely low signaling overhead by combining small-parameter model design and advanced model quantization technologies.
Proposal 7:	Support model transfer over air interface for AI/ML based positioning.
Proposal 8:	For the case where model is developed at network side and deployed at UE side, network side should transfer the model information to the target UE.

	[8, Sony]
	Proposal 1: Support AI/ML with model transfer in which the inference model is either in UE or gNB and LMF to create and train the AI/ML model.
Proposal 5: Support AI/ML Positioning with model training at LMF and model inference at the UE side.

	[11, CATT]
	Observation 2: Training AI/ML model for positioning at network side is more feasible due to easier data collection and stronger computational resources.
Proposal 4: For case 1, case 2a and case 3a, if UE-side model and gNB-side model is trained at LMF side, LMF can collect a large-scale dataset from numerous UEs/PRUs/gNBs and transfer the trained AI/ML model to UE/gNB side.

	[12, NEC]
	Proposal 6: Collaboration level x is recommended for UE-based positioning with UE-side model (case 1) for both direct AI/ML positioning and AI/ML assisted positioning. This is because collaboration level x is more likely to support the use of AI models, which have the potential to replace traditional position calculation methods and do not require any changes on the network side.
Proposal 7: Collaboration level x and z is recommended for UE-assisted/LMF-based positioning with UE-side model. This is because collaboration level y and collaboration level z enables the LMF to access the information from the AI/ML model on the UE side, which can improve the accuracy of the positioning calculation.
Proposal 8: Collaboration level x, y and z all are suitable for case2b, UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning.
Proposal 9: Collaboration level x, y and z all are suitable for case 3a, NG-RAN node positioning with gNB-side model, AI/ML assisted positioning.
Proposal 10: Collaboration level x, y and z all are suitable for case 3b, NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning.

	[13, Fujitsu]
	Proposal 15 OTT server and LMF are suggested to run offline training with large dataset, UE and gNB should be avoided on it.
Proposal 16 UE and gNB can be candidates to run model training with small dataset (e.g., fine-tuning).
Proposal 17 Small-scaled model training (e.g., fine-tuning) is suggested to be running in the model deployment entity in order to avoid frequent model transfer/delivery.

	[14, CMCC]
	Proposal 1: For AI/ML enabled positioning accuracy enhancement, all the collaboration levels (Level x/y/z) defined in AI 9.2.1 can be considered. The details of model transfer can be discussed in AI 9.2.1.

	[19, xiaomi]
	Proposal 4: For the AI model delivery to UE, delivering from LMF to UE is considered as the baseline  

	[21, OPPO]
	Proposal 1: For AI/ML assisted positioning, the following alternative should be prioritized if the TOA-like output is used for AI/ML model
· The measurement results corresponding to all TRPs are used as the input for AI/ML model inference (i.e., Multi-TRP construction).   
Proposal 8: For both direct AI/ML positioning and AI/ML assisted positioning, offline training of AI model(s) is prioritized in Rel-18 
· Enhancements dedicated to online training can be discussed in the future release(s)
Proposal 9: For both direct AI/ML positioning and AI/ML assisted positioning, the AI model training and inference are assumed to be done in the same side in Rel-18, i.e., no model transfer 
· AI model training and inference at UE side, or
· AI model training and inference at NW side
· Study model transfer in future release(s).
Proposal 14: For UE-assisted positioning method with AI/ML assisted positioning (Case 2a), collaboration level y is prioritized.
Proposal 15: For NG-RAN node assisted positioning method with AI/ML assisted positioning (Case 3a), collaboration level y is prioritized. 
Proposal 16: For UE-based positioning method with direct AI/ML positioning (Case 1), collaboration level y is prioritized for direct AI/ML positioning in Rel-18
Proposal 17: For UE-assisted positioning method with direct AI/ML positioning (Case 2b), collaboration level x is prioritized for direct AI/ML positioning if the AI model is based on existing UE measurement and reporting (e.g., the scheme “Direct: DL RSTD +RSRP”)
· Note: Only from the perspective of AI model inference
Proposal 18: For UE-assisted positioning method with direct AI/ML positioning (Case 2b), collaboration level y is prioritized for direct AI/ML positioning if the AI model is based on new type(s) of UE measurement/reporting (e.g., the scheme “Direct: Normalized CIR + RSRP”)
· Note: Only from the perspective of AI model inference
Proposal 19: For NG-RAN node assisted positioning with direct AI/ML positioning (Case 3b), collaboration level x is prioritized for direct AI/ML positioning if the AI model is based on existing TRP measurement and reporting 
· Note: Only from the perspective of AI model inference
Proposal 20: For NG-RAN node assisted positioning with direct AI/ML positioning (Case 3b), collaboration level y is prioritized for direct AI/ML positioning if the AI model is based on new type(s) of TRP measurement/reporting 
· Note: Only from the perspective of AI model inference

	[24, Lenovo]
	Proposal 12: Support model transfer using associated Model IDs and meta-information to help facilitate the transfer to other network entities/UEs.
Proposal 16: Consider the following additional aspects with respect to the network-UE collaboration levels y and z including the associated sub-levels:
· Data collection for training/inference
· Model Life Cycle Management (including model acquisition, activation/deactivation of AI/ML models, model monitoring and update at the LMF, serving and neighbouring gNBs, and target-UE)
· Model inference
· Interactions with positioning modules via data pre-/post-processing
Proposal 17: Further study mechanisms to enable efficient positioning AI/ML model transfer between UE, gNB and LMF including the different types of formats.

	[25, CAICT]
	Proposal 3: For UE-based positioning with UE-side model (case 1), AI/ML model delivery from NW should be considered.

	[26, Qualcomm]
	Proposal 1: For AI/ML positioning model training, consider model training and development at the side for which the inference of model is expected to be performed:
· Case1: Model training and inference at UE side
· Case2a: Model training and inference at UE side
· Case2b: Model training and inference at network side
· Case3a: Model training and inference at network side
· Case3b: Model training and inference at network side
Proposal 2: For AI/ML positioning model training, modes of operation in which model training and inference happen at different sides are deprioritized for the current AI/ML positioning study. 




3.2 Model transfer and collaboration levels
In RAN1#109-e, some terminologies were agreed as working assumption to be used for RAN1 AI/ML air interface SI discussion. Some relevant to AI/ML model inference and transfer are copied below.

Working Assumption
	Terminology
	Description

	UE-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the UE

	Network-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the network

	One-sided (AI/ML) model
	A UE-side (AI/ML) model or a Network-side (AI/ML) model

	Two-sided (AI/ML) model
	A paired AI/ML Model(s) over which joint inference is performed, where joint inference comprises AI/ML Inference whose inference is performed jointly across the UE and the network, i.e, the first part of inference is firstly performed by UE and then the remaining part is performed by gNB, or vice versa.

	AI/ML model transfer
	Delivery of an AI/ML model over the air interface, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.

	AI/ML model delivery
	A generic term referring to delivery of an AI/ML model from one entity to another entity in any manner.
Note: An entity could mean a network node/function (e.g., gNB, LMF, etc.), UE, proprietary server, etc.



In RAN1#109-e, the following were agreed.
Agreement
Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1.	Level x: No collaboration
2.	Level y: Signaling-based collaboration without model transfer
3.	Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary 
Agreement
Study further on sub use cases and potential specification impact of AI/ML for positioning accuracy enhancement considering various identified collaboration levels.
· Companies are encouraged to identify positioning specific aspects on collaboration levels if any in agenda 9.2.4.2.
· Note1: terminology, notation and common framework of Network-UE collaboration levels are to be discussed in agenda 9.2.1 and expected to be applicable to AI/ML for positioning accuracy enhancement. 
· Note2: not every collaboration level may be applicable to an AI/ML approach for a sub use case

In RAN1#110, it concluded that
Conclusion
Defer the discussion of prioritization of AI/ML positioning based on collaboration level until more progress on collaboration level discussion in agenda 9.2.1.
In RAN1#110b-e, it was further agreed that
Working Assumption
· Define Level y-z boundary based on whether model delivery is transparent to 3gpp signalling over the air interface or not.
· Note: other procedures than model transfer/delivery are decoupled with collaboration level y-z
· Clarifying note: Level y includes cases without model delivery.

In RAN1#111, the following agreement was agreed.
Agreement
For the study of benefit(s) and potential specification impact for AI/ML based positioning accuracy enhancement, one-sided model whose inference is performed entirely at the UE or at the network is prioritized in Rel-18 SI.
In RAN1#112, the following agreement was agreed in agenda 9.2.1.
Agreement
To facilitate the discussion, consider at least the following Cases for model delivery/transfer to UE, training location, and model delivery/transfer format combinations for UE-side models and UE-part of two-sided models. 
	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top
	Outside 3gpp Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format
	3GPP Network
	NW-side

	z3
	model transfer in open format
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE
	3GPP Network
	NW-side


Note: The Case definition is only for the purpose of facilitating discussion and does not imply applicability, feasibility, entity mapping, architecture, signalling nor any prioritization.
Note: The Case definition is NOT intended to introduce sub-levels of Level z.
Note: Other cases may be included further upon interest from companies.
FFS: Z4 and Z5 boundary 


Several companies discussed further related to AI/ML model transfer/delivery and/or collaboration Level-y and Level-z. 

[2, Ericsson] proposed that for the use case of positioning accuracy enhancement, model transfer (case z1-z5) is not considered.
It is proposed in [4, Huawei] that the model training/updating and inference are performed all at the same side for Case 1, 2a, 2b, 3a and 3b.
[5, Spreadtrum] proposed that for both of direct AI/ML positioning and AI/ML assisted positioning, whether AI/ML model can be delivered or not can wait for the progress of AI9.2.1. It is also proposed in [5, Spreadtrum] that that for both of direct AI/ML positioning and AI/ML assisted positioning, suggest to focus on the training and inference located at the same side at present.
It is observed in [6, vivo] that model transfer over air interface can be achieved with extremely low signaling overhead by combining small-parameter model design and advanced model quantization technologies. [6, vivo] then proposed further study the overhead of model transfer, and support model transfer over air interface for AI/ML based positioning. It also proposed that when AI/ML model is deployed at UE side, network side should transfer the model information to the target UE.
[8, Sony] proposed to support AI/ML with model transfer in which the inference model is either in UE or gNB and LMF to create and train the AI/ML model. It also proposed to support AI/ML Positioning with model training at LMF and model inference at the UE side. On AI/ML model indication, [8, Sony] also proposed to define the inference model (e.g., contents, structure, size) to be provided from LMF to UE/gNB.
It is observed in [11, CATT] that training AI/ML model for positioning at network side is more feasible due to easier data collection and stronger computational resources. [11, CATT] proposed that for case 1, case 2a and case 3a, if UE-side model and gNB-side model is trained at LMF side, LMF can collect a large-scale dataset from numerous UEs/PRUs/gNBs and transfer the trained AI/ML model to UE/gNB side.
[12, NEC] proposed that collaboration level x is recommended for UE-based positioning with UE-side model (case 1); collaboration level x and z is recommended for UE-assisted/LMF-based positioning with UE-side model (case 2a); collaboration level x, y and z all are suitable for case 2b, 3a and 3b
[14, CMCC] proposed that all collaboration levels defined in AI 9.2.1 can be considered in Rel-18 SI for AI/ML-based positioning.
[19, xiaomi] proposed that for the AI model delivery to UE, delivering from LMF to UE is considered as the baseline.
[21, OPPO] proposed that for both direct AI/ML positioning and AI/ML assisted positioning, the AI model training and inference are assumed to be done in the same side in Rel-18, i.e., no model transfer where AI model training and inference at UE side, or AI model training and inference at NW side. [21, OPPO] also proposed to study model transfer in future release(s).
[24, Lenovo] proposed to support model transfer using associated Model IDs and meta-information to help facilitate the transfer to other network entities/UEs. [24, Lenovo] also proposed to consider the some additional aspects with respect to the network-UE collaboration levels y and z including the associated sub-levels. [24, Lenovo] also proposed to further study mechanisms to enable efficient positioning AI/ML model transfer between UE, gNB and LMF.
[25, CAICT] proposed that for UE-based positioning with UE-side model, AI/ML model delivery from NW should be considered for Case1.
[26, Qualcomm] proposed that for AI/ML positioning model training, study model training at the side at which the inference for that model is expected to be performed and to deprioritize modes of operation in which model training and inference happen at different sides for the current AI/ML positioning study.
Moderator’s observation and comment:
Companies’ view on whether to study/consider further on model transfer (i.e., model trained on one side and deployed to the other side for inference) for AI/ML based positioning.
Yes: [6, vivo], [8, Sony], [11, CATT], [12, NEC], [14, CMCC], [19, xiaomi], [24, Lenovo], [25, CAICT]
No: [2, Ericsson], [21, OPPO]
Wait for progress of AI 9.2.1: [5, Spreadtrum]
Prioritize study on model training and inference at the same side: [4, Huawei], [5, Spreadtrum], [26, Qualcomm]

In RAN1#112bis-e, moderator proposed the following as a conclusion which captured study aspects based on companies’ contributions. However, that was not agreed.
Proposal 2-1a (in RAN1#112bis-e) as conclusion
Regarding model delivery/transfer for AI/ML based positioning, the following aspects/issues have been studied and identified
· Availability of ground truth label and/or other information at LMF to enable LMF monitoring for UE/gNB-side model inference
· Feasibility of LMF for the AI model delivery to UE or TRP with small standardization effort
· Feasibility and potential benefits (e.g., good generalization performance) of network side (e.g., LMF) training considering the amount of training data, computational resources and large resource overhead
· [model transfer signaling overhead considering small-parameter model design and advanced model quantization technologies
· concern on the feasibility to train and compile a binary executable model that is optimized for a given UE’s hardware
· concern on the complexity for 3GPP network to store, register, maintain, retrieve, and transfer UE models
· concern on the standardization efforts including interoperability and the corresponding test and advanced UE capability]

In RAN1#113, moderator collected companies’ views on whether to capture aspects studied w.r.t. why and/or why not support model transfer/delivery  for AI/ML based positioning. Again, there’s no consensus to conclude the study of model transfer and/or delivery for AI/ML based positioning for the completion of SI. 
Compared to previous RAN1 meetings, the situation does not change. It is still observed that majority of companies support to study/consider further on model transfer (i.e., model trained on one side and deployed/delivered to the other side for inference) for AI/ML based positioning. To the best knowledge of moderator, there is no progress or agreement regarding model transfer/delivery in agenda 9.2.1 yet. Considering the limited remaining time of this SI, moderator suggest to de-prioritize the discussion of model transfer/delivery for AI/ML based positioning in agenda 9.2.4.2. 


3.3 Online and offline training
In RAN1#110, some terminologies were agreed as working assumption to be used for RAN1 AI/ML air interface SI discussion. Some relevant to AI/ML model training are copied below.

Working Assumption
	Terminology
	Description

	Online training
	An AI/ML training process where the model being used for inference) is (typically continuously) trained in (near) real-time with the arrival of new training samples. 
Note: the notion of (near) real-time vs. non real-time is context-dependent and is relative to the inference time-scale.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as online training by commonly accepted conventions.
Note: Fine-tuning/re-training may be done via online or offline training. (This note could be removed when we define the term fine-tuning.)

	Offline training
	An AI/ML training process where the model is trained based on collected dataset, and where the trained model is later used or delivered for inference.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as offline training by commonly accepted conventions.




In RAN1#110b-e, it was concluded that
Conclusion
· Defer the discussion of prioritization of online/offline training for AI/ML based positioning until more progress on online vs. offline training discussion in agenda 9.2.1.

Regarding online/offline training for AI/ML based positioning, [2, Ericsson] proposed that for the use case of positioning accuracy enhancement, prioritize the study of offline AI/ML model training in Release 18. Their stated reason is that online learning primarily refers to reinforcement learning solutions where agents learn in an online manner through action exploration and reward observation. It is Ericsson’s opinion that reinforcement learning problems are notorious for slow convergence times, instability, and sensitivity to the reward function. [2, Ericsson] also proposed that for the positioning use case, online fine-tuning of models is not considered. (Note: [2, Ericsson] stated their view that fine-tuning of models should also be handled offline and deployment procedures are the same regardless of whether the model is fine-tuned (before or after initial deployment) or not. However, moderator did not find any reasons mentioned by [2, Ericsson] as why so). 
[21, OPPO] proposed that for both direct AI/ML positioning and AI/ML assisted positioning, offline training of AI model(s) is prioritized in Rel-18 and study online training in the future release(s). The stated issues for online training in [21, OPPO] are how to evaluate/justify the performance/benefit of online training; more spec impact; potential more overhead due to data collection/information sharing; feasibility for UE/gNB to deploy an updated AI/ML models in (nearly) real-time manner.  
Moderator’s observations and comment:
Reading from the above agreed/assumed definitions of online vs. offline training, it is moderator’s understanding that the definitions of online/offline training are mainly differed by when the dataset for training is collected and used (i.e., (near) real-time or not). There’s also a note on the definition of online training where companies may have different understanding on whether data collection/training for model updating/fine-tuning can be done via online training or not. 
Looking at the arguments against online training raised by [2, Ericsson] and [21, OPPO], first of all, it’s not clear to the moderator what is the actual difference between online and offline training in terms of potential specification impact. Furthermore, their arguments are actually generic (apply to general framework discussion in agenda 9.2.1) but not specific to AI/ML based positioning. Given that the focus of agenda 9.2.4.2 is on the potential specification impact specific for AI/ML based positioning, moderator would encourage companies to focus on the study of pros/cons and potential specification impact of both online and offline training specific for AI/ML based positioning in agenda 9.2.4.2. 

To the best knowledge of moderator, there is no progress or agreement regarding prioritization between online vs. offline training in agenda 9.2.1 yet. Considering the conclusion made in RAN1#110b-e, moderator does not think the situation changes compared to RAN1#110b-e and hence suggest to de-prioritize the discussion of prioritization of online/offline training for AI/ML based positioning in agenda 9.2.4.2. 

3.4 Scope of potential WI
[2, Ericsson] made several proposals (Proposal 1 to 7 as listed in section 3.1) regarding the scope and organization of a future AI/ML WI. Among them, many proposals are prioritization of (side for model inference, type of model input, AI/ML positioning methods (direct vs. assisted) and Cases (1 to 3b)) with the intention to limit the future WI scope. 
It is moderator’s understanding that such discussion is actually within RAN plenary’s scope rather than for RAN1 as the scope of any Rel-19 SI/WI would need to take into account all other potential Rel-19 SI/WI in a whole.  



4. For online
Proposal 1-2-2d
Regarding monitoring for AI/ML based positioning, at least the following type of monitoring metrics have been studied 
· For model monitoring based on provided ground truth label (or its approximation), monitoring metric(s) is(are) statistics of the difference between model output and provided ground truth label
· Examples used in contributions: mean, standard deviation, instantaneous value, threshold of ground truth label (or its approximation)
· For model monitoring without using ground truth label
· Statistics of measurement and/or model input compared to the statistics associated with the training data
· Examples used in contributions: norm of model input, mean, min/max of some statistics related to measurement and/or model input, median or data temporal/spatial distribution
· Statistics of model output compared to the statistics associated with the training data and/or its own previous inference output
· Examples used in contributions: mean, standard deviation, variance, etc. of model output
· Note: there’s no extensive evaluation results on model monitoring metric comparison
· Note2: there’s no consensus during SI on whether monitoring metric will have spec impact or not

Proposal 1-4-1c
For direct AI/ML positioning with LMF-side model (Case 2b and 3b), the following types of measurement report with potential specification impact have been studied for AI/ML based positioning accuracy enhancement
· Measurement report, which contains timing, power and phase information of the channel response
· If support, potential specification impact including new measurement report or enhancement to existing measurement report
· E.g, truncation and/or compression, alignment of sample/path determination
· Measurement report, which contains timing and power information of the channel response
· If support, potential specification impact including new measurement report or enhancement to existing measurement report
· E.g., truncation and/or compression, alignment of sample/path determination
· Measurement report, which contains timing information of the channel response
· If support, potential specification impact including enhancement to existing measurement report
· E.g., alignment of sample/path determination

Proposal 1-3b
Regarding potential specification impact for LCM of AI/ML based positioning accuracy enhancement, at least for Case 1 and Case 2a (model is at UE-side), at least the following aspects on information related to the conditions are identified
· For functionality identification, if functionality based LCM is supported
· information related to the conditions for functionality is reported as UE capability
· Candidate information related to the conditions
· Applicable configuration(s) for measurement associated with a functionality
· Supported Measurement and report associated with a functionality
· For model identification, if model-ID based LCM is supported
· Candidate information related to the conditions 
· Applicable configuration(s) for measurement associated with a model
· Supported Measurement and report associated with a model
· Note: other candidate information related to conditions is not precluded


5. Conclusion
TBD
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