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1 Background
In RAN1#112-b and RAN1#113, RAN1 agreed to the evaluation assumptions for IMT-2020 satellite for IOT NTN. 
In this contribution, we present our evaluation results for IOT NTN for the mMTC-s scenario (connection density). 
2 mMTC-s: Connection density for NB-IoT NTN
2.1 Evaluation assumptions

For connection density evaluations, we follow the procedure mentioned in ITU-R M.2412 [1] for only full buffer scenario. We obtain the CDF of pre-processing SINR for UL transmissions from the SLS with FRF=3 only. 
The LLS parameters have been provided in the Table 1 below.
Table 1: LLS parameters for NB-IoT NTN mMTC evaluations
	Physical channel
	NPUSCH

	Simulation bandwidth
	Single Tone

	SCS
	15kHz

	Number of users in simulation
	1

	Link-level Channel model
	NTN TDL-C Rural

	Antenna configuration at Satellite
	1Rx

	Antenna configuration at UE
	1Tx

	Transmission mode
	SISO

	Transmission rank
	1

	TBS
	256

	Modulation order
	QPSK-π/4

	Number of Resource units
	2,3,4,5,6,8,10

	Number of repetitions
	1,2,4,8,16

	Channel estimation
	LMMSE

	Channel coding scheme
	Turbo code

	Doppler spread
	5 Hz

	UL DMRS config
	Single DMRS per slot [3]


2.2	Evaluation results

The CDF of pre-processing SINR for UL transmissions with full buffer assumption for NTN NB-IoT and FRF = 3 is shown in Fig. 1.
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Figure 1: CDF of pre-processing SINR for UL transmissions for NB-IoT UL NTN
Based on the CDF reported above, we calculate the maximum spectral efficiency that can be supported at a particular pre-processing SINR for UL transmissions. We start by finding different MCS’es that have a TBSize of 256 with modulation order 4, from Table 16.5.1.2-2 of [3]. A total of 5 such MCS configurations exist. For each configuration m, different number of repetitions, reps, are simulated (LLS). For a fixed TBS, the spectral efficiency  at pre-processing SINR  at repetition number  with MCS m and throughput of , bandwidth per user Wuser and BLER  can be written as:

Tput in this case can be calculated as  (since 1 RU is 8 ms) and Wuser is 15 kHz. Note that BLER in the equation above is also a function of rep and m. The maximum supported spectral efficiency at a given pre-processing SINR can be calculated as:  
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Figure 2: Maximum supported spectral efficiency for NB-IoT mMTC
 has been plotted in Fig. 2 as pre-processing SINR for UL transmissions is varied. Note that each pre-processing SINR corresponds to a percentile value from the CDF reported in Fig.1.  The maximum supported rate is  . 
Based on the above rate at 1 percentile of pre-processing SINR (99th percentile of delay), we calculate the delay per user as per the procedure in [1]. We report the delay in Table 2.
Additionally, based on inter-packet arrival time and system bandwidth, we report the connection density in Table 2. Average area over the 19 beams is considered for connection density calculation.
Table 2: Performance metrics for NTN NB-IoT
	Parameter
	Value

	Service Profile
	Full buffer

	FRF
	3

	Inter-packet arrival time
	1 message/2 hours/device

	1 percentile pre-processing SINR 
	5.77 dB

	System Bandwidth (W)
	0.18 MHz

	99th Percentile Delay
	0.025 s

	Connection Density
	2373 Devices/ km2


	
The connection density requirement according to [2] is 500 Devices/km2 and 99th percentile delay requirement is less than 10s. We see that both the requirements are met for the case of mMTC NB-IoT over NTN.
Proposal 1: Capture the evaluation assumptions in Table 1 and evaluation results in Table 2 in TR 37.911.
2. 	mMTC-s: Connection density for eMTC NTN
2.1      Evaluation assumptions
For connection density evaluations, we follow the procedure mentioned in [1] for only full buffer scenario. We obtain the CDF of pre-processing SINR for UL transmissions from the SLS with FRF=3 only. 
The LLS parameters have been provided in the Table 3 below.
Table 3: LLS parameters for eMTC NTN mMTC evaluations
	Physical channel
	PUSCH

	Simulation bandwidth
	1 PRB

	SCS
	15kHz

	Number of users in simulation
	1

	Link-level Channel model
	NTN TDL-C Rural 

	Antenna configuration at Satellite
	1Rx

	Antenna configuration at UE
	1Tx

	Transmission mode
	SISO

	Transmission rank
	1

	TBS
	256

	Modulation order
	16 QAM for 1 Repetition/ QPSK for other # of Repetitions

	Number of repetitions
	[1,2,4,8,16]

	Channel estimation
	MMSE

	Channel coding scheme
	Turbo code

	Doppler spread
	5 Hz

	UL DMRS config
	2 DMRS every 1ms



2.2 Evaluation results

The CDF of pre-processing SINR for UL transmissions with full buffer assumption for eMTC and FRF = 3 is shown in Fig. 3.
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Figure 3: CDF of pre-processing SINR for UL transmissions for eMTC UL NTN
Based on the CDF reported above, we calculate the maximum spectral efficiency that can be supported at a particular pre-processing SINR. The spectral efficiency  at pre-processing SINR  at repetition number  with throughput of , bandwidth per user Wuser and BLER  can be written as:

Tput in our case is 0.256 Mbps and Wuser is 180 kHz. Note that BLER in the equation above is also a function of rep. Additionally, it should be noted that modulation order of 16 is simulated for the 1st repetition. BLER is output of LLS. The maximum supported spectral efficiency at a given pre-processing SINR can be calculated as:  

 has been plotted in Fig. 4 as pre-processing SINR is varied. Note that each pre-processing SINR corresponds to a percentile value from the CDF reported in Fig.3.  The maximum supported rate is  . 
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Figure 4: Maximum supported spectral efficiency for eMTC  mMTC

Based on the above rate at 1 percentile of pre-processing SINR (99th percentile of delay), we calculate the delay per user as per the procedure in [1]. We report the delay in Table 4. Average area over the 19 beams is considered for connection density calculation.
Additionally, based on inter-packet arrival time and system bandwidth, we report the connection density in Table 4. 
[bookmark: _Ref142315482]Table 4: Performance metrics for NTN eMTC
	Parameter
	Value

	Service Profile
	Full buffer

	FRF
	3

	1 percentile pre-processing SINR
	3.45 dB

	Inter-packet arrival time
	1 message/2 hours/device

	System Bandwidth (W)
	1.08 MHz

	99th Percentile Delay
	0.0027 s

	Connection Density
	11977 Devices/ km2



The connection density requirement according to [2] is 500 Devices/km2 and 99th percentile delay requirement is less than 10s. We see that both the requirements are met for the case of mMTC eMTC over NTN.
Proposal 2: Capture the evaluation assumptions in Table 3 and evaluation results in Table 4 in TR 37.911.
3.	Conclusions
Proposal 1: Capture the evaluation assumptions in Table 1 and evaluation results in Table 2 in TR 37.911.
Proposal 2: Capture the evaluation assumptions in Table 3 and evaluation results in Table 4 in TR 37.911.
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