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1. Introduction

In last meeting, the following agreements have been achieved [1].
Observation
Regarding ground truth label generation for AI/ML based positioning, multiple sources submitted evaluation results on the impact of ground truth label for training obtained by existing NR RAT-dependent positioning methods. Feasibility and performance benefit of utilizing ground truth label for training estimated by existing NR RAT-dependent positioning methods are observed.
· Source 1 ([R1-2304475]) evaluated in InF-DH {40%, 2, 2} and showed that AI/ML model can be trained with noisy labels along with the corresponding quality estimated by the legacy positioning methods, to improve positioning performance from 3.73m@90% (5k ideal label) to 1.72m @90% (5k ideal label + 20k noisy label). It also showed that the performance benefit compared to semi-supervised training of 2.78m @90% (5k ideal label + 20k unlabeled data). Note that training data weighting is used with label quality indicator.

· Source 2 ([R1-2305332]) evaluated in InF-DH {60%, 6, 2} and showed that the performance of direct AI/ML positioning with 1k clean labelled samples improves from 13.76m to 8.72m when considering additional 350 samples that are labelled using NR-RAT positioning method. Note that the label error is up to 3.5m.

· Source 3 ([R1-2305463]) evaluated in both InF-DH {60%, 6, 2} and InF-DH {40%, 2, 2} and showed performance loss when compared to all ideal label case. For example it showed in InF-DH {40%, 2, 2} the accuracy degrades from 0.39m @90% (100% ideal label) to 2.10m @90% (50% ideal label and 50% label obtained by existing DL-TDOA scheme). Note that noisy label is treated the same as ideal label in training.

Agreement
Regarding ground truth label generation for AI/ML based positioning, the following options of entity to generate ground truth label are identified when beneficial and necessary (e.g., limited PRU availability) 
· UE with estimated/known location generates ground truth label and corresponding label quality indicator

· based on non-NR and/or NR RAT-dependent and/or NR RAT-independent positioning methods

· At least for UE-based positioning with UE-side model (Case 1) and UE-assisted positioning with UE-side model (Case 2a)

· Network entity generates ground truth label and corresponding label quality indicator

· based on non-NR and/or NR RAT-dependent and/or NR RAT-independent positioning methods 

· At least for UE-assisted/LMF-based positioning with LMF-side model (Case 2b),  NG-RAN node assisted positioning with gNB-side model (Case 3a) and NG-RAN node assisted positioning with LMF-side model (Case 3b)

· Note: user data privacy needs to be preserved

Agreement
For assisted AI/ML positioning with UE-assisted (Case 2a) and NG-RAN node assisted positioning (Case 3a), at least the following types of model inference output are identified as candidates providing performance benefits

· Timing estimation

· FFS potential specification impact including details of report to LMF, e.g., time difference relative to a reference time, soft information report

· FFS applicability for DL-TDOA, UE/gNB RTT and UL-RTOA

· Note: the report to LMF is derived based on and maybe different from the model inference output

· LOS/NLOS indicator

· FFS potential specification impact (if any w.r.t. existing measurement report)

· FFS RSRPP

Agreement

Regarding AI/ML model monitoring for AI/ML based positioning, the following entities are identified as candidates to derive monitoring metric in addition to entities from previous agreement

· LMF for Case 2a (with UE-side model) and Case 3a (with gNB-side model) at least when monitoring is based on provided ground truth label (or its approximation)

Agreement

Regarding monitoring for AI/ML based positioning, at least the following monitoring methods with potential specification impact are identified

· Model monitoring based on provided ground truth label (or its approximation)

· Monitoring metric: statistics of the difference between model output and provided ground truth label

· FFS details of statistics

· For monitoring UE-side and gNB-side model

· signaling from monitoring entity to request ground truth label (if needed)

· signaling from monitoring entity to request model output (if needed)

· signaling for potential request/report of monitoring metric (if needed)

· Note: there may not be any specification impact

· For monitoring LMF-side model

· signaling from LMF to request measurement(s) (if needed)

· FFS applicability to each case (Case 1 to 3b)

· Model monitoring without ground truth label

· Monitoring metric: 

· FFS: statistics of measurement(s) compared to the statistics associated with the training data, statistics associated with the model output

· FFS details of statistics

· FFS details of what type of measurement(s)

· For monitoring UE-side and gNB-side model

· signaling from LMF to facilitate the monitoring entity to derive the monitoring metric (if needed)

· signaling from monitoring entity to request measurement(s) (if needed)

· signaling for potential request/report of monitoring metric (if needed)

· Note: there may not be any specification impact

· For monitoring LMF-side model

· signaling from LMF to request measurement(s) (if needed)

· FFS applicability to each case (Case 1 to 3b)

In this contribution, we will provide some discussions on AI/ML for positioning accuracy enhancement.
2. Discussions 
2.1 Model monitoring and update

Based on the discussions in last meeting, applicability to each case for model monitoring w/o ground truth label needs further study. For UE side AI/ML model monitoring (Case 1 and 2a), stable ground truth label in NLOS scenario is hard to achieve. The main method(s) for model monitoring should be based on statistics of measurement, relative displacement, inference output inconsistency, etc. When the distribution of multiple positioning results is unreasonable or the conditions for model operation is mismatched, UE can know that the current model is not work well. For gNB/LMF side AI/ML model monitoring (Case 2b/3a/3b), ground truth label could be achieved by PRU. Meanwhile, statistics of measurement, relative displacement, inference output inconsistency could also be used.
Proposal 1: For UE side AI/ML model monitoring (Case 1 and 2a), model monitoring without ground truth label could be considered as baseline.

Proposal 2: For gNB/LMF side AI/ML model monitoring (Case 2b/3a/3b), model monitoring w/o ground truth label could be considered.
2.2 Model transfer/delivery
There are some discussions on model transfer/delivery in last meeting, but no further consensus was achieved. The generalization capability of AI model is very important for positioning. AI/ML model for direct positioning is more sensitive to channel variation. The location of gNB and spatial consistency change will have great impact on positioning accuracy. This makes the AI-based direct positioning will mainly apply to the relatively stable environment, such as industrial scenarios. For such a relatively fixed environment, a large amount of labeled data should be collected for model training. NW could obtain relatively complete training data and accurate AI/ML model. However, it is difficult for a UE to obtain massive labeled data. Therefore, the main source of AI/ML model at UE side for direct positioning should be considered from NW.
Proposal 3: For UE-based positioning with UE-side model (case 1), AI/ML model delivery from NW should be considered.
2.3 Model/functionality identification
Applicable conditions for functionality and AI/ML model are discussed in last meeting. Proposal 1-3b provides a summary from different companies on applicable conditions [2]. It is important that the full list of candidate applicable conditions in SI phase and further specification of applicable conditions could be left for WI phase. Therefore, Proposal 1-3b could be agreed in this meeting.
Proposal 4: Proposal 1-3b in the summary of last meeting could be agreed in this meeting.
3. Conclusion
In summary, the following proposals are provided:
Proposal 1: For UE side AI/ML model monitoring (Case 1 and 2a), model monitoring without ground truth label could be considered as baseline.

Proposal 2: For gNB/LMF side AI/ML model monitoring (Case 2b/3a/3b), model monitoring w/o ground truth label could be considered.

Proposal 3: For UE-based positioning with UE-side model (case 1), AI/ML model delivery from NW should be considered.
Proposal 4: Proposal 1-3b in the summary of last meeting could be agreed in this meeting.
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