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1. Introduction

In last meeting, the following agreements have been achieved [1].
Agreement 

· Type 2 Joint training of the two-sided model at network side and UE side, respectively.

· Note: Joint training includes both simultaneous training and sequential training, in which the pros and cons could be discussed separately

· Note: Sequential training includes starting with UE side training, or starting with NW side training

Agreement

In CSI compression using two-sided model use case, for discussion of training collaboration type 1, 

· Create separate table with separate columns for both known model structure, and unknown model structure separately for NW-sided and UE-sided, respectively.

Agreement

In CSI compression using two-sided model use case, further study the necessity, complexity, overhead, latency and potential specification impact on ground truth CSI report for NW side data collection for model performance monitoring, including:   

· Scalar quantization for ground-truth CSI
· FFS: any processing applied to the ground-truth CSI before scalar quantization
· Codebook-based quantization for ground-truth CSI
· FFS: Parameter set enhancement of existing eType II codebook, based on evaluation results in 9.2.2.1

· RRC signaling and/or L1 signaling procedure to enable fast identification of AI/ML model performance

· Aperiodic/semi-persistent or periodic ground-truth CSI report.

Agreement
In CSI compression using two-sided model use case, for the study of UCI format, consider the legacy CSI reporting principle with CSI Part 1 and Part 2 as a starting point, where Part 1 has a network configured fixed size and Part 2 size is dynamic, determined by information in Part 1.

Agreement
In CSI compression using two-sided model use case, further study the feasibility of at least the following methods to support codebook subset restriction: 

· input-CSI-NW/output-CSI-UE is in angular-delay domain, beam restriction can be based on legacy SD basis vector-based input CSI in angular domain. 
· FFS amplitude restriction
· FFS if input-CSI-NW/output-CSI-UE is in spatial-frequency domain  

Agreement

In CSI compression using two-sided model use case, further study the applicability and potential specification impact for CSI configuration and report:  

· For network to indicate CSI reporting related information, gNB can indicate the UE with the one or more of following information: 

· Information indicating CSI payload size

· Information indicating quantization method/granularity.

· Rank restriction

· Other payload related aspects

· For UE determination/reporting of the actual CSI payload size, UE reports related information as configured by the NW  

Agreement
In CSI compression using two-sided model use case, further study feasibility and procedure to align the information that enables the UE to select a CSI generation model(s) compatible with the CSI reconstruction model(s) used by the gNB.  
In this contribution, we will provide some discussions on AI/ML for CSI feedback.
2. Discussions 
2.1 Training collaboration
In last meeting, there are intensive discussions on training collaboration comparison. The proposed observation 2-1-1 for Type 2 and Type 3 is listed as follow [2].
In CSI compression using two-sided model use case, the following table captures the pros/cons of training collaboration types 2 and type 3:  

	
      Training types

Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential
	NW first
	 UE first

	Whether model can be kept proprietary
	Yes
	Yes
	Yes (Note 2)  
	Yes (Note 2)

	Whether require privacy-sensitive dataset sharing
	No (Note 1)
	No (Note1)
	No (Note 1)
	No (Note 1)

	Flexibility to support cell/site/scenario/configuration specific model
	Difficult
	Difficult
	Semi-flexible.
	Semi-flexible. With assisted information signaling

	Whether gNB/device specific optimization is allowed
	Yes
	Yes
	Yes
	Yes

	Model update flexibility after deployment
	Not flexible

(note 3)
	Not flexible

(note 3)
	Semi-flexible

	Semi-flexible, with assisted information

(note 3)

	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	Infeasible
	Feasible
	Feasible

	Whether gNB can maintain/store a single/unified model for a CSI report configuration
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1

(Note 4)
	Pending evaluation in 9.2.2.1

(Note 5)

	Whether UE device can maintain/store a single/unified model for a CSI report configuration
	Pending evaluation in 9.2.2.1


	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1

(Note 5)
	Pending evaluation in 9.2.2.1

(Note 4)

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	No
	Support
	Support
	Support

	Extendibility: To train new NW-side model compatible with UE-side model in use
	No
	No
	Support
	Support

	Whether training data distribution can match the inference device
	Restricted

Conditional, with assisted information from UE 

Yes, to the extent needed

	Yes
	Conditional, with assisted information from UE

Yes, to the extent needed
(note 6)
	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	Compatible 
	Compatible
	Compatible
	Compatible

	Model performance based on evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1


We believe the proposed table provides a good comparison for training type 2 and type 3. Each row in the table provides the relative difficulty of implementing the same function through various training types. This comparison is basically clear based on existing discussions.
Proposal 1:  Proposed observation 2-1-1 in last meeting is agreeable. 

The case of training at UE/NW neutral site needs further discussion. Training at UE/NW neutral site should be discussed separately and in parallel with other training types. If we treat training at UE/NW neutral site as a special case of training type 1, it might cause some confusion since training does not happen at UE or NW. 
Proposal 2: Training at UE/NW neutral site could be considered as a separate training type and listed in another column for comparison.

Unknown model structure at UE followed by retraining at UE side is another case needs further discussion. This case could be recognized as a separate case in training type 1 or merges into training at NW with unknown structure at UE. For unknown model structure at UE, UE needs some extra operation for AI model deployment, i.e. retraining. If retraining for unknown structure is a typical operation, it is a natural choice that unknown model structure at UE followed by retraining at UE side is considered as a special case of training at NW with unknown structure at UE.
Proposal 3: Unknown model structure at UE followed by retraining at UE side could be considered as a special case of training at NW with unknown structure at UE.
2.2 Data collection

In order to support training type 3, dataset transfer/delivery over the air-interface should be considered. The main concern of dataset delivery over the air-interface is the size of training dataset and the related power consumption and air-interface overhead. For CSI compression, typical dataset for training includes several hundreds of K samples and the size of typical dataset is at the level of hundreds of megabytes. Frequent dataset transmission will bring significant overhead to air-interface transmission. To reduce the impact of dataset transmission, it is necessary to consider decomposing large datasets into multiple sub datasets for transmission. At the same time, in order to further reduce overhead, the format of the data sample also needs to be considered for compression, such as reducing the accuracy. When the update frequency of the dataset is low, such as per day, data size at the level of several megabytes per transmission could be carried out over air interface.
Proposal 4: In order to support training type 3, dataset transmission over air-interface could be considered. 

Proposal 5: The transmission of dataset should be based on multiple sub dataset package where data compression should also be considered. 
When proxy CSI reconstruction model is used at UE side to assist model monitoring or CQI calculation, the requirements on dataset for proxy CSI reconstruction model training should also be considered. When the training dataset is from gNB, dataset transmission for proxy CSI reconstruction model training could follow the process of dataset transmission of training type 3. 
Proposal 6: Dataset transmission for NW first training type 3 and proxy CSI reconstruction model at UE could multiplex the same process. 

2.3 Model monitoring, update

Intermediate KPI should be used for model monitoring. Both NW-side and UE-side monitoring should be considered. Especially, when UE-side has reconstruction part, there are more options for performance monitoring. For NW-side monitoring, periodical/non-periodical target CSI with realistic channel estimation feedback from UE could be considered. Considering the decision of two-side model updating/switching/fallback will be made by NW, NW-side monitoring should be considered as baseline for model monitoring. UE-side monitoring based on the output of the CSI reconstruction model at the UE-side or indicated by the NW from the network side could be considered as assistant. 

Proposal 7: NW-side monitoring target CSI with realistic channel estimation feedback from UE could be considered as baseline for AI/ML model monitoring. 

Proposal 8: UE-side monitoring based on the output of the CSI reconstruction model at the UE-side or indicated by the NW from the network side could be considered as assistant.

In addition to periodical/non-periodical target CSI with realistic channel estimation feedback from UE, existing CSI feedback scheme could also be considered for comparison. If the intermedia KPI of existing scheme is better than AI schemes, some follow up operation could be considered. 

2.4 Pairing of two-sided model
Regardless of the training type, model pairing is required between gNB and UE for CSI compression. According to the discussion in 9.2.1, the indication based on model ID can effectively solve the problem of two-sided model pairing. DCI based model ID indication can be considered as a baseline for two-sided model pairing. In addition to model pairing information, quantification methods and payload size could also be included.
Proposal 9: DCI based model ID indication could be used as baseline for two-side model pairing.
3. Conclusion
In summary, the following observations and proposals are provided:
Proposal 1:  Proposed observation 2-1-1 in last meeting is agreeable. 

Proposal 2: Training at UE/NW neutral site could be considered as a separate training type and listed in another column for comparison.

Proposal 3: Unknown model structure at UE followed by retraining at UE side could be considered as a special case of training at NW with unknown structure at UE.
Proposal 4: In order to support training type 3, dataset transmission over air-interface could be considered. 

Proposal 5: The transmission of dataset should be based on multiple sub dataset package where data compression should also be considered. 

Proposal 6: Dataset transmission for NW first training type 3 and proxy CSI reconstruction model at UE could multiplex the same process. 

Proposal 7: NW-side monitoring target CSI with realistic channel estimation feedback from UE could be considered as baseline for AI/ML model monitoring. 

Proposal 8: UE-side monitoring based on the output of the CSI reconstruction model at the UE-side or indicated by the NW from the network side could be considered as assistant.

Proposal 9: DCI based model ID indication could be used as baseline for two-side model pairing.
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