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1. Introduction

In last meeting, the following agreements have been achieved on general aspects [1].
Agreement
Consider at least the following aspects and if applicable, the corresponding potential specification impact related to data collection:
· Measurement configuration and reporting
· Contents, type and format of data including:
· Data related to model input
· Data related to ground truth 
· Quality of the data
· Other information
· Signaling of assistance information for categorizing the data
· Note: The study should consider the feasibility of disclosure of proprietary information
· Signaling for data collection procedure
· Note 1: Use-case specific details can be studied in respective agenda items
· Note 2: Signaling mechanism details can be studied by appropriate working groups.
Agreement
For model identification of UE-side or UE-part of two-sided models, categorize model identification types as follows, and further study relevant aspects, necessity, and specification impact (if any).

· Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signaling

· The model may be assigned with a model ID during the model identification, which may be referred/used in over-the-air signaling after model identification. 

· FFS: Spec impact to other WGs

· Type B: Model is identified via over-the-air signaling, 

· Type B1: 
· Model identification initiated by the UE, and NW assists the remaining steps (if any) of the model identification

· the model may be assigned with a model ID during the model identification
· FFS: details of steps

· Type B2: 
· Model identification initiated by the NW, and UE responds (if applicable) for the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps

· Note: The support and applicability of each model identification Type is a separate discussion. This study does not imply that model identification is necessary.
Agreement

For functionality/model-ID based LCM,
· Once functionalities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring.

Agreement

· Once models are identified, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.

· FFS: applicability to model identification, Type A, type B1 and type B2 

· FFS: Using a procedure other than UE capability report

· Note: model identification using capability report is not precluded for type B1 a
Agreement
Study how to handle the impact of UE’s internal conditions such as memory, battery, and other hardware limitations on functionality/model operations and AI/ML-enabled Feature.

Note: it does not preclude any existing solutions.
Agreement

Revise the following terminologies for model activation, model deactivation, and model switching as follows

	Model activation
	Enable an AI/ML model for a specific function AI/ML-enabled feature

	Model deactivation
	Disable an AI/ML model for a specific function AI/ML-enabled feature

	Model switching
	Deactivating a currently active AI/ML model and activating a different AI/ML model for a specific function AI/ML-enabled feature


Agreement
In model delivery/transfer Case z4, the “known model structure” means an exact model structure as has been previously identified between NW and UE and for which the UE has explicitly indicated its support.

In model delivery/transfer Case z5, the “unknown model structure” means any other model structure not covered in z4, including any model structure that is only partially known. 

Agreement

For the purpose of activation/selection/switching of UE-side models/UE-part of two-sided models /functionalities (if applicable), study necessity, feasibility and potential specification impact for methods to assess/monitor the applicability and expected performance of an inactive model/functionality, including the following examples:

· Assessment/Monitoring based on the additional conditions associated with the model/functionality

· Assessment/Monitoring based on input/output data distribution

· Assessment/Monitoring using the inactive model/functionality for monitoring purpose and measuring the inference accuracy

· Assessment/Monitoring based on past knowledge of the performance of the same model/functionality (e.g., based on other UEs)

FFS: Requirements for the assessment/monitoring to be reliable (e.g., sufficient data coverage during evaluation)

FFS: Additional aspects specific to the case where the inactive model has never been activated before, if any.

In this contribution, we will provide some discussions on general aspects of AI/ML based air interface design.
2. Discussions 
2.1 Data collection
RAN2 has send a LS [2] to RAN1 for some assistant information for data collection. The main content of LS includes some working assumptions requiring RAN1 confirmation (Part A) and information on data collection that requires RAN1 feedback (Part B). Considering the reply of LS will paly an important role for further study in RAN2, it is crucial that RAN1 should reply the LS in this meeting. 
As for the reply of LS, the two parts could be discussed separately. In part A, multiple assumptions in RAN2 are provided. All these working assumptions reflect the understand for data collection and could be confirmed. For the feedback of Part B, detail information is related to data content, typical data size (value or value range) of the identified data content, reporting type (e.g., periodic, event triggered, other) of the identified data content and typical latency requirement (value or value range) to transfer the identified data content. Considering the different requirements on data collection for model monitoring, training and inference, different table could be used to finalize the feedback. Table 1, 2 and 3 provide an example. For model monitoring and inference, the requirements on data collection are almost the same, while training data has weak demand on latency, but high demand on data size. 
Table 1 Data collection requirements on model training
	
	Data content
	Typical data size
	Reporting type
	Typical latency requirement

	CSI compression
	Eigenvector
	~10000 bits
	event triggered
	Non real time

	Beam prediction in spatial domain
	RSRP (set A/set B)
	~10000 bits
	event triggered
	Non real time

	Beam prediction in temporal domain
	RSRP (set A/set B)
	~10000 bits
	event triggered
	Non real time

	Direct AI/ML positioning
	Multipath Profile
	~10000 bits
	event triggered
	Non real time


Table 2 Data collection requirements on model monitoring
	
	Data content
	Typical data size
	Reporting type
	Typical latency requirement

	CSI compression
	Eigenvector
	~1000 bits
	periodic
	~100ms

	Beam prediction in spatial domain
	RSRP (set A/set B)
	~1000 bits
	periodic
	~100ms

	Beam prediction in temporal domain
	RSRP (set A/set B)
	~1000 bits
	periodic
	~100ms

	Direct AI/ML positioning
	Multipath Profile
	~1000 bits
	periodic
	~100ms


Table 3 Data collection requirements on model inference
	
	Data content
	Typical data size
	Reporting type
	Typical latency requirement

	CSI compression
	Eigenvector
	~1000 bits
	periodic
	~100ms

	Beam prediction in spatial domain
	RSRP (set A/set B)
	~1000 bits
	periodic
	~100ms

	Beam prediction in temporal domain
	RSRP (set A/set B)
	~1000 bits
	periodic
	~100ms

	Direct AI/ML positioning
	Multipath Profile
	~1000 bits
	periodic
	~100ms


Proposal 1: For the reply of LS from RAN2, confirm the assumptions in Part A and feedback separate table for the requirements on model training/inference/monitoring.
For different use cases, the requirements on data quality and frequency of data transmission are different. Based on some conclusions from RAN2, it is necessary to consider the combination of RRC signaling and L1 signaling for data collection. In principle, data transmission with high frequency and small data volume can be transmitted through L1 signaling, while data transmission with low frequency and large data volume can be considered based on RRC signaling. Small and frequent data transmission is more suitable for model monitoring. Large data transmission is more suitable for model training. Whether explicit standardization is needed on the purpose of data collection and transmission in specific signal design needs FFS. The construction of the dataset for training depends on implementation and the data used for model monitoring can also be considered as a dataset for model training. Therefore, the joint design of L1 and RRC signaling for data collection still needs more discussion.
Proposal 2: The joint design of L1 and RRC signaling for data collection still needs more discussion.
2.2 Functionality/model identification and methods of LCM
Relationship between functionality-based LCM and model-ID-based LCM needs further discussion. Functionality-based LCM and model-ID-based LCM could co-existence for non-overlapped application conditions. Especially for different AI/ML-enabled Feature functionality-based LCM and model-ID-based LCM could be used simultaneously. However, for the same application conditions for the same AI/ML-enabled Feature, it is not necessary to operate functionality-based LCM and model-ID based LCM simultaneously. 

Proposal 3: For the same application conditions for the same AI/ML-enabled Feature, it is not necessary to operate functionality-based LCM and model-ID based LCM simultaneously.

As for functionality-based LCM, multiple functionalities identification should be supported. In order to manage multiple functionalities, functionality ID based solution is discussed in last meeting and no consensus is achieved due to the ambiguity of functionality ID and model ID. When UE reports functionalities to NW with UE capacity, NW and UE should have a common understanding on the functionalities with functionality IDs or equivalent identification. For simplicity, functionality ID could be used as candidate to activate/deactivate/fallback/switch AI/ML functionalities.
Proposal 4: Functionality ID could be considered as candidate to identified functionality(s) for functionality-based LCM.
2.3 Model delivery and transfer
Proposal 7-21 in FL summary[3] has been discussed a lot in last meeting. The analysis for model transfer/delivery on the need/benefit, feasibility, and specification impact assessment are important. Some update could be considered for the comparison as follow.
	
	Benefits
	Challenges / requirements
	Potential specification impact 

	y
	-
	-
	-

	Z1
	B_y
	C_x
	S0

	Z2
	B_x, B_y
	C3, C5, C_x
	S0, [S1]

	Z3
	B_y
	C3, C4, C5, C_x
	S0, S1

	Z4
	B1, B4, B_x, B_y
	C3, C4, C5
	S0, S1

	Z5
	B1, B3, B4, B_x, B_y
	C3, C4, C5, C10, C11
	S0, S1, S2


Benefits (compared to Case y):

· B1: Shorter model parameter update timescale due to not without requiring offline quantization, compiling, and testing
· B3: Flexibility for model structure update without/with less offline co-engineering for two-sided models
· B4: Flexibility for model parameter update without/with less offline co-engineering for two-sided models
· B_x: Less difficulty for offline training dataset exchange/exposure  from network side to outside 3GPP network

· B_y: Smaller end to end model delivery latency  from model storage to UE and less requirement on user consent for delivering model in non-3GPP way or less requirement on device storage for storing models in device

Challenges and requirements:

· C1: Larger latency

· C2: Offline co-engineering efforts

· C3: Preservation of proprietary design

· Note: This may not be a concern if the model is widely known and does not involve any device-specific design decisions (such as number of layers, activation size, quantization, etc.) whose choice will constitute a design secret.

· C4: UE capability for accepting new parameters on an existing model structure, such as compiling (if needed), quantization, updating and running the model
· Note: This may not be a requirement for a properly implemented device with the flexibility to update the parameter of a model.

· C5: Lack of performance guarantee and testability of an updated model prior to deployment, compared to the baseline scenario of going through offline quantization, compiling, and testing of the updated model with the rest of the modem implementation.

· Note: This may not be a challenge if performance can be monitored /assessed after the model is deployed or RAN4 testing cases are properly designed. Proper implementation or alignment of quantization would also address this concern.

· C6: Specification effort for model delivery format for open format

· C7: Testability aspects

· C8: Lack of per cell or area optimization if dataset ID is not available

· C9: Full model optimization Potentially suboptimal performance of an updated model due to lack of testing fully developed modelmodel quantization optimization during training, compared to the baseline scenario of going through offline quantization, compiling, and testing of the updated model.

· C10: Device specific optimization of the model structure

· C11: Device capability of running an unknown model structure converting an unknown structure into executable format
· C_x: Longer model update timescale and more coordination between network side and UE side/neutral site when the model training location (or offline compiling location) and model storage location are not on the same side
Potential specification impact:

· S0: Specification related to model transfer

· S1: Specification of model format alignment for open-format model transfer
· Note: 3GPP has similar mechanisms specified in other WG.

· S2: Flexible UE capability mechanism beyond model ID-based approach for executing a model with unknown structure
Proposal 5: Proposed conclusion 7-21b in last meeting could be agreed with some update. 

3. Conclusion
In summary, the following proposals are provided:
Proposal 1: For the reply of LS from RAN2, confirm the assumptions in Part A and feedback separate table for the requirements on model training/inference/monitoring.

Proposal 2: The joint design of L1 and RRC signaling for data collection still needs more discussion.
Proposal 3: For the same application conditions for the same AI/ML-enabled Feature, it is not necessary to operate functionality-based LCM and model-ID based LCM simultaneously.

Proposal 4: Functionality ID could be considered as candidate to identified functionality(s) for functionality-based LCM.

Proposal 5: Proposed conclusion 7-21b in last meeting could be agreed with some update. 
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