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Introduction
During the RAN2 #122 meeting discussion on data collection, RAN2 made some working assumptions and requirements on data collection for AI/ML model training, inferencing and performance monitoring. RAN2 seek RAN1’s confirmation and additional information on the assumptions and requirements.  

In this paper, we discuss the detailed assumptions and requirements per use case. 
Discussion  
Part A: RAN2 Assumptions on data collection that require RAN1 confirmation.

Assumption 1:
RAN2 assumes that for the data collection in some scenarios (e.g., internal data up to implementation or the existing data are enough), possibly no RAN2 specification effort is needed in some scenarios, e.g. (not exhaustive):
· For model inference of the UE-sided model, input data for model inference is available inside the UE.
· For UE-side (real-time) monitoring of the UE-sided model, performance metrics are available inside the UE. UE can independently monitor a model's performance without any data input from NW.











Proposed response: There are scenarios where no RAN2 specification effort is needed. The scenario needs to be discussed case by case to identify potential specification impact. 

Assumption 2:
For the latency requirement of data collection, RAN2 assumes:
· For all types of offline model training (i.e., UE- /NW-/ two-sided model training), there is no latency requirement for data collection 
· For model inference, when required data comes from other entities, there is a latency requirement for data collection
· For (real-time) model monitoring, when required monitoring data (e.g., performance metric) comes from other entities, there is a latency requirement for data collection.











Proposed response: Agree.  

Assumption 3:
RAN2 assumes that the analysis/selection of the data collection frameworks should focus on the RRC_CONNECTED state (for both data generation and reporting). Analysis and potential enhancement of the non-connected state can be revisited when needed.







Proposed response: Agree. The data collection framework should enable offline training.  

Assumption 4:
For the data generation entity and termination entity deployed at different entities, RAN2 made the following assumptions:
· For CSI enhancement and beam management use cases:
· For model training, training data can be generated by UE/gNB and terminated at gNB/OAM/OTT server.
· For NW-sided model inference, input data can be generated by UE and terminated at gNB.
· For UE-side model inference, input data/assistance information can be generated by gNB and terminated at UE.
· For model monitoring at the NW side, performance metrics can be generated by UE and terminated at gNB.
· For positioning enhancement use case:
· For model training, training data can be generated by UE/gNB and terminated at LMF/OTT server.
· For NW-sided model inference, input data can be generated by UE/gNB and terminated at LMF and/or gNB.
· For UE-side model inference, input data/assistance information can be generated by LMF/gNB and terminated at the UE.
· For model monitoring at the NW side, performance metrics can be generated by UE/gNB and terminated at LMF.























Proposed response: 

The response is under the general assumption that offline training is the focus. We would like to clarify the meaning of “generation”, “termination” and “performance metrics” in performance monitoring for all use cases. Our interpretation is: 
· Generation means the entity that derive the monitoring metrics. 
· Termination means the entity that makes the decision.    
· Performance metrics means the KPI including intermediate KPI or eventual KPI. Generating the measurement samples used to calculate the KPI are not part of the question.  
We recommend the following modification in red: 

· For CSI enhancement and beam management use cases:
· For model training, training data can be generated by UE/gNB and terminated at gNB/OAM/OTT server.
· For NW-sided model inference, input data can be generated by UE and terminated at gNB. 
· For NW-part of two-sided model, the input data is generated by UE-part output of the two-sided model. 
· For UE-side model or UE part of two-sided model inference, input data can be generated by UE measurement of DL RS and assistance information can be generated by gNB and terminated at UE.
· For model monitoring at the NW side, performance metrics can be generated by gNB and terminated at gNB.
· For model monitoring at the UE side, performance metrics can be generated by UE and terminated at gNB.
· 
· For positioning enhancement use case:
· For model training, training data can be generated by UE/PRU/gNB and terminated at LMF/OTT server.
· For NW-sided model inference, input data assistance information such as label quality can be generated by UE/PRU/gNB and terminated at LMF and/or gNB.
· For UE-side model inference, input data/assistance information can be generated by LMF/gNB and terminated at the UE.
· For model monitoring at the NW side, performance metrics can be generated by UE/gNB/LMF and terminated at gNB/LMF. 
· For model monitoring at the UE side, performance metrics/assistance information can be generated by UE/gNB/LMF and terminated at UE.


Part B: Aspects of data collection that require RAN1 feedback/inputs
To facilitate the discussion on data collection in RAN2 for further progress, RAN2 would like RAN1 to provide feedback/inputs on the following essential aspects:
· Data content
· Typical data size (value or value range) of the identified data content
· Reporting type (e.g., periodic, event triggered, other) of the identified data content
· Typical latency requirement (value or value range) to transfer the identified data content










Proposed draft response: 

For CSI compression use case, the following aspects are considered: 

	
	Data content
	Typical data size
	Reporting type
	Latency requirement

	Offline training
	Target CSI for NW side training or NW-first in type 3 training. 
For type 3 training, separate training dataset delivery (note1). 
	Large. Data files consisted of many samples.   
	User plane or control plane via PUSCH 
	Large (hours or days)

	Inference
	CSI report
	50-600 bits depending on configurations
	UCI on PUSCH 
	Short (~ms)

	Performance monitoring 
	Target CSI from UE to NW for NW side performance monitoring 
	Assume eType 2 ParamConfig 8, ~600 bits
	Periodic, semi-persistent, aperiodic or event-triggered reporting

UCI on PUSCH, or RRC 
	Medium (configurable by NW, ~100ms)



Note 1: For type 3 sequential training, when NW-first training is used, the dataset includes UE-part model input (target CSI) and output data (latent space representation either before the quantization or after the quantization operation). When UE-first training is used, the dataset includes NW-part model input data (latent space representation either before the de-quantization or after the de-quantization operation) and output data (target CSI). 

For CSI prediction, the following aspects are considered:  


	
	Data content
	Typical data size
	Reporting type
	Latency requirement

	Offline training
	CSI measurement at UE side
	Large. Terminate at OTT server
	N/A
	N/A

	Inference
	CSI report
	50-600 bits 
	UCI on PUSCH 
	Short (~ms)

	Performance monitoring 
	CSI measurement at UE side
	N/A
	Event driven report 
	Medium 




For BM, the following aspects are considered: 


	 
	Data content
	Typical data size
	Reporting type
	Latency requirement

	Offline training
	“Set A” and “set B” measurements 
	Large, and depending on the targeted generalization performance
	For NW side training, the collected data is carried with user plane or control plane via PUSCH. 
	Large (hours or days)

	Inference
	Beam reporting
	70 ~ 280 bits for NW side inference
 
Several bits to tens of bits for UE side inference
	Periodic, semi-persistent, aperiodic, event-triggered reporting
 
	Short (~ ms)

	 
 
 
 
 
 
 
Performance monitoring 
	Beam reporting on set A/set B for NW side inference
	140 bits for BM Case-1 with 32 set A beams, 560 bits for BM Case-2 with 32 set A beams and for 4 occasions  for one sample, multiple samples may be needed.
	Periodic, semi-persistent, aperiodic reporting
 
 
	 
 
 
 
 
 
 
Medium (configurable by NW, ~100ms)

	
	performance metric/event for UE side inference.
	A few bits or more depending on the exact performance metric.
	Periodic, semi-persistent, aperiodic or event-triggered reporting
 
 
	




For positioning, the following aspects are considered: 
 
	 
	Data content
	Typical data size
	Reporting type
	Latency requirement

	Offline training
	Measurement: CIR, PDP, DP, L1-RSRP
 
Ground Truth (GT): 
Direct: Location
Assisted:  TOA, NOS/NLOS indication
 
Assistance information: GT quality, measurement quality
	Many samples: depends on input type and #TRPs, #taps etc.
	OTT, LPP, NRPPa
 
 
	Large

	Inference
	Measurement: CIR, PDP, DP, L1-RSRP
 
Assistance information: GT quality, measurement quality
	Limited number of bits for UE side inferencing and large number of bits for network side inferencing
	LPP, NRPPa
 
Periodic, aperiodic, semi-persistent or event driven based on application requirements
	Short (depending on application requirement)

	Performance monitoring 
	Measurement,
Ground truth, input statistics, output statistics,
Measurement/GT quality
	GT based monitoring: Limited number of bits for UE side inferencing and large number of bits for network side inferencing
 
Non-GT based monitoring: can be large amount of data
	LPP, NRPPa
 
Periodic, aperiodic, semi-persistent or event driven based on application requirements
	Short to medium


 

Conclusion
In this paper, we proposed draft reply LS to RAN2 on data collection framework assumptions and requirement. The proposals are: 

For part A: 

Proposed response to assumption 1: There are scenarios where no RAN2 specification effort is needed. The scenario needs to be discussed case by case to identify potential specification impact. 

Proposed response to assumption 2: Agree.  

Proposed response to assumption 3: Agree. The data collection framework should enable offline training.

Proposed response to assumption 4: We recommend the following modification in red: 

· For CSI enhancement and beam management use cases:
· For model training, training data can be generated by UE/gNB and terminated at gNB/OAM/OTT server.
· For NW-sided model inference, input data can be generated by UE and terminated at gNB. 
· For NW-part of two-sided model, the input data is generated by UE-part output of the two-sided model. 
· For UE-side model or UE part of two-sided model inference, input data can be generated by UE measurement of DL RS and assistance information can be generated by gNB and terminated at UE.
· For model monitoring at the NW side, performance metrics can be generated by gNB and terminated at gNB.
· For model monitoring at the UE side, performance metrics can be generated by UE and terminated at gNB.
· 
· For positioning enhancement use case:
· For model training, training data can be generated by UE/PRU/gNB and terminated at LMF/OTT server.
· For NW-sided model inference, input data assistance information such as label quality can be generated by UE/PRU/gNB and terminated at LMF and/or gNB.
· For UE-side model inference, input data/assistance information can be generated by LMF/gNB and terminated at the UE.
· For model monitoring at the NW side, performance metrics can be generated by UE/gNB/LMF and terminated at gNB/LMF. 
· For model monitoring at the UE side, performance metrics/assistance information can be generated by UE/gNB/LMF and terminated at UE.


For part B: 


Proposed draft response: 

For CSI compression use case, the following aspects are considered: 

	
	Data content
	Typical data size
	Reporting type
	Latency requirement

	Offline training
	Target CSI for NW side training or NW-first in type 3 training. 
For type 3 training, separate training dataset delivery (note1). 
	Large. Data files consisted of many samples.   
	User plane or control plane via PUSCH 
	Large (hours or days)

	Inference
	CSI report
	50-600 bits depending on configurations
	UCI on PUSCH 
	Short (~ms)

	Performance monitoring 
	Target CSI from UE to NW for NW side performance monitoring 
	Assume eType 2 ParamConfig 8, ~600 bits
	Periodic, semi-persistent, aperiodic or event-triggered reporting

UCI on PUSCH, or RRC 
	Medium (configurable by NW, ~100ms)



Note 1: For type 3 sequential training, when NW-first training is used, the dataset includes UE-part model input (target CSI) and output data (latent space representation either before the quantization or after the quantization operation). When UE-first training is used, the dataset includes NW-part model input data (latent space representation either before the de-quantization or after the de-quantization operation) and output data (target CSI). 

For CSI prediction, the following aspects are considered:  


	
	Data content
	Typical data size
	Reporting type
	Latency requirement

	Offline training
	CSI measurement at UE side
	Large. Terminate at OTT server
	N/A
	N/A

	Inference
	CSI report
	50-600 bits 
	UCI on PUSCH 
	Short (~ms)

	Performance monitoring 
	CSI measurement at UE side
	N/A
	Event driven report 
	Medium 




For BM, the following aspects are considered: 


	 
	Data content
	Typical data size
	Reporting type
	Latency requirement

	Offline training
	“Set A” and “set B” measurements 
	Large, and depending on the targeted generalization performance
	For NW side training, the collected data is carried with user plane or control plane via PUSCH. 
	Large (hours or days)

	Inference
	Beam reporting
	70 ~ 280 bits for NW side inference
 
Several bits to tens of bits for UE side inference
	Periodic, semi-persistent, aperiodic, event-triggered reporting
 
	Short (~ ms)

	 
 
 
 
 
 
 
Performance monitoring 
	Beam reporting on set A/set B for NW side inference
	140 bits for BM Case-1 with 32 set A beams, 560 bits for BM Case-2 with 32 set A beams and for 4 occasions  for one sample, multiple samples may be needed.
	Periodic, semi-persistent, aperiodic reporting
 
 
	 
 
 
 
 
 
 
Medium (configurable by NW, ~100ms)

	
	performance metric/event for UE side inference.
	A few bits or more depending on the exact performance metric.
	Periodic, semi-persistent, aperiodic or event-triggered reporting
 
 
	




For positioning, the following aspects are considered: 
 
	 
	Data content
	Typical data size
	Reporting type
	Latency requirement

	Offline training
	Measurement: CIR, PDP, DP, L1-RSRP
 
Ground Truth (GT): 
Direct: Location
Assisted:  TOA, NOS/NLOS indication
 
Assistance information: GT quality, measurement quality
	Many samples: depends on input type and #TRPs, #taps etc.
	OTT, LPP, NRPPa
 
 
	Large

	Inference
	Measurement: CIR, PDP, DP, L1-RSRP
 
Assistance information: GT quality, measurement quality
	Limited number of bits for UE side inferencing and large number of bits for network side inferencing
	LPP, NRPPa
 
Periodic, aperiodic, semi-persistent or event driven based on application requirements
	Short (depending on application requirement)

	Performance monitoring 
	Measurement,
Ground truth, input statistics, output statistics,
Measurement/GT quality
	GT based monitoring: Limited number of bits for UE side inferencing and large number of bits for network side inferencing
 
Non-GT based monitoring: can be large amount of data
	LPP, NRPPa
 
Periodic, aperiodic, semi-persistent or event driven based on application requirements
	Short to medium
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