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Introduction
In RAN#99 [1], a new SID was approved on IMT-2020 satellite radio interface evaluation. RAN1 is tasked with providing evaluations for different performance requirements as follows:
Detailed objectives of this study item include:
a) Complete all required submission templates as defined in Report ITU-R M.2514 [RAN ITU-R Ad-Hoc]
b) Provide self-evaluation results against technical performance requirements for eMBB-s as defined in Report ITU-R M.2514 [RAN ITU-R Ad-Hoc, RAN1, RAN2], including:
· Peak data rate
· Peak spectral efficiency
· User experienced data rate
· 5th percentile user spectral efficiency
· Average spectral efficiency
· Area traffic capacity
· Latency, including user plane latency and control plane latency
· Energy efficiency, including both network and device
· Mobility
· Mobility interruption time
c) Provide self-evaluation results against technical performance requirements for mMTC-s as defined in Report ITU-R M.2514 [RAN ITU-R Ad-Hoc, RAN1, RAN2], including:
· Connection density
d) Provide self-evaluation results against technical performance requirements for HRC-s as defined in Report ITU-R M.2514 [RAN ITU-R Ad-Hoc, RAN1, RAN2], including:
· Reliability
e) Provide self-evaluation results for other requirements (including bandwidth) as defined in Report ITU-R M.2514 [RAN ITU-R Ad-Hoc, RAN1, RAN2, RAN4].

In this contribution we provide SLS performance evaluation results for eMBB-s in Earth Moving Cells beam patterns with variable feederlink delay. Our focused KPIs will be within eMBB-s use case and as the following:
· User experienced data rate
· 5th percentile cell spectral efficiency
· Average cell spectral efficiency
· Mobility
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According to the agreed proposals in [2,3], the satellite/UE configurations, LOS probability of 100% and large/small scale channel model are the same as Rel-16 NTN calibration. The calibration cases 9 and 10 for LEO-600 with Set-1 satellite parameter set in TR 38.821 [4] can therefore be reused. Given that, companies have been encouraged to provide calibration curves aligned with TR 38.821 calibration case 9 or case 10 (depending on whether frequency reuse factor one or three is used) for system-level simulation. 
The following settings are used for performing the calibration:
[bookmark: _Ref139980940]Table 1: Calibration Settings
	Parameter
	Assumption

	Satellite
	600 km

	Satellite EIRP density
	34 dBW/MHz

	Satellite TX max gain
	30 dBi

	Cell diameter (nadir)
	50 km

	Carrier frequency
	2 GHz (S-band)

	UE Rx Antenna gain
	0 dBi

	Beam layout
	19 beams considering wrap-around mechanism (i.e., 61/127 beams for FR1/FR3)

	System bandwidth (DL)
	30 MHz

	Satellite antenna polarization
	Circular

	Channel model
	3GPP (TR38.881)

	Fast fading
	Disabled

	Slow fading
	Enabled

	UE measurement error (std dev)
	0 dB

	Propagation conditions
	Line-of-sight

	UE distribution
	At least, 10 UEs per cell (uniformly distributed)

	Further information in TR 38.821



Given the calibration settings Table 1, Figure 1 shows our calibration results for frequency reuse 1 in Figure 1.a and 1.b, and reuse 3 in Figure 1.c.
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	[bookmark: _Ref139979527]Figure 1.a: Coupling gain [dB] in case of frequency reuse 1
	Figure 1.b: Geometric SINR [dB] in case of frequency reuse 1
	Figure 1.c: Geometric SINR [dB] in case of frequency reuse 1 and 3



The results show the matching coupling gain and geometric SINR of our SLS scenario setup with other 3GPP companies results for both frequency reuse 1 and 3. Without loss of generality, in the remainder of this document we limit the performance evaluation results to frequency reuse 1.
Observation 1: The contributed results showing coupling gain and geometric SINR are well aligned with TR 38.821 calibration cases 9 and 10.
EMC System Level Simulation Evaluation
In this section we run a SLS simulation performance evaluation for Earth Moving Cell (EMC) NTN system scenario as show in Figure 2. The scenario consists of one LEO 600km satellite with 61 coverage beams. The inner 19 beams out 61 total beams will work as normal beams and accept users' connections, while the remaining outer beams will act as interferers carrying background load. Moreover, we simulate one GW/gNB ground station with variable feeder link delay with satellite movement.  
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	[bookmark: _Ref140479065]Figure 2: LEO-600 with 61 beams hexagonal layout. 19 inner beams are normal, while the rest act as interferers.


In order to make the above scenario setup in Figure 2 more realistic for EMC and to maintain the assumption of at least 10 UEs per cell, the right-hand side interferer cells are configured to act as normal cells for traffic generation, but the statics of these users are not included to the final statistics. This will create traffic in these neighbor cells which may potentially be handed over to the cells actually carrying traffic and contribute to the overall statistics (within the 19 normal cells) when satellite moves in time as shown in Figure 3.
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	[bookmark: _Ref142033813]Figure 3: LEO-600 with 61 beams hexagonal layout. 19 inner beams are normal, while the rest act as interferers.



Observation 2: For more realistic evaluation of EMC, user terminals have to be also dropped in the surrounding cells towards which the satellite is heading to guarantee continuity of evaluation criteria with UE and satellite movement. 
Table 2: Additional SLS configuration parameters for Quasi-earth fixed cells used on top of the parameters defined as part of Table 1
	Parameter
	Assumption

	SLS scenario 
	LEO 600 / Small / Band S
· Bandwidth: 30 Mhz
· Frequency: 2 GHz
· Propagation: FF, LOS, Depolarization Loss [-3dB], Measurement error std [-1.72dB]
· Cell diameter: 50 km

	Nr. Cells/Sat
	61 (4 tiers) – Normal cells: 19 Inner cells, rest interferer cells 

	User Terminal
	M,N,P = (1, 1, 2) 
with omni-directional antenna element

	Number of Calls (User terminals)
	Uniformly distributed users with 10 UEs per beam

	UE Drop Area
	50 x 50 km2 over each of the 19 inner cells and also over some of the interferer cells towards which the satellite is heading

	Mobility scheme
	Conventional CHO

	HARQ SAW Channels
	32

	Uplink
	Enabled

	Interferer DL Background load
	Interferer cells: [25%]

	Normal cells traffic model
	Full buffer (DL, UL)

	Bandwidth
	30 MHz for each of DL and UL streams*

	Bandwidth Efficiency
	96%

	Sim. Time
	8 secs (8*14000steps /sec = 112000 steps)

	Warm up
	140 steps

	UE measurement error (std dev)
	-1.72 dB

	Cell selection threshold
	-120 dBm

	Propagation conditions
	Line-of-sight

	UE distribution
	At least 10 UEs per cell (uniformly distributed)


*UL stream: we set the UL bandwidth for 30MHz with 96% bandwidth efficiency (160PRBS) however, the actual UL PRB usage is very low as our results show later.
Results
Geometric SINR 
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	[bookmark: _Ref142034734]Figure 4: Geometric SINR [dB]


Comparing the results in Figure 4 with calibration results in section 2, we see the effect of enabling fast fading which in general will lower the the Geometric SINR achieved values. 
Downlink and Uplink Effective SINR
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	[bookmark: _Ref142291996]Figure 5: Downlink Effective SINR [dB]
	[bookmark: _Ref142291999]Figure 6: Uplink Effective SINR [dB]



Figure 5 and Figure 6 present the downlink and uplink achieved SINR levels in dB, respectively. The results are for both use cases of static and 250 km/h user terminals. The following table highlights the mean, 5th percentile and 95th percentile values. 
Table 2: Effective SINR for DL and UL
	SINR        Case
	Downlink         (Static UEs)
	Downlink         (250 km/h UEs)
	Uplink         (Static UEs)
	Uplink         (250 km/h UEs)

	Mean SINR [dB]
	-1.49
	-1.47
	3.8
	3.43

	5th % SINR [dB]
	-4.38
	-4.58
	-8.68
	-8.39

	95th % SINR [dB]
	1.33
	1.32
	10.4
	10.4



Observation 3: User terminal speed of 250 km/h will have little to no effect on the system performance due to its low impact on SINR compared to satellite movement. 
Total load (data+Background) [PRBs]
Downlink Total Load
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	[bookmark: _Ref142295162]Figure 7: Downlink Total (data+Background) RBs Allocated per TTI [%]


The downlink resource usage is shown in Figure 7. From this it is seen that there will mainly be two types of cells, one interferer with only background load load of 25% resource usage, and the other is normal with full buffer load at 100% resource usage. Few cells show less than 100% but more than 25% background load resource usage and this is due to the fact that the satellite is moving, and some cells are experiencing UEs entering and departing the cells through calls/sessions starting and terminating as well as through handovers. 
Uplink Total Load
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	[bookmark: _Ref142040637][bookmark: _Ref142040630]Figure 8: Uplink Total (data+Background) RBs Allocated per TTI [%]


From Figure 8 it is seen that the maximum uplink PRBs usage is 3.75% of the total available of 160 PRBs. This actual usage (~6 PRBs) is mainly caused by limitations on the UE’s transmit power (UE is therefore using a very small PRB allocation). This information is used for the secptral efficiency calculations in next section. It is worth noting that since the uplink traffic is based on scheduled UEs suffering from TX power limitations, there is no artificial background load in the uplink.

Performance Statistics
For performance evaluation we present here the effective user throughput and the cell level spectral efficiency.
Effective Throughput: This KPI measures the net throughput over the air interface so that the idle times (i.e. buffer is empty) are excluded. This means that it does not directly depend on the traffic model. It also excludes the possible time what PDU may have spent in the higher layer buffers. So, effectively it measures the actual air interface throughput. The timer starts when L2 PDU is created from higher layer L3 PDU/SDU per request of the scheduler. The timer is stopped when the L2 PDU is received correctly at the receiver (so e.g. effect of HARQ retransmissions is taken into account, erroneous packets that the HARQ operation cannot recover are not contributing to the bits received).
Downlink throughput and spectral efficiency

	[image: ]
	[image: ]

	Figure 9: Downlink Mean Spectral Efficiency [Mbits/s/cell/MHz]
	Figure 10: Downlink Effective User Throughput [kbps]


In order to calculate the downlink 5th percentile spectral efficiency per cell, the downlink 5th percentile effective user throughput is extracted from simulation results and subsequently evaluated as:

Where  is the downlink 5th percentile effective user throughput in [Mbits/s],  is the downlink channel of 30 Mhz, and  is the average number of users per cell which is 10 in our case.
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	Figure 11: Downlink 5th Percentile Spectral Efficiency [Mbits/s/cell/MHz]


Observation 4: User speed of 250 km/h has marginal impact on the user’s performance in terms of DL throughput.
Uplink throughput and spectral efficiency
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	Figure 12: Uplink Mean Spectral Efficiency [Mbits/s/cell/MHz]
	Figure 13: Uplink Effective User Throughput [kbps]


In order to calculate the uplink 5th percentile spectral efficiency per cell, the uplink 5th percentile effective user throughput is correspondingly extracted from the simulation results and used for calculating the spectral efficiency as follows:

Where  is the 5th percentile effective user throughput in [Mbits/s],  is the actual uplink usage portion of the 30 Mhz channel which is ~6 PRBs (1.080 MHz) according to results in Figure 8, and  is the average number of users per cell which is 10 in our case. 
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	Figure 14: Uplink 5th Percentile Spectral Efficiency [Mbits/s/cell/MHz]



Mobility Statistics
In this subsection we look in some the mobility related statistics, mainly average handover and radio link failures count per user, and percentage of time spent in outage.
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	[bookmark: _Ref142297736]Figure 15: Distibution of The Number of Handovers Per Terminal
	[bookmark: _Ref142297869]Figure 16: Number of Radio Link Failures
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	[bookmark: _Ref142297840]Figure 17: Time of Stay in Outage and Bad Channel Conditions Per Cell [%]


Looking on some of the mobility statistics, we see from Figure 15, that the average handover count per user terminal is around 3 handovers as expected from our simulation layout. Some users may experience more handoversif they are located on the border between two cells and moves a long side the borders. From Figure 17 it is seen that some users may experience Time in Outage but from Figure 16 it is seen that these poor channels conditions for most cases will not lead to RLFs.

Conclusion
In this contribution we have presented our initial set of performance evaluation results for the IMT-2020 Satellite submission. We have provided a set of observations which are as follows:
Observation 1: The contributed results showing coupling gain and geometric SINR are well aligned with TR 38.821 calibration cases 9 and 10.
Observation 2: For more realistic evaluation of EMC, user terminals have to be also dropped in the surrounding cells towards which the satellite is heading to guarantee continuity of evaluation criteria with UE and satellite movement. 
Observation 3: User terminal speed of 250 km/h will have little to no effect on the system performance due to its low impact on SINR compared to satellite movement. 
Observation 4: User speed of 250 km/h has marginal impact on the user’s performance in terms of DL throughput.

Based on these observations we therefore propose the following:
Proposal 1: The evaluation results provided in this contribution are considered for inclusion to the evaluation results for the IMT-2020 Satellite evaluations.
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