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1. Introduction 
In RAN1#113 meeting [1], the following agreements have been approved.
	Agreement
Consider at least the following aspects and if applicable, the corresponding potential specification impact related to data collection:
· Measurement configuration and reporting
· Contents, type and format of data including:
· Data related to model input
· Data related to ground truth 
· Quality of the data
· Other information
· Signaling of assistance information for categorizing the data
· Note: The study should consider the feasibility of disclosure of proprietary information
· Signaling for data collection procedure
· Note 1: Use-case specific details can be studied in respective agenda items
· Note 2: Signaling mechanism details can be studied by appropriate working groups.


Agreement
For model identification of UE-side or UE-part of two-sided models, categorize model identification types as follows, and further study relevant aspects, necessity, and specification impact (if any).
· Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signaling
· The model may be assigned with a model ID during the model identification, which may be referred/used in over-the-air signaling after model identification. 
· FFS: Spec impact to other WGs
· Type B: Model is identified via over-the-air signaling, 
· Type B1: 
· Model identification initiated by the UE, and NW assists the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Type B2: 
· Model identification initiated by the NW, and UE responds (if applicable) for the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Note: The support and applicability of each model identification Type is a separate discussion. This study does not imply that model identification is necessary.

Agreement
For functionality/model-ID based LCM,
· Once functionalities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring.

Agreement
· Once models are identified, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.
· FFS: applicability to model identification, Type A, type B1 and type B2 
· FFS: Using a procedure other than UE capability report
· Note: model identification using capability report is not precluded for type B1 and type B2


Agreement
Study how to handle the impact of UE’s internal conditions such as memory, battery, and other hardware limitations on functionality/model operations and AI/ML-enabled Feature.
Note: it does not preclude any existing solutions.

Agreement
Revise the following terminologies for model activation, model deactivation, and model switching as follows
	Model activation
	Enable an AI/ML model for a specific function AI/ML-enabled feature

	Model deactivation
	Disable an AI/ML model for a specific function AI/ML-enabled feature

	Model switching
	Deactivating a currently active AI/ML model and activating a different AI/ML model for a specific function AI/ML-enabled feature



Agreement
In model delivery/transfer Case z4, the “known model structure” means an exact model structure as has been previously identified between NW and UE and for which the UE has explicitly indicated its support.
In model delivery/transfer Case z5, the “unknown model structure” means any other model structure not covered in z4, including any model structure that is only partially known. 

Agreement
For the purpose of activation/selection/switching of UE-side models/UE-part of two-sided models /functionalities (if applicable), study necessity, feasibility and potential specification impact for methods to assess/monitor the applicability and expected performance of an inactive model/functionality, including the following examples:
· Assessment/Monitoring based on the additional conditions associated with the model/functionality
· Assessment/Monitoring based on input/output data distribution
· Assessment/Monitoring using the inactive model/functionality for monitoring purpose and measuring the inference accuracy
· Assessment/Monitoring based on past knowledge of the performance of the same model/functionality (e.g., based on other UEs)
FFS: Requirements for the assessment/monitoring to be reliable (e.g., sufficient data coverage during evaluation)
FFS: Additional aspects specific to the case where the inactive model has never been activated before, if any.



In this contribution, we present our views on network-UE collaboration levels, model life cycle management, framework for AI/ML for air-interface, and evaluation methodology of AI/ML for air interface.
2. Network-UE collaboration levels
In RAN1#110bis-e meeting [3], the definitions of Level-y and Level-z were further discussed. 
	Working Assumption
· Define Level y-z boundary based on whether model delivery is transparent to 3gpp signalling over the air interface or not.
· Note: Other procedures than model transfer/delivery are decoupled with collaboration level y-z.
· Clarifying note: Level y includes cases without model delivery.



According to the definitions of model transfer and model delivery, model transfer means model delivery over the air interface. Hence, we think the working assumption can be confirmed.
Proposal 1: Confirm the working assumption on Level y-z boundary.
· Define Level y-z boundary based on whether model delivery is transparent to 3gpp signalling over the air interface or not.
· Note: Other procedures than model transfer/delivery are decoupled with collaboration level y-z.
· Clarifying note: Level y includes cases without model delivery.

3. Model life cycle management
Life cycle management (LCM) of AI/ML model is necessary for obtaining satisfactory performance by applying AI/ML model, and several components of LCM have been discussed in the last meeting. 
3.1 Data collection
Data collection is needed for model training, model inference, and model monitoring. For different purposes, the requirements and mechanisms for data collection can be different. 
In last meeting [1], it was agreed to study potential specification impact on signaling of assistance information for categorizing the data. 
	Agreement
Consider at least the following aspects and if applicable, the corresponding potential specification impact related to data collection:
· Measurement configuration and reporting
· Contents, type and format of data including:
· Data related to model input
· Data related to ground truth 
· Quality of the data
· Other information
· Signaling of assistance information for categorizing the data
· Note: The study should consider the feasibility of disclosure of proprietary information
· Signaling for data collection procedure
· Note 1: Use-case specific details can be studied in respective agenda items
· Note 2: Signaling mechanism details can be studied by appropriate working groups.



To develop scenario-/configuration/site-specific models, the scenario-/configuration/site-specific datasets are the perquisite. How to construct the dataset and inform the related information should be discussed. One potential way is to associate the dataset with a specific scenario/configuration/site, and the association can be informed to UE by 3GPP signaling.
Proposal 2: To enable the development of a set of specific models, study the way to associate the dataset with a specific scenario/configuration/site.
For different purposes in LCM, the requirements and mechanisms for data collection can be different. In the initial model training phase without fine-tuning, a dataset with huge size and high accuracy may be needed. This dataset can be a mixed dataset with several sub datasets generated under different scenarios, depending on the requirements on generalization performance. One dataset can be used for multiple usages, like model update and model monitoring. The AI/ML model could firstly use the dataset to check the performance of itself, and then the same dataset can be reused for updating (fine-tuning) this AI/ML model to improve inference performance. The collection of dataset could be periodic performed or triggered by gNB or UE, also dataset collection via broadcast is also possible, depending on the latency requirement. Taking beam management use case as an example, gNB may transmit lots of RS to assist model monitoring, which requires a large amount of RS resource. If different UEs request beam measurement at different time, and gNB response all these requests without any condition, the total RS consumption may cancel out the AI/ML model’s benefit on overhead reduction. To resolve this issue, gNB could transmit the RS only if the number of UE requests is larger than a threshold or the time intervals from last RS transmission to first measurement request reaches a limitation, rather than every time UE request.
Proposal 3: To further improve the system performance, study the mechanism to reduce overhead of data collection in LCM.

3.2 Model identification and model-ID-based LCM
As for the methods or types of model identification, we have the following agreement in previous meeting [1]:
	Agreement
For model identification of UE-side or UE-part of two-sided models, categorize model identification types as follows, and further study relevant aspects, necessity, and specification impact (if any).
· Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signaling
· The model may be assigned with a model ID during the model identification, which may be referred/used in over-the-air signaling after model identification. 
· FFS: Spec impact to other WGs
· Type B: Model is identified via over-the-air signaling, 
· Type B1: 
· Model identification initiated by the UE, and NW assists the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Type B2: 
· Model identification initiated by the NW, and UE responds (if applicable) for the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Note: The support and applicability of each model identification Type is a separate discussion. This study does not imply that model identification is necessary.



Model identification is the process of identifying an AI/ML model for the common understanding between the NW and the UE. In our mind, the motivation of model identification is to align the understanding between the NW and the UE when referring to an AI/ML model or AI/ML functionality. 
For Type B1, if the UE-sided model or UE-part model is trained by UE side, the approach of model identification may include the following steps.
Step1: UE reports the model existence and related model description to NW.
Step2: NW assign an ID to each AI/ML model.
If model inference is performed at UE side and model training is performed at NW side, model identification and model delivery can be integrated into one procedure, since NW can provide model ID, model description along with model structure and parameters to UE. Based on the model ID provided or assigned by the NW, model-ID-based LCM procedure can be used.
The model description information may include the following aspects:
· The functionality of model
· Model applicability scenarios, configurations
· Information on model input
· Information on model output
· Information on assistance information
For the above several kinds of model description information, the functionality of model should be mandatorily provided during identification, to make sure network understand which sub use case(s) this model can be applied to. And whether the model applicability scenarios/configurations are needed or not may be related to the generalization of this model, for the model with well generalization capability, this description information may not be needed. For the model input, in some case, like the generation part for CSI compression sub use case, the model input is related to the UE implementation and does not need standardization. As for the model output and the necessary assistance information of the model, whether and how to provide them is much related to their functionality and can be discussed in each sub use case.
Proposal 4: For model identification Type B1, it may include the following steps.
Step1: UE reports the model existence and related model description to NW.
Step2: NW assign an ID to each AI/ML model.

Proposal 5: For the model description information during model identification, the following aspects could be considered:
· [bookmark: _Hlk142406891]The functionality of model
· Model applicability scenarios, configurations
· Information on model input
· Information on model output
· Information on assistance information

3.3 Functionality identification and Functionality based LCM
For functional identification, UE shall report the AI/ML functionality related information to NW. One issue is what is the relation between model identification and functionality identification. Based on the above analysis of model identification, model functionality information shall be shared between UE and NW. In this sense, functionality identification and model identification performed simultaneously. If only functionality identification is performed, to facilitate functionality-based LCM procedure, individual functionality ID may still be needed. For example, UE may support several AI/ML functionalities, to facilitate model activation/deactivation/switch for a certain AI/ML functionality, the functionality ID can be used to indicate the model functionality. For UE-sided model or UE-part model, if one model or several models with the same functionality are trained by UE side, UE can report the functionality existence and related description to NW, and NW assign the functionality ID to UE. The related description reported by UE may include the following aspects:
· [bookmark: _Hlk126757664]Applicability scenarios, configurations of models for the functionality
· Information on model input type(s)
· Information on model output type(s)
· Information on assistance information
For the model input/output type(s), if UE trained multiple AI/ML models for the functionality, the model input/output for each AI/ML model may be different, and all the supported input/output type(s) for the functionality may need to be reported. If model inference is performed at UE side and model training is performed at NW side, it is more nature to perform model identification along with model delivery, whether functionality identification is proper to such case should be further discussed.
Proposal 6: For functionality identification, the functionality ID can be assigned by the network to facilitate functionality-based LCM procedure.  
Proposal 7: For the description information during functionality identification, the following aspects could be considered:
· Applicability scenarios, configurations of models for the functionality
· Information on model input type(s)
· Information on model output type(s)
· Information on assistance information

As for the meaning of the functionality, we have the following agreement in previous meeting [2]:
	Agreement
· For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.
· FFS: Signaling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities
· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
· FFS: Other aspects that may constitute Functionality
· FFS: which aspects should be specified as conditions of a Feature/FG available for functionality will be discussed in each sub-use-case agenda.
· For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models:
· model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.
· FFS: Which aspects should be considered as additional conditions, and how to include them into model description information during model identification will be discussed in each sub-use-case agenda.
· FFS: Relationship between functionality and model, e.g., whether a model may be identified referring to functionality(s).
· FFS: relationship between functionality-based LCM and model-ID-based LCM
· Note: Applicability of functionality-based LCM and model-ID-based LCM is a separate discussion.



We think functionality identification is based on the UE capability UE reported and the associated applicable conditions for each functionality. The functionality is identified based on the conditions indicated by UE.
As for the NW capability and NW’s interest, we think it is the next level behaviour after functionality identification. NW could indicate the exact Feature/FG by configure some configuration(s) considering the identified functionalities and NW’s capabilities.
Proposal 8: Functionality identification is based on the UE capability UE reported and the associated applicable conditions for each functionality.

Regarding the behaviour after functionality identification, we have the following agreement [2]:
	Agreement
· [bookmark: _Hlk134703211]Study necessity, mechanisms, after functionality identification, for UE to report updates on applicable functionality(es) among [configured/identified] functionality(es), where the applicable functionalities may be a subset of all [configured/identified] functionalities.
· Study necessity, mechanisms, after model identification, for UE to report updates on applicable UE part/UE-side model(s), where the applicable models may be a subset of all identified models.



There might be two ways to interpret the meaning of configured functionalities:
· Alt 1: The meaning of “configured functionalities” is the same as “identified functionalities”. As “functionality identification” already reflects NW capability/interest, so “identified functionalities” refers to what NW configures to UE.
· [bookmark: _Hlk134703088]Alt 2: “Configured functionalities” is a subset of “identified functionalities”, as “identified functionalities” refers to what NW could potentially configure to UE (i.e., intersection of conditions indicated by UE capability and NW’s capability), and “configured functionalities” refers to what NW actually configures (e.g., via RRC) to UE as a subset of “identified functionalities” (i.e., intersection of conditions indicated by UE capability, NW’s capability, and NW’s interest).
We think the understanding in Alt 2 is much aligned with the basic principles of functionality identification process. Actually, the identified functionalities are the configurable functionalities based on UE’s applicable conditions and/or UE’s understanding of NW’s conditions. And then NW will configure the exact configuration(s) based on UE’s indicated conditions and NW’s capability or “NW’s interest”.
[bookmark: _Hlk134703264]However, unlike traditional UE capability reporting process in a very static manner, for functionality identification, UE could report the updates on the identified functionality(es) in a more dynamic manner than UE capability report, if the applicable conditions have been changed over time.
Proposal 9: Configured functionalities is a subset of identified functionalities, as identified functionalities refers to what NW could potentially configure to UE, and configured functionalities refers to what NW actually configures to UE as a subset of identified functionalities.
Proposal 10: UE could report the updates on the identified functionality(es) in a more dynamic manner than UE capability report.

3.4 Model selection, activation, deactivation, switching
It was agreed that for UE-sided models and two-sided models, the decision for model selection/switching/activation/deactivation can be made by the network or the UE. For mechanism that make decision by the UE, one option is UE-autonomous, and UE’s decision is not reported to the network. We think this mechanism is not reasonable. The operation between UE and network should be aligned. Take AI-based beam management as an example, if UE-sided model is used for DL Tx beam prediction, the beam reporting quantity can be different from that of the legacy beam reporting. If the AI/ML model is deactivated by UE, the network and UE should align the beam reporting accordingly. We think UE can report the decision to the network, and the decision can be applied after UE receiving the acknowledgement from the network. The signaling to report the decision and the acknowledgement to UE’s decision can be based on RRC or MAC-CE signaling.
Proposal 11: For the mechanism of model selection, activation, deactivation, switching, and fallback, if the decision is made by UE, UE’s decision should be reported to the network. 

3.5 Model monitoring
The goal of model monitoring is to evaluate the performance of the AI/ML model based on the defined metrics. The metrics can be directly or indirectly related to the AI/ML model performance and can be different for each use case. Based on the results of the model monitoring, model updating/switching/activation/deactivation/fallback operations may be triggered. For UE-sided AI/ML model, the following model monitoring mechanisms have been agreed in AI 9.2.3.2.
	Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the following alternatives for model monitoring with potential down-selection: 
· Atl1. UE-side Model monitoring
· UE monitors the performance metric(s) 
· UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
· Atl2. NW-side Model monitoring
· NW monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
· Alt3. Hybrid model monitoring
· UE monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation


These mechanisms can also be used for other UE-sided AI/ML models. For NW-side AI/ML model, it is natural that the AI/ML model is controlled by the network, and hence NW-side model monitoring can be considered.
Proposal 12: For NW-sided AI/ML model, study the following mechanism for model monitoring
· Atl1. NW-side Model monitoring
· NW monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation

3.6 Model transfer and model delivery
In RAN1#112, #113 meeting [4] [1], we have the following agreements regarding different categories of model delivery/transfer:
	Agreement
To facilitate the discussion, consider at least the following Cases for model delivery/transfer to UE, training location, and model delivery/transfer format combinations for UE-side models and UE-part of two-sided models. 

	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top
	Outside 3gpp Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format
	3GPP Network
	NW-side

	z3
	model transfer in open format
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE
	3GPP Network
	NW-side



Note: The Case definition is only for the purpose of facilitating discussion and does not imply applicability, feasibility, entity mapping, architecture, signalling nor any prioritization.
Note: The Case definition is NOT intended to introduce sub-levels of Level z.
Note: Other cases may be included further upon interest from companies.
FFS: Z4 and Z5 boundary 

Agreement
In model delivery/transfer Case z4, the “known model structure” means an exact model structure as has been previously identified between NW and UE and for which the UE has explicitly indicated its support.
In model delivery/transfer Case z5, the “unknown model structure” means any other model structure not covered in z4, including any model structure that is only partially known. 



For model transfer Case z3, z4 and z5, the model is transferred in open format over the air interface, we think the details of open format of AI model haven’t been discussed well in current Rel-18 SI. So, model delivery/transfer Case y, z1 and z2 should be prioritized in Rel-18, and case z4 and z5 could be further studied later.
Proposal 13: Model delivery/transfer Case y, z1 and z2 should be prioritized in Rel-18.

3.7 UE capability
For AI-related UE capability, it may include the capability of training, power, computation, storage, and so on. How to define and report the corresponding capability should be studied. From the reported UE capability, the network can decide whether an AI/ML model or a set of AI/ML models can be simultaneously employed at the UE side and whether the AI/ML model can be updated/fine-tuned by the UE. 
[bookmark: _Hlk115182723]Proposal 14: For AI-related UE capability, how to define and report the capability of training, power, computation, storage should be studied.

4. Considerations on evaluation methodology of AI/ML for air interface
The performance of AI/ML model relates to many factors, including the data sets, the architecture of the model, the training method, the optimization of hyper parameters, etc. For fair comparison with traditional schemes, the evaluation methodology for AI/ML based schemes should be studied.
4.1 Common data set
Unlike traditional algorithms used in wireless communication, artificial intelligence/machine learning is a data-based science. The data is used for nearly all the stages of AI/ML, including model training, model inference, model updating and model monitoring. The construction of data set is essential for AI/ML for air interface.
For each use case, the evaluation assumptions for constructing the dataset for training, validation and test has been discussed in the corresponding agenda. Besides, we think a common data set for each selected use case should be encouraged to be constructed. The common dataset can be uploaded to 3GPP web or a third-party web site in a proper way and each company could download it for evaluation and cross-checking of performance. The common data set could come from some companies’ input. Moreover, there might need some criteria to assess the validity and sufficiency of common data set. 
Proposal 15: A common data set for each use case could be encouraged to be constructed for evaluation and cross-checking of performance.

4.2 KPIs and requirements
In RAN1#110 meeting, an initial list of common KPIs has been listed for evaluating performance benefits of AI/ML. In this list, the generalization performance has been listed as a performance KPI for AI/ML based method. The generalization capability is to verify whether a model trained under a certain assumption can be applied well under different assumptions. The different assumptions may be different scenarios (e.g., Uma, Umi) or different configurations (e.g., different bandwidth, different number of antenna ports).
To improve the practical application of AI/ML based method, the AI model should be applicable to different configurations / scenarios. One possible way is to train and storage configuration / scenario specific model, however, the training and memory storage cost may be unacceptable. Therefore, the generalization of the AI model over different configurations/scenarios should be studied. When comparing the performance with baseline, instead of evaluating the performance under one single configuration/scenario, the average performance under multiple configurations/ scenarios should be evaluated. 
[bookmark: _Hlk115272894]On the other hand, the performance loss of intermediate or eventual performance KPIs using configurations / scenarios-common models over configurations/scenarios-specific models can also be adopted as the metric for evaluating the generalization performance.
Proposal 16: The average performance under multiple configurations / scenarios should be evaluated to evaluate the generalization capability of AI/ML model.
Proposal 17: The performance loss of intermediate or eventual performance KPIs using configurations / scenarios-common models over configurations / scenarios-specific models can also be adopted as the metric for evaluating the generalization performance.
[bookmark: _Hlk115274323][bookmark: _Hlk115274357]In addition, the overhead of model delivery/transfer is also adopted as one part of over-the-air overhead. In our view, it is more related to the detailed model delivery formats. For instance, if the model is transferred using network/UE specific format, the specific format will impact on the overhead of model delivery/transfer. And if the model is transferred with a standard format, like ONNX, the overhead might be different from that of network/UE specific format. Besides, the information for delivery is also an important factor of model delivery overhead, i.e., whether both model structure and model parameters or only either one of them need be transferred will influence the model delivery overhead. In the initial phase, the model size can be simply adopted as one representative KPI to evaluate the overhead of model delivery/transfer.
Proposal 18: The model size can be adopted as one representative KPI to evaluate the overhead of model delivery/transfer.
Another open issue in RAN1#110 meeting is whether and how to evaluate the inference latency of AI/ML model. Inference latency is not only related to the model complexity, but also related to the hardware platform. In our view, it is difficult to evaluate the inference latency using a mathematical method. We think some representative chipset(s) can be selected to assess the inference latency of AI/ML model, both numerical calculation and prototype experiments method can be considered.
Proposal 19: The inference latency can be adopted as one common KPI when evaluating the performance of AI/ML model.
[bookmark: _Hlk118320340]In RAN1#110bis e-meeting, the LCM related complexity and storage overhead are additionally adopted as common KPIs to evaluate the benefits of AI/ML. In our view, the calculation of the storage and computation for model monitoring is much related to the monitoring metrics/methods. For example, when the monitoring metric/method is the input or output data-based monitoring, such as data drift between training dataset and observed dataset or out-of-distribution detection, this kind of monitoring methods usually need large number of data samples to perform data drift or out-of-distribution detection. It will bring extra overhead of storing these data and extra complexity to compute the input or output data based KPIs for model monitoring.
Proposal 20: When the performance monitoring metric/method is the input or output data-based monitoring method, such as data drift between training dataset and observed dataset or out-of-distribution detection, the overhead of storing these data and the complexity to compute the input or output data-based KPIs need to be considered.

5. Conclusion

Proposal 1: Confirm the working assumption on Level y-z boundary.
· Define Level y-z boundary based on whether model delivery is transparent to 3gpp signalling over the air interface or not.
· Note: Other procedures than model transfer/delivery are decoupled with collaboration level y-z.
· Clarifying note: Level y includes cases without model delivery.
Proposal 2: To enable the development of a set of specific models, study the way to associate the dataset with a specific scenario/configuration/site.
Proposal 3: To further improve the system performance, study the mechanism to reduce overhead of data collection in LCM.
Proposal 4: For model identification Type B1, it may include the following steps.
Step1: UE reports the model existence and related model description to NW.
Step2: NW assign an ID to each AI/ML model.

Proposal 5: For the model description information during model identification, the following aspects could be considered:
· The functionality of model
· Model applicability scenarios, configurations
· Information on model input
· Information on model output
· Information on assistance information
Proposal 6: For functionality identification, the functionality ID can be assigned by the network to facilitate functionality-based LCM procedure.  
Proposal 7: For the description information during functionality identification, the following aspects could be considered:
· Applicability scenarios, configurations of models for the functionality
· Information on model input type(s)
· Information on model output type(s)
· Information on assistance information

Proposal 8: Functionality identification is based on the UE capability UE reported and the associated applicable conditions for each functionality.
Proposal 9: Configured functionalities is a subset of identified functionalities, as identified functionalities refers to what NW could potentially configure to UE, and configured functionalities refers to what NW actually configures to UE as a subset of identified functionalities.
Proposal 10: UE could report the updates on the identified functionality(es) in a more dynamic manner than UE capability report.
Proposal 11: For the mechanism of model selection, activation, deactivation, switching, and fallback, if the decision is made by UE, UE’s decision should be reported to the network. 
Proposal 12: For NW-sided AI/ML model, study the following mechanism for model monitoring
· Atl1. NW-side Model monitoring
· NW monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation

Proposal 13: Model delivery/transfer Case y, z1 and z2 should be prioritized in Rel-18.
Proposal 14: For AI-related UE capability, how to define and report the capability of training, power, computation, storage should be studied.
Proposal 15: A common data set for each use case could be encouraged to be constructed for evaluation and cross-checking of performance.
Proposal 16: The average performance under multiple configurations / scenarios should be evaluated to evaluate the generalization capability of AI/ML model.
Proposal 17: The performance loss of intermediate or eventual performance KPIs using configurations / scenarios-common models over configurations / scenarios-specific models can also be adopted as the metric for evaluating the generalization performance.
Proposal 18: The model size can be adopted as one representative KPI to evaluate the overhead of model delivery/transfer.
Proposal 19: The inference latency can be adopted as one common KPI when evaluating the performance of AI/ML model.
Proposal 20: When the performance monitoring metric/method is the input or output data-based monitoring method, such as data drift between training dataset and observed dataset or out-of-distribution detection, the overhead of storing these data and the complexity to compute the input or output data-based KPIs need to be considered.
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