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Introduction
In RAN1 #113, the following agreements on general aspects of AI/ML Framework have been achieved.
	Agreement
Consider at least the following aspects and if applicable, the corresponding potential specification impact related to data collection:
· Measurement configuration and reporting
· Contents, type and format of data including:
· Data related to model input
· Data related to ground truth 
· Quality of the data
· Other information
· Signaling of assistance information for categorizing the data
· Note: The study should consider the feasibility of disclosure of proprietary information
· Signaling for data collection procedure
· Note 1: Use-case specific details can be studied in respective agenda items
· Note 2: Signaling mechanism details can be studied by appropriate working groups.


Agreement
For model identification of UE-side or UE-part of two-sided models, categorize model identification types as follows, and further study relevant aspects, necessity, and specification impact (if any).
· Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signaling
· The model may be assigned with a model ID during the model identification, which may be referred/used in over-the-air signaling after model identification. 
· FFS: Spec impact to other WGs
· Type B: Model is identified via over-the-air signaling, 
· Type B1: 
· Model identification initiated by the UE, and NW assists the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Type B2: 
· Model identification initiated by the NW, and UE responds (if applicable) for the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Note: The support and applicability of each model identification Type is a separate discussion. This study does not imply that model identification is necessary.

Agreement
For functionality/model-ID based LCM,
· Once functionalities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring.

Agreement
· Once models are identified, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.
· FFS: applicability to model identification, Type A, type B1 and type B2 
· FFS: Using a procedure other than UE capability report
· Note: model identification using capability report is not precluded for type B1 and type B2


Agreement
Study how to handle the impact of UE’s internal conditions such as memory, battery, and other hardware limitations on functionality/model operations and AI/ML-enabled Feature.
Note: it does not preclude any existing solutions.

Agreement
Revise the following terminologies for model activation, model deactivation, and model switching as follows
	Model activation
	Enable an AI/ML model for a specific function AI/ML-enabled feature

	Model deactivation
	Disable an AI/ML model for a specific function AI/ML-enabled feature

	Model switching
	Deactivating a currently active AI/ML model and activating a different AI/ML model for a specific function AI/ML-enabled feature



Agreement
In model delivery/transfer Case z4, the “known model structure” means an exact model structure as has been previously identified between NW and UE and for which the UE has explicitly indicated its support.
In model delivery/transfer Case z5, the “unknown model structure” means any other model structure not covered in z4, including any model structure that is only partially known. 

Agreement
For the purpose of activation/selection/switching of UE-side models/UE-part of two-sided models /functionalities (if applicable), study necessity, feasibility and potential specification impact for methods to assess/monitor the applicability and expected performance of an inactive model/functionality, including the following examples:
· Assessment/Monitoring based on the additional conditions associated with the model/functionality
· Assessment/Monitoring based on input/output data distribution
· Assessment/Monitoring using the inactive model/functionality for monitoring purpose and measuring the inference accuracy
· Assessment/Monitoring based on past knowledge of the performance of the same model/functionality (e.g., based on other UEs)
FFS: Requirements for the assessment/monitoring to be reliable (e.g., sufficient data coverage during evaluation)
FFS: Additional aspects specific to the case where the inactive model has never been activated before, if any.




In this contribution, we provide some discussion on general aspects of AI/ML framework.
Discussion
Model inference operation
For 1-side mode, there can be two cases: one is that the model inference is in the same side as the model training; the other is that the model inference is in a different side from the model training. For the second case, AI/ML model transfer could be necessary, which could require more overhead compared to the first case. Thus, Rel-18 should focus on the first case. For 2-side mode, the model inference should be performed in both NW and UE sides separately. There should be no other cases.
Another aspect for model inference operation is to consider the UE complexity for parallel model inference. A UE may be configured with multiple reports for one or more than one use cases simultaneously. For example, a UE may be configured with multiple ML based CSI reports based on different CMRs, which requires the UE to perform the model inference operation simultaneously. Further, a UE may also be configured to perform ML based CSI report and ML based beam report. Thus, parallel model inference for the same or different AI/ML models should be studied.
Proposal 1: For 1-side mode, Rel-18 should focus on the scenario that the model inference and training are in the same side.
Proposal 2: Study parallel model inference based on the same or different AI/ML models.

Model selection/activation/deactivation/switching/fallback operation 
The model selection/switching should be applicable to the case when more than one AI/ML models are configured, defined or activated. For 1-side mode, if the model training and inference are in the same side, transparent model selection/switching should be sufficient. For 2-side mode, such model selection/switching could be necessary. The typical use case for the 2-side mode is CSI compression. Several models may be preconfigured for different scenarios or different performance (compression ratio). For models for different scenarios, the model can be selected by the NW. But for models with different performance, the model can be selected by the UE.  The UE may report the CSI with a model with proper compression ratio that can fit for the payload size restriction to avoid CSI omission.
The model activation/deactivation/fallback operation can be performed more dynamically. If the NW identifies an AI/ML model cannot work well based on model monitoring, it can deactivate the AI/ML model and fallback to non-ML based solution.  If the NW identifies an AI/ML model works better than non-ML based solution, it can activate the AI/ML model. As the performance for the AI/ML model could change quickly, which may depend on the channel condition, it is better to consider some lower layer signaling, e.g., MAC CE, for model activation/deactivation/fallback operation.
Proposal 3: For 1-side mode, the model selection/switching should be transparent.
Proposal 4: For 2-side mode, the model selection/switching can be configured by the NW or reported by the UE
Proposal 5: Consider to use lower layer signaling, e.g., MAC CE, for model activation/deactivation/fallback operation.

Model transfer and update
In RAN1 #109, the following conclusion has been achieved, where it is not expected to specify any AI/ML models.  Thus, for model transfer, the signaling would not be designed particularly based on one or s set of AI/ML models.
	Conclusion
As indicated in SID, although specific AI/ML algorithms and models may be studied for evaluation purposes, AI/ML algorithms and models are implementation specific and are not expected to be specified.



Since AI/ML models are not expected to be specified, the model transfer and update procedure could be deprioritized. One possible way for model transfer is to introduce some reserved bits in RRC signaling for model downloading or UE capability signaling for model uploading. The interpretation of such reserved bits could be handled through IODT. For each use case, it is possible that more than one models may be configured, and one or more than one models may be activated. For example, for CSI compression, it is possible that multiple models could be configured and activated, where each model correspond to one rank.  
Proposal 6: Since AI/ML models are not expected to be specified, the model transfer and update procedure should be deprioritized.
UE complexity
In RAN1 #113, the following on UE capability is agreed.
	Agreement
Study how to handle the impact of UE’s internal conditions such as memory, battery, and other hardware limitations on functionality/model operations and AI/ML-enabled Feature.
Note: it does not preclude any existing solutions.




Currently, the memory and hardware limitations for CSI feedback and beam report are based on the CSI processing unit (CPU) framework, where the UE can report the maximum number of CPUs. For different types of CSI reports, corresponding CPU occupancy rule is defined. The existing CPU occupancy rule can be a starting point to handle the impact of UE’s internal conditions. 
For AI/ML, the implementation in UE side could be quite different from the non-AI/ML based operation. For non-AI/ML based operation, one hardware is used for both measurement and CSI calculation. But AI/ML based operation may require two different hardware: one dedicated hardware, e.g., neural processing unit (NPU), for interference; the other hardware for measurement. Therefore, two types of CPUs can be defined, where the Type1 CPU is used for measurement, and Type2 CPU is used for inference. For example, as shown in Figure 1, for CSI compression, the CSI measurement and CSI report can be processed by Type1 CPU, and the CSI compression can be processed by Type2 CPU.
[image: ]
Figure 1: UE processing for AI/ML based operation based on different hardware
Proposal 7: Support to handle the impact of the UE’s internal condition based on CPU framework
· Type1 CPU is occupied for processing other than model inference
· Type2 CPU is occupied for model interference 

Model Monitoring
In previous meetings, the following on model monitoring was agreed.
	Agreement
Study at least the following metrics/methods for AI/ML model monitoring in lifecycle management per use case:
0. Monitoring based on inference accuracy, including metrics related to intermediate KPIs
0. Monitoring based on system performance, including metrics related to system peformance KPIs
0. Other monitoring solutions, at least following 2 options.
2. Monitoring based on data distribution
0. Input-based: e.g., Monitoring the validity of the AI/ML input, e.g., out-of-distribution detection, drift detection of input data, or something simple like checking SNR, delay spread, etc.
0. Output-based: e.g., drift detection of output data
2. Monitoring based on applicable condition
Note: Model monitoring metric calculation may be done at NW or UE


Agreement
Study performance monitoring approaches, considering the following model monitoring KPIs as general guidance
iii. Accuracy and relevance (i.e., how well does the given monitoring metric/methods reflect the model and system performance)
iv. Overhead (e.g., signaling overhead associated with model monitoring)
v. Complexity (e.g., computation and memory cost for model monitoring)
vi. Latency (i.e., timeliness of monitoring result, from model failure to action, given the purpose of model monitoring)
vii. FFS: Power consumption
viii. Other KPIs are not precluded.
Note: Relevant KPIs may vary across different model monitoring approaches.
FFS: Discussion of KPIs for other LCM procedures




The definition of model monitoring is agreed to be as follows:
	Model monitoring
	A procedure that monitors the inference performance of the AI/ML model



Currently the model monitoring procedure is still unclear. The following key issues should be studied:
· Issue #1: How often a model monitoring instance is needed? 
· Issue #2: What is the assumption after identifying the model performance for a prediction fails behind a KPI?

For issue #1, there can be the following options:
· Option 1: The model monitoring is performed based on the similar periodicity as RLM/BFD, e.g., every N ms.
· Option 2: The model monitoring is performed with a larger periodicity, e.g., every N second 
· Option 3: The model monitoring is performed after each prediction.
Such model monitoring periodicity could be useful to identify the actual overhead for AI/ML. For example, if the model monitoring requires the UE to report CSI for model monitoring frequently, such overhead should still be counted for AI/ML. If the model monitoring periodicity is large, it should be studied whether there could be certain performance loss with such high-periodicity based model monitoring. Option 1 and 2 may be used for the use cases where the KPI is hard to be achieved, e.g., CSI compression, but option 3 may be used where the KPI can be easy to be achieved, e.g., temporal beam prediction.

For issue #2, usually, there can be the following options:
· Option 1: The model is assumed to be “invalid” for further communication
· Option 2: The detected prediction instance could be “invalid”, but the model may still be used for further communication
The two options above could be used to define the whole procedure for the model monitoring. But the two options could lead to different model monitoring procedures. Therefore, the outcome of a model performance prediction failure detection should be clarified.

Proposal 8: For model monitoring interval, study the following options:
· Option 1: The model monitoring is performed based on the similar periodicity as RLM/BFD, e.g., every N ms.
· Option 2: The model monitoring is performed with a larger periodicity, e.g., every N second 
· Option 3: The model monitoring is performed after each prediction.
Proposal 9: After a detection of the performance failure for a prediction based on a AI/ML model, study the following options:
· Option 1: The model is assumed to be “invalid” for further communication
· Option 2: The detected prediction instance could be “invalid”, but the model may still be used for further communication

Data collection
In RAN1 113 meeting, the following on data collection is agreed.
	Agreement
Consider at least the following aspects and if applicable, the corresponding potential specification impact related to data collection:
· Measurement configuration and reporting
· Contents, type and format of data including:
· Data related to model input
· Data related to ground truth 
· Quality of the data
· Other information
· Signaling of assistance information for categorizing the data
· Note: The study should consider the feasibility of disclosure of proprietary information
· Signaling for data collection procedure
· Note 1: Use-case specific details can be studied in respective agenda items
· Note 2: Signaling mechanism details can be studied by appropriate working groups.




The data collection usually requires the measurement based on downlink reference signals, e.g., SSB/CSI-RS. One possible way is to define dedicated SSB/CSI-RS for data collection only. However, with regard to the overhead and the frequency for data collection, it is unnecessary to define dedicated SSB/CSI-RS for data collection only. Thus, the SSB/CSI-RS can be used for data collection and other functionalities. 
When UE performs the measurement for an SSB/CSI-RS for data collection, some of the CPUs for the UE could be occupied. Further, for some use cases, e.g., beam prediction, the UE may need to apply UE beam sweeping to receive the SSB/CSI-RS, so that the UE is unable to receive other downlink signal in the same symbol as the SSB/CSI-RS. Therefore, it is necessary to maintain the same understanding between the NW and UE when the UE performs the measurement for an SSB/CSI-RS for data collection.
Further, there could always be measurement error for the ground truth data. The measurement error could depend on the SINR and the receiver in the UE side. If the data collection is for NW side model, it could be beneficial for the NW to aware the measurement error so that the NW can decide how to use the data, e.g., whether to use the data for model training, finetuning, monitoring and so on. Therefore, it is better for the UE to report a hypothetical measurement error in the report for data collection.
Proposal 10: Support to perform the data collection based on SSB/CSI-RS, which can also be used for other functionalities, e.g., non-AI/ML based measurement and report.
Proposal 11: Support to define a mechanism to maintain the same understanding between the NW and UE on when to perform the measurement for an SSB/CSI-RS for data collection.
Proposal 12: Support to report a hypothetical measurement error for ground truth data in the UE report for data collection.

Conclusion
In this contribution, we provided discussion on general aspects of AI/ML. Based on the discussion, the following proposals have been achieved.
Proposal 1: For 1-side mode, Rel-18 should focus on the scenario that the model inference and training are in the same side.
Proposal 2: Study parallel model inference based on the same or different AI/ML models.
Proposal 3: For 1-side mode, the model selection/switching could be transparent.
Proposal 4: For 2-side mode, the model selection/switching can be configured by the NW or reported by the UE
Proposal 5: Consider to use lower layer signaling, e.g., MAC CE, for model activation/deactivation/fallback operation.
Proposal 6: Since AI/ML models are not expected to be specified, the model transfer and update procedure could be deprioritized.
Proposal 7: Support to handle the impact of the UE’s internal condition based on CPU framework
· Type1 CPU is occupied for processing other than model inference
· Type2 CPU is occupied for model interference 
Proposal 8: For model monitoring interval, study the following options:
· Option 1: The model monitoring is performed based on the similar periodicity as RLM/BFD, e.g., every N ms.
· Option 2: The model monitoring is performed with a larger periodicity, e.g., every N second 
· Option 3: The model monitoring is performed after each prediction.
Proposal 9: After a detection of the performance failure for a prediction based on a AI/ML model, study the following options:
· Option 1: The model is assumed to be “invalid” for further communication
· Option 2: The detected prediction instance could be “invalid”, but the model may still be used for further communication
Proposal 10: Support to perform the data collection based on SSB/CSI-RS, which can also be used for other functionalities, e.g., non-AI/ML based measurement and report.
Proposal 11: Support to define a mechanism to maintain the same understanding between the NW and UE on when to perform the measurement for an SSB/CSI-RS for data collection.
Proposal 12: Support to report a hypothetical measurement error for ground truth data in the UE report for data collection.
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