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Introduction
This contribution concerns the Agenda Item 9.2.3.1 Evaluation on AI/ML for BM management. The paper focus on results not already captured in observations during RAN1#113.
AI/ML related assumptions

[bookmark: _Toc115446146][bookmark: _Toc115446185][bookmark: _Toc115446222][bookmark: _Toc115446452][bookmark: _Ref127177528]Assumptions on measurement sensitivity
In this section we discuss the impact of thermal noise on KPI evaluations. According to Table 10.1.20.1.2-1 in 3GPP TS 38.133. The UEs RSRP measurement accuracy requirements only apply down to an SNR of -3 dB. Based on the agreed UE receiver noise figure (NF) of 10 dB, a gNB Tx power of 40 dBm, 120 kHz SCS, 624 subcarriers in the system BW, and assuming no power boosting, an SNR of -3 dB corresponds to a maximum beam-pair path loss (i.e. including beamforming gain) of . 
In the agreed scenarios, many UEs will have a larger path loss, even for their respective best Tx/Rx beam pair, and hence they may not be able to report RSRP accurately for any beam. This is illustrated in Figure 1, which shows a CDF over the path gains for the best beam pair of every gNB-UE link in agreed UMa 21-sector scenarios. For the case of 80% indoor UEs, about 25% of all UEs fall below -128 dB, and may hence not be able to report RSRP accurately for any beam. Furthermore, many of the remaining UEs have other beams that are below -128 dB, and hence these beams might not be accurately reported, making beam prediction harder than if the neural network had access to relevant measurements for all beams.
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[bookmark: _Ref126868582]Figure 1: CDF over UEs for the path gain of each UE’s best SSB Tx/Rx beam pair, for scenarios with and without indoor UEs. A 4x8 antenna array with 32 beams in Set A and 8 SSB beams in Set B was used.

[bookmark: _Toc142666801]Conclude that UEs can only reliably measure RSRP for beams with SNR above -3 dB in the evaluations, and evaluations should provide results assuming such threshold.
According to Table 6.3.2.2-1 in 3GPP TS 38.104, NR allows for power boosting by up to 3 dB for PDSCH with QPSK or 16QAM modulation, but even with boosting, many UEs would be below the limit.
See Section 4.3.1 for evaluation of the thermal noise impact. Note that the SNR limit is not considered in the other sections of this contribution.

Simulation scenario
For the following discussion, we consider randomly dropped UEs in the 3GPP UMa scenario with 200 m inter-site distance, see appendix for details. We use spatially consistent channel model, and we fix a common random seed for the propagation conditions for all simulations (unless otherwise stated). The total number of UEs (samples) generated was typically in the order of 20000–30000 per sector (cell). About 90% of the samples were used to train AI/ML model for spatial beam prediction. The remaining channel samples were used for testing/inference. 
For the gNBs with single 4x8 panel, SSB and CSI-RS beams were defined based on Table 1. No mechanical down tilt is used. We also consider 256 Tx beams with the four-panel option (i.e., (M, N, P, Mg, Ng) = (4, 8, 2, 2, 2)), which is treated as a single large panel with 8×16 uniformly spaced antenna elements. We will use the following abbreviations for the gNB antenna array configurations:
· “4x8”: One panel: (M, N, P, Mg, Ng) = (4, 8, 2, 1, 1), (dV, dH) = (0.5, 0.5) λ
· “8x16”: Four panels: (M, N, P, Mg, Ng) = (4, 8, 2, 2, 2), (dV, dH) = (0.5, 0.5) λ. (dg,V, dg,H) = (2.0, 4.0) λ

Cell selection: UEs were associated with their best gNB based on link gain. UE-side beamforming: Unless otherwise stated, we assume that the best UE-side Rx beam are used. That is, the SSB and CSI-RS L1-RSRPs were calculated assuming the best UE-side Rx beam. These RSRP values were then used as dataset for training and inference.
The complete set of SSB beams and CSI RS beams, in terms of zenith and azimuth angles, is listed in Table 1. All beams are generated using linearly increasing phase across antennas, with same amplitude on all elements. The prediction target (Set A) is always the complete set of CSI-RS beams. The considered measurement sets (Set B) are illustrated in Figure 2 (4x8 gNB array). Set B beams are the same in training and inference unless otherwise stated.
[bookmark: _Ref111022483][bookmark: _Ref111191499]Table 1: gNB SSB and CSI-RS beam directions
	Array size (#elements)
	RS type
	#zenith × #azimuth = total #beams
	Beam width
	List of angles 


	4x8
	SSB
	2×4 = 8
	Half-wide1)
	Zenith angles [deg]: 75, 105
Azimuth angles [deg]: -45, -15, 15, 45

	
	CSI-RS
	4×8 = 32
	Narrow
	Zenith angles [deg]: 67.5, 82.5, 97.5, 112.5
Azimuth angles [deg]: -52.5, -37.5, -22.5, -7.5, 7.5, 22.5, 37.5, 52.5


1) Only half of the antenna elements in each dimension are used, i.e. a quarter of all antenna elements.
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[bookmark: _Ref83924636][bookmark: _Toc127485707]Figure 2: Beam patterns for 4x8 gNB array, with filled circles indicating the Set B beams (4, 8, or 16).

Spatial beam prediction
In this section, we present our evaluation methodology and results for the spatial beam prediction sub use case.

Baseline description 
The baseline scheme uses the Set B beam sets defined by Figure 2 and Table 1. All beams in Set B are transmitted and reported. The baseline prediction is the best beam (Top-1) in Set B.
Spatial beam prediction description
We use a neural network model with dense layers, and training is performed with a SoftMax cross-entropy loss function. Input normalization is based on scaling the beam RSRP values in dB per sample to yield the range 0.0 to 1.0 for RSRP values for each sample. Results also with a more complex neural network can be found in [5].
Results
[bookmark: _Ref134800685]Impact of measurement sensitivity
We estimated the KPI impact from the thermal noise through evaluations with the following assumptions:
· UEs with no Set B beam pair above -128 dB were excluded from both training and testing datasets.
· For the remaining UEs, all Set B beam pairs with path gain below -128 dB had their path gain set to -128 dB before training and testing.

In Figure 3 and Table 2, the results are compared with KPI evaluations without thermal noise. Set B here consists of 8 SSB beams. Evidently, there is a substantial impact from thermal noise for scenarios with indoor UEs, and the impact should therefore be considered in KPI evaluations.
[image: ]
[bookmark: _Ref126868584][bookmark: _Toc127485714]Figure 3: Performance with and without thermal noise impact. 

[bookmark: _Ref126941872]Table 2: Comparison of performance with and without thermal noise impact
	
	Ericsson, w/o thermal noise
	Ericsson, with thermal noise

	Assumptions
	Number of [beams/beam pairs] in Set A
	32
	32

	
	Number of [beams/beam pairs] in Set B
	8
	8

	
	Baseline scheme
	–
	–

	AI/ML model
input/output
	Model input
	Normalized L1-RSRP
	Normalized L1-RSRP

	
	Model output
	Likeliness of beam being strongest beam
	Likeliness of beam being strongest beam

	Data Size
	Training
	~20000
	~20000 1)

	
	Testing
	~2000
	~2000 1)

	AI/ML model
	Model description
	2 dense layers
	2 dense layers

	
	Model complexity
	~1300 parameters
	~1300 parameters

	
	Computational complexity
	~2700 FLOPs
	~2700 FLOPs

	Evaluation results
	Beam prediction accuracy (%)
	Accuracy, 0 dB margin
	84.8
	80.1

	
	
	Accuracy, 1 dB margin
	91.0
	86.8

	
	L1-RSRP diff
	Average L1-RSRP diff 
	0.43 dB
	0.72 dB

	
	System performance
	RS overhead reduction 
1-N/M [%]
	75
	75


        1) Before removing low-SNR UEs

[bookmark: _Toc142666788]The performance for the AI/ML method is degraded from 84.8% when UE can measure all beams in set B, to 80.1% for Top-1 accuracy with 0 dB margin when including the impact that UEs cannot measure beams with path gain under -128 dB.

[bookmark: _Ref127174339]Impact from measurement errors 
Figure 4 Performance comparison of non-AI baselines and AI method with and without measurement error. According to the agreements, baseline 1 and baseline 2 are defined as follows:
· Baseline 1: Select the best beam within Set A of beams based on the measurement of all RS resources or all possible beams of beam Set A (exhaustive beam sweeping)  
· Baseline 2: Select the best beam within Set B of beams based on the measurement of all RS resources or all possible beams of beam Set B 

For the results with measurement error, the beam is selected based on the measured RSRP value including the error, however the true RSRP of the selected beam is used for calculating the RSRP difference metric. In Both AI and non-AI algorithms, Set B consists of 8 CSI-RS beams out of all 32 Tx beams (1/4 of all Tx beams), and set A contains of all 32 Tx beams. Also, for this evaluation we only perform beam selection algorithm among the Tx beam and it is assumed that the Rx beam with highest RSRP is used in all cases.
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[bookmark: _Ref142557235]Figure 4 Performance comparison of non-AI baselines and AI method with and without measurement error
The results show that in case of AI algorithm, the RSRP difference between no error and 6dB measurement error is about 7 dB for 90%, while this value is about 3 dB for baseline 1 and only about 1 dB for baseline 2 for the same percentile. This means that the impact of measurement on the AI algorithm is considerably larger than the baseline methods.
[bookmark: _Toc142666789]The performance degradation due the measurement error for the AI algorithm is considerably larger (about 7dB in RSRP difference for 90%) compared to the baseline 1, that is the exhaustive search of all beams in set A (about 3 dB at 90%), as well as baseline 2, that is selecting the best beam among all measured beams in set B (about 1 dB at 90%).  
[bookmark: _Ref115203946]Generalization evaluations - Impact of Rx beam pattern
[bookmark: _Ref130823398]In this subsection we discuss the impact of Rx beam pattern on the performance of DL Tx beam and Joint Tx/Rx beam prediction. It is noted that the model is trained based on the data from all sectors (21 sectors). Same sectors are selected for both training and inference. For the simulation, we consider 100% outdoor UEs and adopt the best Rx beam per samples as a starting point to investigate the impact of Rx beam pattern. We consider 6 different Rx beam patterns as shown in Figure 5. The model is trained based on the Rx beam pattern 5 as an example, then the inference has been performed on all Rx beam patterns. The corresponding results can be found in Figure 6 and Figure 8.
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[bookmark: _Ref134813375]Figure 5 Different Rx beam patterns
[image: ]
[bookmark: _Ref134813386]Figure 6 RSRP difference CDF for DL Tx beam prediction when training on RX-pattern 5, and testing on different Rx beam patterns.
As can be seen from Figure 6, at least for the considered scenario for DL Tx beam prediction, the performance gap is less than 0.3% for different Rx beam patterns. In other words, the model can generalize to unseen RX-beam patterns at least when selecting the best Rx beam for both training and inference. 
[image: ]
[bookmark: _Ref142305655]Figure 7 Set B beams for Joint TX/RX beam pair prediction.
 [image: ]
[bookmark: _Ref141999265]Figure 8 RSRP difference CDF for Joint Tx/Rx beam pair prediction when training on RX-pattern 5, and testing on different Rx beam patterns.
As can be seen from Figure 8, at least for the considered scenario for Joint Tx/Rx beam pair prediction where the configuration of Set B/Set A (e.g., 64/256) can be seen in Figure 7, the performance degradation is 12%~52% for different Rx beam patterns. In other words, the model cannot generalize to unseen RX-beam patterns at least when selecting the best Rx beam for both training and inference. 
[bookmark: _Toc142666790]For 100% outdoor UE, the model for DL Tx beam prediction can generalize to unseen RX-beam patterns at least when selecting the best Rx beam for both training and inference.
[bookmark: _Toc142666791]For 100% outdoor UE, the model for Joint Tx/Rx beam pair prediction cannot generalize to unseen RX-beam patterns at least when selecting the best Rx beam for both training and inference. The performance degradation is in range of 12%~52%, depending on the unseen the RX-beam pattern properties.
Model monitoring
As discussed in more detail in our discussion paper [6], monitoring consists in calculating one or more performance metrics of the AI/ML model (any of the recently agreed Alt 1–4) and, depending on the calculated metrics, decide whether some action should be taken, e.g., fallback to a default feature/model, deactivate the model, etc. Monitoring can be NW-sided, UE-sided, or hybrid. Depending on where the monitoring is located, different metrics Alt 1–4 may be relevant. In this section, we focus on Alt 3 (“Performance metric based on input/output data distribution of AI/ML”), which should be relevant for all possible locations of the monitoring algorithm.
More specifically, we investigate to what extent an Alt 3 based monitoring algorithm can detect appearance of UEs with poor prediction performance due to propagation conditions not resembling those seen during training (i.e. data drift). The detection can be used to sound an alarm if the number of such UEs increases too much.
Two different scenarios with data drift are considered in the following subsections. In both cases Set B consists of 2×4 = 8 SSB beams and Set A of 4×8 = 32 CSI-RS beams, in accordance with Figure 2.
Outdoor vs indoor UEs
As a first example of data drift, we consider an AI/ML model trained on a dataset of only outdoor UEs, henceforth referred to as “Distribution A”, and investigate whether a monitoring algorithm can detect the degraded prediction performance due to appearance of indoor UEs, henceforth referred to as “Distribution B”. Both training and testing is performed on 21 sectors, with joint training of a single model for all sectors.
In order to estimate the prediction performance, a k-nearest neighbors (kNN) method is used to identify anomalous (outlier) samples (UEs). The kNN is fitted to Distribution A, i.e. only outdoor UEs. The input to the kNN is composed from both AI/ML model input (measured RSRP data for Set B) and AI/ML model output. Each sample encountered during inference can then classified as either anomalous or non-anomalous depending on the average distance to its k nearest neighbors (in our case k = 3). Figure 9 shows a CDF of these distances, and hence indicates how large fraction of samples will be classified as non-anomalous as a function of the choice of distance threshold. It is seen that using a threshold of 7 (dotted green line), most outdoor UEs (Distribution A) would be classified as non-anomalous and most indoor UEs (Distribution B) would be classified as anomalous. Test (inference) results for this threshold value are illustrated in Figure 10, and the prediction accuracy for 1 dB margin (i.e. the accuracy at 1 dB RSRP difference in the CDFs) is summarized in Table 3.
It may be noted that while the separation in between outdoor UEs and indoor UEs is quite good, there are still >10% of the UEs that fall in the opposite group.
However, of more practical relevance than classification of outdoor vs indoor UEs is to classify UEs as having either low or high prediction error rate (where error rate is defined as 1 minus prediction accuracy). The classification works well for this purpose: For outdoor as well as indoor UEs, the error rate for the anomalous samples (UEs) is roughly an order of magnitude higher that for the non-anomalous samples (12 and 6 times higher, resp.). An interpretation of this is that a substantial number of indoor UEs may actually have propagation condition characteristics quite similar to outdoor UEs seen during training, and that prediction therefore works well for those. Conversely, there are some outdoor UEs which cannot be accurately predicted, and the monitoring algorithm is able to detect that by categorizing them as anomalous samples.
[image: ]
[bookmark: _Ref131171117][bookmark: _Ref131170976]Figure 9: Fraction of UEs classified as non-anomalous as a function of kNN distance threshold. 
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				(a)								(b)
[bookmark: _Ref130821660]Figure 10: Accuracy for (a) Distribution A UEs (outdoor) and (b) Distribution B UEs (indoor), based on training on Distribution A. 


[bookmark: _Ref130820591]Table 3: Model monitoring results for UEs trained on Distribution A (outdoor UEs)
	Test distribution
	Fraction anomalous UEs
	Error rate (i.e. 1 – accuracy)
with 1 dB RSRP diff. margin
	Error rate ratio (anom. over non-anomalous)

	
	
	Non-anomalous
	Anomalous
	

	A (outdoor)
	15%
	0.9%
	11%
	12

	B (indoor)
	87.4%
	3.3%
	20%
	6



UEs in new geographical area
As a second example, we consider an AI/ML model trained on an outdoor dataset where one geographical area has been cleared from UEs (leaving only “Distribution A”, blue dots in Figure 11). It is then investigated to how detection performance is changed when UEs in the cleared geographical area appear (“Distribution B”, red dots in Figure 11), and to what extent the monitoring algorithm can detect the degraded prediction accuracy. This scenario could correspond to a situation where there is some outdoor area which is normally devoid of people, but which during some special event, e.g. an outdoor festival, attracts many people. Only a single sector is considered in this investigation.
A kNN with same parameters as above (k = 3, threshold 7) is fitted to Distribution A. The results are summarized in Table 4 and illustrated in Figure 12. Clearly, the fraction of UEs classified as anomalous is much higher for Distribution B (event UEs), and again, the prediction error rate is generally much higher for samples classified as anomalous, both for Distribution A and Distribution B. 
Hence, the monitoring algorithm is also in this scenario able to detect UEs with poor prediction performance and could sound an alarm if many such UEs start to appear.

[image: ]
[bookmark: _Ref130821663]Figure 11: Illustration of the two UE distributions, where Distribution B could e.g. correspond to an outdoor event.. 
[image: ] [image: ]
				(a)								(b)
[bookmark: _Ref130821666]Figure 12: Accuracy for (a) Distribution A UEs and (b) Distribution B UEs (event UEs), based on training on Distribution A. 

[bookmark: _Ref130820575]Table 4: Model monitoring results for UEs trained on Distribution A (non-event UEs)
	Test distribution
	Fraction anomalous UEs
	Error rate (i.e 1 – accuracy),
with 1 dB RSRP diff. margin
	Error rate ratio (anom. over non-anomalous)

	
	
	Non-anomalous
	Anomalous
	

	A (non-event)
	37.5%
	0.48%
	2.1%
	6

	B (event)
	79%
	0.0%
	13.3%
	



Model monitoring discussion
The overall finding is similar in the two investigated scenarios: It is possible to classify samples as either non-anomalous or anomalous, with the latter category having much worse prediction accuracy. It is FFS what can be gained from classifying samples into more than two uncertainty groups.
[bookmark: _Toc142666792]Based on model input/output distribution, it is feasible to classify each sample (UE) as either non-anomalous or anomalous, where the latter category has much worse prediction accuracy. For example, in one outdoor scenario, non-anomalous UEs were found to have 99.1% accuracy while anomalous UEs had only 89% accuracy, i.e. more than an order of magnitude larger error rate. Such a classifier can be the basis for a model monitoring algorithm that sounds an alarm if too many anomalous samples appear.
It is also clear from the results that an alarm cannot be sounded based on assessment of just a single sample. Even samples classified as anomalous have quite low error rate, certainly nowhere close to 100%, and the false-alarm rate would hence be very high if an alarm were sounded after a single sample is classified as anomalous. While the kNN distance threshold can be increased to reduce the fraction of anomalous samples, that would instead lead to high missed-detection rate.
On the usability of confidence/probability information
	Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the necessity, feasibility and the potential specification impact (if needed) of the following information reported from UE to network: 
· Predicted L1-RSRP(s) corresponding to the DL Tx beam(s) or beam pair(s)
· Whether/how to differentiate predicted L1-RSRP and measured L1-RSRP
· Confidence/probability information related to the output of AI/ML model inference (e.g., predicted beams)
· FFS: Definition/content of confidence/probability information
· Note: At least the performance and spec impact should be considered



In this section we investigate the usefulness of also estimating a confidence value of a prediction, more specifically, we will estimate the epistemic uncertainty. As discussed in [6], epistemic uncertainty describes what the model does not know because training data was not appropriate. Given enough training samples, epistemic uncertainty will decrease (e.g. data from the new scenario).
The kNN-based estimation introduced in Section 0 can be used to estimate the uncertainty/confidence due to lack of training data in the AI/ML model inference step, where such uncertainty/confidence information can be used to reduce the P2 overhead. We will consider the same scenario in Section 0 to evaluate the usability of the uncertainty/confidence information, where we showed how the anomalous samples should be associated to worse prediction accuracy.
Step P2 consists in transmitting K candidate beams (typically narrow Set A CSI-RS beams) identified during step P1. In most evaluations, KPI performance is presented for a fixed K, e.g. Top-1 performance or Top-3 performance. However, by letting the number of beams in P2 depend on the estimated uncertainty of the beam prediction in P1, overhead can potentially be reduced without sacrificing accuracy. For example, during inference, one can classify each sample as either non-anomalous or anomalous, and use a small K for the former class and a larger K for the larger class.
In the present section, we evaluate gains obtainable when samples are divided into the two groups based on the kNN in the previous section but with cutoff distance set to 5. The results are shown in Figure 13. A more refined analysis could use more classes, and hence a larger set of different K values.
It can be seen that if a fixed K of 4 is used for all samples, the performance is very good, about 99.9% with 1 dB margin (dash-dotted red curve). If K is reduced to 2 in order to reduce overhead, the error rate becomes about several times higher (solid blue curve). However, by adaptively setting K = 2 for non-anomalous samples and K = 4 for anomalous samples (dotted black curve), the performance of fixed K = 4 is essentially regained, but with an average K of only 2.6, i.e. about 35% overhead reduction compared to fixed K = 4. 

[image: ]
[bookmark: _Ref130824709]Figure 13: Accuracy for different subsets of sample, for different numbers (K) of beams transmitted in step P2. 

[bookmark: _Toc142666793][bookmark: _Ref127176053]Adaptive Top-K based on prediction uncertainty/confidence information can reduce reporting and measurement overhead. An example of 35% overhead reduction with maintained accuracy is shown.
Temporal beam pair prediction
TX beam prediction	
In this section, the objective for a trained Neural Network (NN) is to predict the CSI-RS beam index that is most likely to have the maximum L1-RSRP value, from the L1-RSRPs of CSI-RS measured at the observation time instances. 
[bookmark: _Ref131506786]Evaluation description
The assumed CSI report periodicity is 80ms, and at each reporting time instance there are 32 CSI-RS from each UE. The NN’s inputs at training and inference are the L1-RSRPs selected from the time instances numbered as {0, 2, 4}, such that the observation duration T1=2*80ms=160ms. The time index numbering in T1 here assumes that the reports at time instances {1, 3, 5, …}, are absent. If a CSI-RS periodicity of 40ms was assumed, the reporting time instances would then be indicated with consecutive numbers {0, 1, 2, 3, 4, 5, …}. Figure 14 shows an illustration of this. See [7] for more details.
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[bookmark: _Ref131673347]Figure 14: illustration of measurement report arrival at the NW.
At inference, the NN predicts at the time instances for which the measurement report is absent. The training labels for the overall best CSI-RS beam at the time instance {5} serve as the NN’s outputs at training. 80ms periodicity, there is an RS overhead reduction of 50% for the same NN input size.  
For the TX beam prediction problem in this section, the definitions of Set A and Set B are respectively given as the set of all the 32 CSI-RS indices and the subset of CSI-RS beam indices whose RSRPs serve as the NN’s input in T1. Here, Set B ⊆ Set A and |Set B|= 32 or 16.
Selecting Set B here is based on calculating the fraction of times a beam index occurs as the best beam when evaluated over all the UE and over all the simulated time instances for each UE. Beam indices that have a relatively higher fraction are more likely to be a part of Set B. Visualization of this is shown in [7]. It is further assumed that the UE always uses its best beam. 
Results
An all outdoor UMa scenario is considered here. Each randomly dropped UE moves at 30kmph in a straight line and in a random direction. Except for the input layer, which changes with |Set B|, the to be trained model retains the hidden layers and the output layer for various cases considered here. For the TX beam prediction problem, the NN functions as a classifier with a length 32 softmax output layer. The NN’s input size is (3, |Set B|), where the number 3 corresponds to the #time instances in T1.
Towards the performance evaluation, the considered KPI is the absolute L1-RSRP difference. For 2 different Set Bs, where |Set B|=16 and |Set B|=32, are separately considered. This difference is calculated wrt the overall best RSRP value at the predicting instance. Figure 15 compares the trained model’s performance with a baseline sample-and-hold scheme for predicting instance {5}. The baseline assumes that the best beam index at the predicting time is the best beam index carried forward from the last available observation time instance.

[image: ]   [image: ] [image: ]
[bookmark: _Ref131515163][bookmark: _Ref131514983]Figure 15 Comparison of the trained model with baseline for 2 different Set Bs. Input time instances = {0,2,4}. Prediction time instance = {5}. (left) cdf of the absolute RSRP difference. (center) 99%-ile and 95%-ile. (right) mean absolute RSRP difference.

Figure 15 shows the plot for the chosen KPI which is an instantaneous metric. For the same |Set B|, the NN performs better than the baseline. NN’s performance with both |Set B|=16 and |Set B|=32 is similar. Hence a possibility of further overhead reduction, in addition to the time dimension, when selecting |Set B|.

As seen in Figure 15 (center), for both the considered Set Bs, the 5% worst UEs (indicated as 95%-ile) have a performance deviation of 1.8dB to 3.2dB, while the 1% worst UEs (indicated as 99%-ile) suffer from a higher deviation of 6.3dB to 7.1dB. The large L1-RSRP error in the lower percentiles may motivate TX-beam prediction for UEs with high reliability requirements, to mitigate a large drop in signal quality.
Figure 15 (right) shows a metric that reflects the average performance. For both the Set Bs, a loss of ~0.3 dB is observed. The trained model in any case is better than the baseline. 
[bookmark: _Toc127537886][bookmark: _Toc142666794]For TX-beam prediction, evaluations indicate the possibility to increase the measurement periodicity from 40ms to 80ms, where the prediction-based method used to predict 40ms ahead indicates slight gain over baseline for the worst UEs
TX/RX beam pair prediction
In this section, the objective for a trained NN is to predict jointly a TX/RX beam pair, from the L1-RSRPs fed into the NN at observation time T1. The predicted index, i.e., the beam pair combination, is most likely to have the maximum L1-RSRP value. In addition, the periodicity of the measurements and predictions are changed. Also, the setup is separately extended to include UE rotation.
Evaluation description
The assumed CSI report periodicity is 40ms. Further, there are 32 NW side (or TX) beams, and 8 UE (or RX) side beams assumed here. At each reporting time instance there can be at most 256 L1-RSRP values for each UE. The NN’s inputs at training and inference are the L1-RSRPs selected from the first 3 consecutive time instances, numbered as {0,1,2}, such that the observation duration T1=3*40ms=120ms. See section 5.1.1 for an explanation on periodicity. The labels for the overall best CSI-RS beam pair at the time instance {3} serve as the NN’s outputs at training. 
In addition, the scenario with UE rotation is also separately evaluated. The considered UE rotation is 10 rotations/minute (or 60 degrees/sec).
For the case of NW side only prediction, the definitions of Set A and Set B are given in [7] and outlined in section 5.1.1. These definitions are extended to the joint TX-RX beam pair prediction.
The set with all the 256 beam indices, i.e., the 256 beam pair combinations of the 32 NW side beams and 8 UE side beams, constitutes the Set A. Set B is identified by the pair (#NW beams, #UE beams), such that |Set B| = #NW beams * #UE beams. 
Results
An all outdoor UMa scenario is considered here. Each randomly dropped user is moving in a straight line at 30kmph in a random direction. With a validation fraction of 0.2, a total of ~80000 independent samples are used at training. For inference ~15000 samples are used. In the best case across various trained models, the NN had a training and validation accuracy of ~ 81% separately.
Except for the input layer, which changes with Set B, the to be trained model retains the hidden layers and the output layer for various cases considered here. The NN functions as a classifier with a length 256 softmax output layer. 
For the performance evaluation, the considered KPI at the predicting time is the absolute L1-RSRP difference between the RSRP value of the best beam index of Set A and the RSRP value associated with the predicted beam index. For comparison, a baseline sample-and-hold scheme is also shown, where the best TX-RX pair index for the prediction time instance is assumed to be the best TX-RX pair index carried forward from the last observation time instance.
The plots with instantaneous values show performance deviation from the optimal and are more intuitive than the plots with average metrics. Hence only the instantaneous plots are shown for the TX/RX problem here.
Results to follow are separated into 5 subsections.
· Results in subsection 5.2.2.1 assume a report periodicity of 40ms, where RSRPs of Set B indices at 3 consecutive input time instances {0,1,2} are fed to the NN’s input, and show the trained model’s prediction performance at time instances {3} and {8}. 
· Results in subsection 5.2.2.2 assume a report periodicity is 80ms, as against 40ms in subsection 5.2.2.1, such that the input RSRPs for the NN are taken from time instances {0,2,4}. The prediction performance for report missing time instance {5} is shown with the same Set B as in subsection 5.2.2.1. 
· With inputs from time {0,1,2} and prediction for instance {8}, subsection 5.2.2.3 shows the inference for different Set Bs for a given fixed #beam pairs, i.e., the performance for a varying spatial beam pattern for the same |Set B|. All these results show the NN’s sensitivity to various temporal and spatial domain changes in Set B. 
· With UE rotation included, results in sections 5.2.2.1 and 5.2.2.2 are respectively extended to sections 5.2.2.4 and 5.2.2.5. 
[bookmark: _Ref134703385][bookmark: _Ref131603142]Prediction with 40ms report arrival periodicity
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[bookmark: _Ref131515297]Figure 16: Comparison of the trained model with baseline for various beam selection. Input time instances = {0,1,2}. Prediction time instance = {3}. (left) cdf of the absolute RSRP difference for various (#NW beams, #UE beams). (center) 99%-ile. (right) 95%-tile.
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[bookmark: _Ref131515302]Figure 17: Comparison of the trained model with baseline for various beam selection. Input time instances = {0,1,2}. Prediction time instance = {8}. (left) cdf of the absolute RSRP difference for various (#NW beams, #UE beams). (center) 99%-ile. (right) 95%-tile.
Figure 16 and Figure 17 show the performance of a trained model for 2 separate prediction time instances {3} and {8}, when the report periodicity is 40ms. This corresponds to T2=1*40=40ms and T2=6*40=240ms respectively, where the latter is the performance at a longer prediction time. 
The results show that sample-and-hold outperforms the model for (32,8). Comparing with the baseline, the error difference between ML and baseline for the 95th percentile is greater at T2=40ms (time-instance 3) than at T2=240ms. The results indicate that there is no significant increase in the benefit of using a prediction model with an increasing T2. Furthermore, there is a large error for both baseline and model for T2=240ms in the 95th percentile. 
[bookmark: _Toc142666795]No improvement is seen using AI/ML over baseline in prediction performance with an increasing T2 
[bookmark: _Toc142666796]Challenging to predict the best beam pair when T2=240ms, L1-RSRP error of ~10dB is shown in the 95th percentile also when all beams in set A are measured during T1
[bookmark: _Ref131684187]Prediction with 80ms report arrival periodicity
The problem of Tx-only beam prediction in section 5.1.1 is extended here for the TX/RX beam pair problem. Report arrival at the NW is assumed as shown in Figure 14. 
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[bookmark: _Ref131515798]Figure 18: Comparison of the trained model with baseline for various beam selection alternatives. Input time instances = {0,2,4}. Prediction time instance = {5}. (left) cdf of the absolute RSRP difference for various (#NW beams, #UE beams). (center) 99%-ile. (right) 95%-tile.
[bookmark: _Toc131434082][bookmark: _Toc131434083][bookmark: _Toc131434084]Figure 18 show the inference performance of a trained model for the instance where the report at every second 40ms instance is assumed to be absent, i.e. the report periodicity is 80ms. The observation is similar to Figure 16 and Figure 17. The simple sample-and-hold baseline (32,8) Set B has the best performance, while the model-based approach provides gain due to its ability to predict in the spatial domain when set B beam comprises a subset of set A.
[bookmark: _Toc142666797]For BM case-2 beam-pair prediction, sample and hold baseline provides better performance than AI/ML model in case all beams in set A are measured during T1.
[bookmark: _Toc142666798]For BM case-2 beam-pair prediction, AI/ML model is better than sample-and-hold baseline if a subset of beams in set A are measured during T1. This indicates that gains are coming from the spatial beam prediction.
[bookmark: _Ref131674070]Observation on how set B selection impacts performance
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[bookmark: _Ref131515728]Figure 19: Comparison of trained models with different (#NW beams, #UE beams) combinations for a given #beam pairs. Input time instances = {0,1,2}. Prediction time instance = {8}.
Figure 19 compares different Set B selections for a given fixed #beam pairs at T2=240ms (prediction instance {8}). Baseline is also shown for reference. It is shown that the performance for the same RS-overhead varies based on the selection on the measured TX/RX-beams, when the number of measured beams is the same. For example when measuring on 16 beam pairs, (8,2) provides better performance than (4,4).  
[bookmark: _Toc142666799]The performance varies based on the set B configuration even if the number of beams in set B are the same. This indicates that it is useful to first collect the dataset prior to determining the set B selection.
[bookmark: _Ref134703299]Prediction with 40ms report arrival periodicity and UE rotation
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[bookmark: _Ref134705150]Figure 20: Comparison of the trained model with baseline for various beam selection alternatives. UE rotation = 10 rotations/min. Input time instances = {0,1,2}. Prediction time instance = {3}. (left) cdf of the absolute RSRP difference for various (#NW beams, #UE beams). (center) 99%-ile. (right) 95%-tile.
With a UE rotation of 10 rotations/minute included, Figure 20 extends the results of Figure 16. Of course, the data set for both the cases is different. The performance for the 1% worst and the 5% worst UEs with and without rotation is approximately the same, i.e., the NN is predicting with a similar prediction accuracy and the effect of the considered UE rotation is minor. 
[bookmark: _Ref134703311]Prediction with 80ms report arrival periodicity and UE rotation
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[bookmark: _Ref134705153]Figure 21: Comparison of the trained model with baseline for various beam selection alternatives. UE rotation = 10 rotations/min. Input time instances = {0,2,4}. Prediction time instance = {5}. (left) cdf of the absolute RSRP difference for various (#NW beams, #UE beams). (center) 99%-ile. (right) 95%-tile. 
Figure above extends the results of Figure 18, but UE rotation of 10 rotations/minute is additionally included.

[bookmark: _Toc142666800]No gain with AI/ML over sample and hold baseline for UEs with 10 rotations per minute in the TX/RX temporal beam prediction use case
Conclusions
In the previous sections we made the following observations: 
Observation 1	The performance for the AI/ML method is degraded from 84.8% when UE can measure all beams in set B, to 80.1% for Top-1 accuracy with 0 dB margin when including the impact that UEs cannot measure beams with path gain under -128 dB.
Observation 2	The performance degradation due the measurement error for the AI algorithm is considerably larger (about 7dB in RSRP difference for 90%) compared to the baseline 1, that is the exhaustive search of all beams in set A (about 3 dB at 90%), as well as baseline 2, that is selecting the best beam among all measured beams in set B (about 1 dB at 90%).
Observation 3	For 100% outdoor UE, the model for DL Tx beam prediction can generalize to unseen RX-beam patterns at least when selecting the best Rx beam for both training and inference.
Observation 4	For 100% outdoor UE, the model for Joint Tx/Rx beam pair prediction cannot generalize to unseen RX-beam patterns at least when selecting the best Rx beam for both training and inference. The performance degradation is in range of 12%~52%, depending on the unseen the RX-beam pattern properties.
Observation 5	Based on model input/output distribution, it is feasible to classify each sample (UE) as either non-anomalous or anomalous, where the latter category has much worse prediction accuracy. For example, in one outdoor scenario, non-anomalous UEs were found to have 99.1% accuracy while anomalous UEs had only 89% accuracy, i.e. more than an order of magnitude larger error rate. Such a classifier can be the basis for a model monitoring algorithm that sounds an alarm if too many anomalous samples appear.
Observation 6	Adaptive Top-K based on prediction uncertainty/confidence information can reduce reporting and measurement overhead. An example of 35% overhead reduction with maintained accuracy is shown.
Observation 7	For TX-beam prediction, evaluations indicate the possibility to increase the measurement periodicity from 40ms to 80ms, where the prediction-based method used to predict 40ms ahead indicates slight gain over baseline for the worst UEs
Observation 8	No improvement is seen using AI/ML over baseline in prediction performance with an increasing T2
Observation 9	Challenging to predict the best beam pair when T2=240ms, L1-RSRP error of ~10dB is shown in the 95th percentile also when all beams in set A are measured during T1
Observation 10	For BM case-2 beam-pair prediction, sample and hold baseline provides better performance than AI/ML model in case all beams in set A are measured during T1.
Observation 11	For BM case-2 beam-pair prediction, AI/ML model is better than sample-and-hold baseline if a subset of beams in set A are measured during T1. This indicates that gains are coming from the spatial beam prediction.
Observation 12	The performance varies based on the set B configuration even if the number of beams in set B are the same. This indicates that it is useful to first collect the dataset prior to determining the set B selection.
Observation 13	No gain with AI/ML over sample and hold baseline for UEs with 10 rotations per minute in the TX/RX temporal beam prediction use case
Based on the discussion in the previous sections we propose the following:
Proposal 1	Conclude that UEs can only reliably measure RSRP for beams with SNR above -3 dB in the evaluations, and evaluations should provide results assuming such threshold.

References
RP-213599, Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface, Qualcomm, 3GPP TSG RAN Meeting #94e, Electronic Meeting, Dec. 6 - 17, 2021.
R1-2208908 Discussion on general aspects of AI-ML framework, Ericsson, 3GPP TSG-RAN WG1 Meeting 110bis, October, 2022.
R4-1904820, “Way forward on L1-RSRP accuracy requirements”, 3gpp, RAN4 meeting #90bis Xian China, April 2019
[bookmark: _Ref115359481]R1-2206938, “Evaluation of AI ML for beam management”, Ericsson, 3GPP TSG-RAN WG1 Meeting 110, August, 2022.
[bookmark: _Ref118373012]R1-2208906, “Evaluation of AIML for beam management”, Ericsson, 3GPP TSG-RAN WG1 Meeting 111bis-e, October, 2022.
[bookmark: _Ref130824912]R1-2302883 “Discussion on AI/ML for beam management”, Ericsson, 3GPP TSG-RAN WG1 Meeting #112bis-e, April, 2023.
[bookmark: _Ref131502183]R1-2300179. “Evaluation of AIML for beam management”, Ericsson, 3GPP TSG-RAN WG1 Meeting #112, February-March 2023.
3GPP TS 38.133, “Requirements for support of radio resource management”, Dec. 2022
[bookmark: _Ref134181836]R1-2302878, “Evaluation of AIML for beam management”, Ericsson, 3GPP TSG-RAN WG1 Meeting 112bis-e, April, 2023.
Appendix: Evaluation Scenario Assumptions
	[bookmark: _In-sequence_SDU_delivery]Parameters
	Values

	Frequency Range
	FR2 @ 30 GHz
· SCS: 120 kHz

	Deployment
	200m ISD,
· 2-tier model with wrap-around (7 sites, 3 sectors/cells per site)
Other deployment assumption is not precluded

	Channel mode
	UMa with distance-dependent LoS probability function defined in Table 7.4.2-1 in TR 38.901.

	System BW
	80MHz

	UE Speed
	· For spatial domain beam prediction, 3km/h
· For time domain beam prediction: 30km/h (baseline), 60km/h (optional)
· Other values are not precluded

	UE distribution
	· FFS UEs per sector/cell for evaluation. More UEs per sector/cell for data generation is not precluded.
 
· For spatial domain beam prediction: FFS:
· Option 1: 80% indoor ,20% outdoor as in TR 38.901
· Option 2: 100% outdoor
· For time domain prediction: 100% outdoor

	Transmission Power
	Maximum Power and Maximum EIRP for base station and UE as given by corresponding scenario in 38.802 (Table A.2.1-1 and Table A.2.1-2)

	BS Antenna Configuration
	·         [One panel: (M, N, P, Mg, Ng) = (4, 8, 2, 1, 1), (dV, dH) = (0.5, 0.5) λ as baseline]
·         [Four panels: (M, N, P, Mg, Ng) = (4, 8, 2, 2, 2), (dV, dH) = (0.5, 0.5) λ. (dg,V, dg,H) = (2.0, 4.0) λ as optional]
·         Other assumptions are not precluded.
 
Companies to explain TXRU weights mapping.
Companies to explain beam selection.
Companies to explain number of BS beams

	BS Antenna radiation pattern
	TR 38.802 Table A.2.1-6, Table A.2.1-7

	UE Antenna Configuration
	[Panel structure: (M,N,P) = (1,4,2)]
·         2 panels (left, right) with (Mg, Ng) = (1, 2) as baseline
·         Other assumptions are not precluded
 
Companies to explain TXRU weights mapping.
Companies to explain beam and panel selection.
Companies to explain number of UE beams

	UE Antenna radiation pattern
	TR 38.802 Table A.2.1-8, Table A.2.1-10

	Beam correspondence
	Companies to explain beam correspondence assumptions (in accordance to the two types agreed in RAN4)

	Link adaptation
	Based on CSI-RS

	Traffic Model
	FFS:
· Option 1: Full buffer
· Option 2: FTP model
Other options are not precluded

	Inter-panel calibration for UE
	Ideal, non-ideal following 38.802 (optional) – Explain any errors

	Control and RS overhead
	Companies report details of the assumptions

	Control channel decoding
	Ideal or Non-ideal (Companies explain how it is modelled)

	UE receiver type
	MMSE-IRC as the baseline, other advanced receiver is not precluded

	BF scheme
	Companies explain what scheme is used

	Transmission scheme
	Multi-antenna port transmission schemes
Note: Companies explain details of the using transmission scheme.

	Other simulation assumptions
	Companies to explain serving TRP selection
Companies to explain scheduling algorithm

	Other potential impairments
	Not modelled (assumed ideal).
If impairments are included, companies will report the details of the assumed impairments

	BS Tx Power
	[40 dBm]

	Maximum UE Tx Power
	23 dBm

	BS receiver Noise Figure
	7 dB

	UE receiver Noise Figure
	10 dB

	Inter site distance
	200m

	BS Antenna height
	25m

	UE Antenna height
	1.5 m

	Car penetration Loss
	38.901, sec 7.4.3.2: μ = 9 dB, σp = 5 dB
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