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1 Introduction
A new study item on Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface was approved in RANP#94e [1]. In RAN1#113 meeting, the following agreements were made [2]:
	Observation
Regarding ground truth label generation for AI/ML based positioning, multiple sources submitted evaluation results on the impact of ground truth label for training obtained by existing NR RAT-dependent positioning methods. Feasibility and performance benefit of utilizing ground truth label for training estimated by existing NR RAT-dependent positioning methods are observed.
· Source 1 ([R1-2304475]) evaluated in InF-DH {40%, 2, 2} and showed that AI/ML model can be trained with noisy labels along with the corresponding quality estimated by the legacy positioning methods, to improve positioning performance from  3.73m@90% (5k ideal label) to 1.72m @90% (5k ideal label + 20k noisy label). It also showed that the performance benefit compared to semi-supervised training of 2.78m @90% (5k ideal label + 20k unlabeled data). Note that training data weighting is used with label quality indicator.
· Source 2 ([R1-2305332]) evaluated in InF-DH {60%, 6, 2} and showed that the performance of direct AI/ML positioning with 1k clean labelled samples improves from 13.76m to 8.72m when considering additional 350 samples that are labelled using NR-RAT positioning method. Note that the label error is up to 3.5m.
· Source 3 ([R1-2305463]) evaluated in both InF-DH {60%, 6, 2} and InF-DH {40%, 2, 2} and showed performance loss when compared to all ideal label case. For example it showed in InF-DH {40%, 2, 2} the accuracy degrades from 0.39m @90% (100% ideal label) to 2.10m @90% (50% ideal label and 50% label obtained by existing DL-TDOA scheme). Note that noisy label is treated the same as ideal label in training.

Agreement
Regarding ground truth label generation for AI/ML based positioning, the following options of entity to generate ground truth label are identified when beneficial and necessary (e.g., limited PRU availability) 
· UE with estimated/known location generates ground truth label and corresponding label quality indicator
· based on non-NR and/or NR RAT-dependent and/or NR RAT-independent positioning methods
· At least for UE-based positioning with UE-side model (Case 1) and UE-assisted positioning with UE-side model (Case 2a)
· Network entity generates ground truth label and corresponding label quality indicator
· based on non-NR and/or NR RAT-dependent and/or NR RAT-independent positioning methods 
· At least for UE-assisted/LMF-based positioning with LMF-side model (Case 2b),  NG-RAN node assisted positioning with gNB-side model (Case 3a) and NG-RAN node assisted positioning with LMF-side model (Case 3b)
· Note: user data privacy needs to be preserved

Agreement
For assisted AI/ML positioning with UE-assisted (Case 2a) and NG-RAN node assisted positioning (Case 3a), at least the following types of model inference output are identified as candidates providing performance benefits
· Timing estimation
· FFS potential specification impact including details of report to LMF, e.g., time difference relative to a reference time, soft information report
· FFS applicability for DL-TDOA, UE/gNB RTT and UL-RTOA
· Note: the report to LMF is derived based on and maybe different from the model inference output
· LOS/NLOS indicator
· FFS potential specification impact (if any w.r.t. existing measurement report)
· FFS RSRPP

Agreement
Regarding AI/ML model monitoring for AI/ML based positioning, the following entities are identified as candidates to derive monitoring metric in addition to entities from previous agreement
· LMF for Case 2a (with UE-side model) and Case 3a (with gNB-side model) at least when monitoring is based on provided ground truth label (or its approximation)

Agreement
Regarding monitoring for AI/ML based positioning, at least the following monitoring methods with potential specification impact are identified
· Model monitoring based on provided ground truth label (or its approximation)
· Monitoring metric: statistics of the difference between model output and provided ground truth label
· FFS details of statistics
· For monitoring UE-side and gNB-side model
· signaling from monitoring entity to request ground truth label (if needed)
· signaling from monitoring entity to request model output (if needed)
· signaling for potential request/report of monitoring metric (if needed)
· Note: there may not be any specification impact
· For monitoring LMF-side model
· signaling from LMF to request measurement(s) (if needed)
· FFS applicability to each case (Case 1 to 3b)
· Model monitoring without ground truth label
· Monitoring metric: 
· FFS: statistics of measurement(s) compared to the statistics associated with the training data, statistics associated with the model output
· FFS details of statistics
· FFS details of what type of measurement(s)
· For monitoring UE-side and gNB-side model
· signaling from LMF to facilitate the monitoring entity to derive the monitoring metric (if needed)
· signaling from monitoring entity to request measurement(s) (if needed)
· signaling for potential request/report of monitoring metric (if needed)
· Note: there may not be any specification impact
· For monitoring LMF-side model
· signaling from LMF to request measurement(s) (if needed)
· FFS applicability to each case (Case 1 to 3b)




This contribution provides our views on AI/ML for positioning, particularly on AI/ML assisted positioning to improve positioning accuracy. 

2 Discussions on AI/ML Assisted Positioning

One of examples in AI/ML assisted positioning can be facilitated by utilizing multipath reporting that was introduced in Rel-17, particularly the multiple paths reporting mechanism. For DL-TDOA and Multi-RTT positioning, UE is capable of measuring and reporting a maximum of 8 additional paths. In the measurement report, the indices of the additional paths and the associated relative path power measurement (PRS-RSRPP) for each path could be reported. Likewise in UL case, the gNB could also report multipath measurements (i.e, UL-RSRPP) to LMF. 

By allowing UE/TRP to report the received power of the multipath components, the LMF has the possibility to process and measure in the channel delay domain. Based on the outcome of positioning in Rel-17, it is up to LMF on how to utilize this information (i.e., implementation aspect of LMF). We consider the usage of AI/ML to process such information, including the collected path measurements from UE/TRP, would be beneficial in AI/ML assisted positioning sub use-case, especially to improve the positioning accuracy. 

Multipath measurement and reporting open up a new opportunity for AI/ML deployment, since LMF can collect more detailed channel information from UE/TRP. For example, in the legacy, LMF would only obtain one timing measurement per measurement report. The accuracy of identifying LOS/NLOS mainly relies on the UE. But now the LMF is capable of acquiring multiple path information. Having the path information including relative signal power (PRS-RSRPP) and relative delay of multiple propagation path, LMF can make its own decision on the LOS path identification.
Observation 1: The multiple paths reporting from UE/TRP to LMF could assist network-side (e.g., LMF) to make its own decision on LOS path selection.
In principle, the network (specifically, LMF) can collect a huge amount of positioning measurement data which could be from different UEs/gNBs. It enables LMF to further create and train an AI/ML model using the set of collected data.  This method can be particularly used for NLOS mitigation and can achieve an improved detection accuracy. 

The usage of AI/ML can be briefly divided into three phases: 
· Data generation/collection phase
· Model training and updating phase
· Model deployment phase (Inference)

These three phases and the involved communication units are illustrated in Figure 2. In the data generation/collection phase, channel quality and multipath information are generated and collected for further analysis. This procedure is performed by UE or gNB, particularly for the UE with a fixed-location that can provide an exact location. The sources of the data can differ in DL and UL cases. In DL, UE receives the reference signal and processes the data, while in UL, the gNB performs this procedure. After the measurement is performed, LMF collects the results, such as the path information, quality matrix and possible its own location. It should be noted that in this phase, LMF also needs to process and validate the data to further transfer it to a training set as an input to the model training. 

Once LMF collects a certain amount of data, LMF can perform ML model training. Model training step may include model selection, training, validation and testing. Lastly, at the output from the training phase, an inference model will be deployed in UE or gNB or LMF to handle specific inference operation, e.g., NLOS detection. 
Data Collection with processing and validation
(LMF or reference UE/gNB)
Model Training and Updating
(LMF)
Model deployment
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Figure 2: Procedure of Machine learning utilization for positioning.


[bookmark: _Toc101976820][bookmark: _Toc101976858][bookmark: _Ref110937221][bookmark: _Toc115172966][bookmark: _Toc115173073][bookmark: _Toc117862815][bookmark: _Toc131515241]Observation 2: The procedure of AI/ML for positioning can be at least divided in three phases:
1. Data generation/collection with data processing and validation,
2. Model Training and updating,
3. Model deployment.


[bookmark: _Toc142664629]Proposal 1: Support AI/ML with model transfer in which the inference model is either in UE or gNB and LMF to create and train the AI/ML model.

In RAN1#112b-e meeting, the data collection for model training for AI/ML based positioning were discussed and made a working assumption. There was no related progress in RAN1#113 meeting. We consider the working assumptions are quite reasonable and required so that RAN1 can move forward in making some good progress. We can continue further to scrutinise the details. Hence, we propose to confirm the working assumptions related to the data collection for model training for AI/ML based positioning made in RAN1#112b-e meeting.

[bookmark: _Toc142664630]Proposal 2: Confirm the working assumptions related to the data collection for model training for AI/ML based positioning made in RAN1#112b-e meeting.

One of the topics discussed in the last meeting is training data generation/collection. ML model training relies on the known properties learnt from the training data, which contains measurements from the UE or gNB (as the input to the ML model) and the ground truth value (as the expected output from the ML model given specific input set). Only by feeding the ML model with a sufficiently large input set and the expected output set, LMF can obtain a robust inference model. To fulfil the above requirement, there should be some specific reporting from UE/gNB to LMF to allow the LMF to collect the right information for model training. Regarding the data collection from UE/gNB, The UE/gNB can reports channel observation information to the LMF. The channel observation information may consist of the observed power delay profiles (PDP), power metrics, SNR, and other channel characteristics, etc. that may be used as the input for AI/ML assisted positioning, particularly to identify the LOS path and improve the positioning accuracy.

[bookmark: _Ref110937233][bookmark: _Toc115172967][bookmark: _Toc115173074][bookmark: _Toc117862816][bookmark: _Toc131515242]Observation 3: The channel observation (e.g., in a form of CIR, SNR, RSRP) is used as part of the data generation/collection in the creation of training model.
[bookmark: _Toc142664631][bookmark: _Ref110937296][bookmark: _Toc118706320]Proposal 3: Support channel observation, such as power delay profiles (PDP), as part of the data generation/collection from UE and gNB for downlink and uplink-based positioning, respectively.

In the last meeting, RAN1 has made an agreement on ground truth label generation, that the UE/LMF is able to provide estimated/known location information via NR RAT-dependent or NR RAT-independent methods as ground truth label. Apart from that we also consider LOS information can be used as ground truth label in terms of LOS/NLOS identification. 
To train an AI/ML model for NLOS identification, LMF needs to be aware of the true LOS/NLOS labels of the measurements in the training set. These labels can be considered as the ground truth label and it should be informed by the UE, preferably a reference UE or reference gNB which knows its own location. Furthermore, the location information itself can be considered as the ground truth label.

[bookmark: _Toc142664632]Proposal 4: Apart from location information, support LOS probability information as the ground truth label.

In one of the examples of AI/ML assisted, the network (e,g., LMF) trains and create AI/ML model or here, we call it prediction models (PM) given the information from the UE/gNB. Note, we consider the details of the PM creation using AI/ML is up to the implementation. The second aspect is about signalling the prediction model in the model deployment phase (AI/ML model inference). After the model training, the LMF can utilize the model and apply it on the new measurements. But the model may not necessarily be used only in LMF. The UE can also perform the PM deployment or also known as inference. For example, LMF can also report the prediction model to UE and allow them to perform ML inference. This can avoid heavy computation in LMF. 

[bookmark: _Toc118706322][bookmark: _Toc142664633]Proposal 5: Support AI/ML Positioning with model training at LMF and model inference at the UE side.

This process require the transmission of PM to the UE. Hence, we should also consider the inference model structure and size. It is beneficial to provide the inference model in smaller size (without compromising the performance), particularly to the UEs given the environment to the UE operates in. The inference model from LMF to the UE can consider the following aspects:
· The inference model can be partially or fully provided.
· The time validity of the inference model.
· The structure (i.e., number and types of stages, interconnections, etc.) of the predictive neural network as part of the inference model.
· The measurement that the UE should perform associated with the provided inference model.

[bookmark: _Toc118706323][bookmark: _Toc142664634]Proposal 6: On AI/ML model indication, define the inference model (e.g., contents, structure, size) to be provided from LMF to UE/gNB.
3 Summary
In this contribution, we have discussed our view on usage of AI/ML for positioning. Our observation are listed below:

Observation 1: The multiple paths reporting from UE/TRP to LMF could assist network-side (e.g., LMF) to make its own decision on LOS path selection.
Observation 2: The procedure of AI/ML for positioning can be at least divided in three phases:
1. Data generation/collection with data processing and validation,
2. Model Training and updating,
3. Model deployment.

Observation 3: The channel observation (e.g., in a form of CIR, SNR, RSRP) is used as part of the data generation/collection in the creation of training model
Observation 4: Distributed learning model can achieve a better positioning accuracy based on training/inference by specific propagation channel environment.

We have also the following proposals:

Proposal 1: Support AI/ML with model transfer in which the inference model is either in UE or gNB and LMF to create and train the AI/ML model.
Proposal 2: Confirm the working assumptions related to the data collection for model training for AI/ML based positioning made in RAN1#112b-e meeting.
Proposal 3: Support channel observation, such as power delay profiles (PDP), as part of the data generation/collection from UE and gNB for downlink and uplink-based positioning, respectively.
Proposal 4: Apart from location information, support LOS probability information as the ground truth label.
Proposal 5: Support AI/ML Positioning with model training at LMF and model inference at the UE side.
Proposal 6: On AI/ML model indication, define the inference model (e.g., contents, structure, size) to be provided from LMF to UE/gNB.
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