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Introduction
The new study item on Artificial Intelligence (AI) / Machine Learning (ML) for NR air interface has been approved in [1]. One of the study objectives includes the analysis of solutions for CSI feedback enhancements.
	Study the 3GPP framework for AI/ML for air-interface corresponding to each target use case regarding aspects such as performance, complexity, and potential specification impact.
Use cases to focus on:
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels
Note: the selection of use cases for this study solely targets the formulation of a framework to apply AI/ML to the air-interface for these and other use cases. The selection itself does not intend to provide any indication of the prospects of any future normative project


In this contribution, we express our views on potential specification impact focusing on spatial-frequency domain CSI compression using two-sided AI model sub-use case and CSI prediction using one-sided AI model at the UE side sub-use case.
Discussion
Spatial-frequency domain CSI compression using two-sided AI model
Model performance monitoring and data collection
Enhanced Type II PMI codebook supports multiple parameter combinations {L, pv, beta}, where each parameter combination corresponds to different overhead and performance (CSI accuracy) for a given channel realization. Depending on the channel statistics (e.g. LoS/NLoS, number of clusters, delay spread, etc.) the optimal parameter combination can be selected for a UE, for a cell or for a deployment scenario which allows to optimize CSI reporting overhead. CSI accuracy for a parameter combination corresponding to larger number of bits is generally better comparing to a parameter combination corresponding to lower number of bits. Performance of AI-ML model applied for CSI also depends on many aspects including pre/post-processing, alignment of training dataset and actual channel realisation for CSI inference, model structure, quantization, etc. So, the CSI accuracy of an AI-ML model may be worse comparing to the CSI accuracy of another AI-ML model which corresponds to the same number of CSI bits. Thus, a mechanism is required to identify optimal AI-ML model configuration/selection for a UE to achieve the best performance/overhead tradeoff and avoid performance loss if the used AI/ML model does not achieve the required CSI accuracy.
In order to select the proper AI-ML model for CSI reporting, model performance monitoring can be used. At the RAN1#110b-e meeting the following agreements were made on the model performance monitoring. 
	Agreement
In CSI compression using two-sided model use case, study potential specification impact for performance monitoring including: 
· NW-side performance monitoring:  NW monitors the performance and make decisions of model activation/ deactivation/updating/switching    
· UE-side performance monitoring: UE monitors the performance and reports to Network, NW makes decisions of model activation/ deactivation/updating/switching    
Agreement
In CSI compression using two-sided model use case, further study potential specification impact related to assistance signaling and procedure for model performance monitoring. 
Agreement
In CSI compression using two-sided model use case, further study at least the following options for performance monitoring metrics/methods:
· Intermediate KPIs as monitoring metrics (e.g., SGCS)
· Eventual KPIs (e.g., Throughput, hypothetical BLER, BLER, NACK/ACK).
· Legacy CSI based monitoring: schemes using additional legacy CSI reporting
· Other monitoring solutions, at least including the following option:
· Input or Output data based monitoring: such as data drift between training dataset and observed dataset and out-of-distribution detection


As it can be seen from the above agreements, at least eventual KPI and intermediate KPI are considered as monitoring metrics for AI-ML model performance monitoring. However, it is not clear how exactly the metrics is calculated and how it is used. If the metrics for model performance monitoring is calculated based on only one model configured for a UE it may be not possible to decide whether to re-configure AI-ML model or continue to use the same AI-ML model. In order to select the AI-ML model with the best performance for CSI, testing of multiple AI-ML models with the measured channel can be considered.
Model performance monitoring procedure is schematically represented in figure 1. It is assumed that SGCS (Square Generalized Cosine Similarity) is calculated for each model based on DL or UL channel measurements for a UE. Then, the model which corresponds to the maximum value of SGCS is selected. For UE-side model performance monitoring, DL channel measurements can be obtained directly via CSI-RS. For NW-side model performance monitoring, approximation of DL channel measurements can be derived via SRS (for FDD or TDD) or by using ground truth CSI reporting from the UE.


Figure 1. Model performance monitoring procedure
Observation 1: 
· Model performance monitoring based on intermediate KPI or eventual KPI calculated based on one AI-ML model is not giving enough information for proper configuration of AI-ML Model
Proposal 1: 
· Testing of different AI-ML models with the measured/reported channel should be assumed for model performance monitoring
At the RAN1#112 meeting the following agreement was made on intermediate KPIs based model performance monitoring.
	Agreements
In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact for intermediate KPIs based monitoring including at least:
· NW-side monitoring based on the target CSI with realistic channel estimation associated to the CSI report, reported by the UE or obtained from the UE-side. 
· UE-side monitoring based on the output of the CSI reconstruction model, subject to the aligned format, associated to the CSI report, indicated by the NW or obtained from the network side.
· Network may configure a threshold criterion to facilitate UE to perform model monitoring. 
· UE-side monitoring based on the output of the CSI reconstruction model at the UE-side
· Note: CSI reconstruction model at the UE-side can be the same or different comparing to the actual CSI reconstruction model used at the NW-side. 
· Network may configure a threshold criterion to facilitate UE to perform model monitoring. 
· FFS: Other solutions, e.g., UE-side uses a model that directly outputs intermediate KPI. Network-side monitoring based on target CSI measured via SRS from the UE.
Note: Monitoring approaches not based on intermediate KPI are not precluded
Note: the study of intermediate KPIs based monitoring should take into account the monitoring reliability (accuracy), overhead, complexity, and latency.


According to the above agreement RAN1 will study several options for model performance monitoring. All the agreed options are based on channel measured based on CSI-RS at the UE, which means that even for network-based model performance monitoring, feedback of the measured channel is required. However, UL reference signals (i.e., SRS) can be used to estimate the model performance since at least angular and delay reciprocity exists for UL and DL channels for an FDD system. Encoder model (CSI generation part of the two-sided model) knowledge is required at the gNB to calculate the intermediate KPI (e.g., SGCS) based on SRS. Since it is possible that gNB controls the used encoder at the UE (e.g., via higher-layer configuration), the assumption that encoder model is available at the gNB may be valid.
Model performance monitoring based on SRS measurements doesn’t require reporting of channel measurements from the UE, UE behaviour in this case is limited to SRS transmission only. Thus, no specification enhancements are required in RAN1 to enable it. 
Proposal 2: 
· NW-side model performance monitoring based on the target CSI from SRS and output CSI obtained from SRS measurements using the two-sided model can be used without RAN1 specification enhancements if CSI generation part model is known at the gNB
NW-side model performance monitoring accuracy was evaluated in [2] using two options for evaluation methodology. According to the evaluation results for Option 1 evaluation methodology, enhancements for ground truth CSI quantization are required to improve the accuracy of actual KPI calculation. However, the evaluation methodology does not consider all the aspects to suggest if enhancements are beneficial for the system performance. First, model performance monitoring based on ground truth CSI reporting for one time instance is not robust to channel variations in time as shown in [2]. Second, the aspect of CSI overhead for ground truth CSI quantization is not considered. For instance, ground truth CSI reporting transmitted every 100 ms with high accuracy (e.g., ~500 bits) will significantly increase the total CSI overhead which will have negative impact on system performance. Considering the first and the second points described above, usage of AI/ML-based CSI compression with ground truth CSI quantization for model performance monitoring may be even worse than just relying on conventional PMI codebook for CSI feedback. 


Observation 2:
· At least the following aspects require further study for NW-side model performance monitoring based on ground truth CSI quantization
· Robustness of model performance monitoring against channel variations in time
· Efficiency of model performance monitoring considering the corresponding CSI feedback overhead
For AI/ML-based CSI compression, data for model training can be collected at the NW-side by using conventional (non-AI/ML) CSI feedback. Considering that the AI/ML-based CSI compression is aiming to beat the CSI reporting based on PMI codebook in terms of performance and overhead, it is obvious that ground truth CSI quantization with number of bits A > B is required to train AI/ML model corresponding to CSI report with B bits. SGCS performance was evaluated in [2] for AI/ML model with B = 128 CSI bits for different assumption for quantization of the training dataset including scalar quantization and eType II-like quantization. According to the evaluation results, performance degradation is observed for ground truth CSI quantization with more than 3329 bits which is much higher comparing to existing Type II PMI codebooks. Hence, it can be concluded that specification enhancements are required for NW data collection based on CSI feedback to support ground truth CSI quantization with higher accuracy comparing to the existing PMI codebooks. 
Proposal 3:
· It is concluded that specification enhancements are required for NW data collection based on CSI feedback
· Support for codebook-based (eType II-like) or scalar ground truth CSI quantization with higher CSI accuracy and larger CSI reporting overhead comparing to existing Type II codebooks is beneficial for NW data collection
AI/ML model training, input and inference
Different training collaboration types are considered in RAN1 including joint training of an AI/ML model at a single side/entity or separate training at network side and UE side. It is expected that joint training has better performance than separate training since it allows to match the CSI generation part and CSI reconstruction part by adjusting model weights for both model parts during the training procedure. However, joint training does not always allow to optimize UE and gNB implementation for CSI generation and CSI reconstruction models respectively and complicates deployment of vendor-specific models.
Performance evaluations for joint training and separate training are presented in [2]. Based on the evaluation results it is observed that acceptable performance close to joint training can be achieved for separate training. However, significant performance degradation (up to 5% in the worst-case) is possible for some cases. In order to avoid significant performance degradation due to training procedure or due to other factors (e.g., performance of model part which is trained separately due to implementation or due to lower complexity of the model part), some performance requirements may be set by the entity which trains the corresponding model part first (NW for NW-first training and UE for UE-first training). The trained two-sided AI/ML model can be tested against those requirements before the deployment of this model. 
Proposal 4:
· Acceptable performance close to joint training at a single side/entity (training collaboration type 1) can be achieved for separate training (training collaboration type 3)
· The performance of the separately trained encoder/decoder pair shall be verified against performance requirements to avoid performance degradation due to separate training or other factors
At the RAN1#110 meeting the following agreements were made w.r.t. AI/ML model input and inference.
	Agreement
In CSI compression using two-sided model use case, further study potential specification impact on CSI report, including at least
· CSI generation model output and/or CSI reconstruction model input, including configuration(size/format) and/or potential post/pre-processing of CSI generation model output/CSI reconstruction model input. 
· CQI determination
· RI determination

Agreement
In CSI compression using two-sided model use case, further study potential specification impact on output CSI, including at least
· Model output type/dimension/configuration and potential post processing 


Since an AI/ML model is trained assuming a particular algorithm for pre-processing, it doesn’t make sense to have separate configuration of pre-processing algorithm and AI/ML model (including model weights considering that the same model may be trained with different pre-processing algorithms). Thus, if an AI/ML model is configured at the UE for inference, information on pre-processing for that model should be provided to the UE (e.g. specified, configured, downloaded, transferred etc.). Since the pre-processing and AI/ML model are highly related it is important to provide clear definition of pre-processing algorithm. To describe pre-processing at least linear transforms (DFT across different dimensions), down selection of matrix elements and normalization operations should be defined as well as the CSI-RS ports mapping and mapping of subbands to the input of the pre-processing.
Proposal 3: 
· It is expected that an AI/ML model is trained assuming a particular pre/post processing
· If the AI/ML model is configured at the UE for inference, information on pre-processing for that model should be provided to the UE (e.g. specified, configured, downloaded etc.)
· Pre/post-processing may include at least linear transforms (DFT across different dimensions), down selection of matrix elements and normalization
The parameters for the model input can be defined like parameters L and M for the Enhanced Type II PMI codebook, where parameter L controls the number of inputs for spatial domain and parameter M controls the number of inputs for frequency domain, so the dimensions of input matrix are L × M. 
In some cases, information from the pre-processing step is required to be reported in CSI, otherwise it is not possible to reconstruct the precoding matrix at the gNB, e.g., if oversampling (SD basis rotation factor) of Spatial Domain (SD) vectors is used and/or selection of SD or Frequency Domain (FD) vectors is used at the pre-processing step.
Proposal 4:
· The dimensions of the input matrix are defined by parameters similar to parameters L/M for Enhanced Type II PMI codebook (considering that input matrix corresponds to the AI/ML model input after pre-processing)
· In some cases, information from pre-processing step shall be reported by the UE together with CSI bits generated by the AI/ML model (e.g., selected basis vectors, basis rotation factor, etc.)
CQI and RI reporting
For spatial-frequency domain CSI compression using two-sided AI model, PMI calculation approach is redesigned. However, for CQI and RI calculation it is still possible to use legacy principles. Thus, RI can be used to indicate the number of layers recommended for the PDSCH transmission and number of columns for PMI precoding matrix, CQI can be used to indicate the spectral efficiency of the effective channel (i.e., recommended modulation and coding scheme). 
Proposal 5: 
· Consider existing principles for RI and CQI reporting for spatial-frequency domain CSI compression using two-sided AI model sub-use case
The following agreement was made at RAN1#112b-e meeting on CQI determination for CSI compression using two-sided model use case.
	Agreement
In CSI compression using two-sided model use case, further study the following options for CQI determination in CSI report, if CQI in CSI report is configured.    
· Option 1: CQI is NOT calculated based on the output of CSI reconstruction part from the realistic channel estimation, including
· Option 1a: CQI is calculated based on target CSI with realistic channel measurement  
· Option 1b: CQI is calculated based on target CSI with realistic channel measurement and potential adjustment 
· Option 1c: CQI is calculated based on legacy codebook
· Option 2: CQI is calculated based on the output of CSI reconstruction part from the realistic channel estimation, including
· Option 2a: CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference with potential adjustment
· Note: CSI reconstruction part at the UE can be different comparing to the actual CSI reconstruction part used at the NW. 
· Option 2b: CQI is calculated using two stage approach, UE derive CQI using precoded CSI-RS transmitted with a reconstructed precoder.   
· Other options are not precluded
· Note1: feasibility of different options should be evaluated 
· Note2: Gap analyses between the UE side CQI calculation results and the NW side results, as well as the impact on the scheduling performance should be evaluated
· Note3: Complexity of CQI calculation needs to be evaluated, including the computing complexity and potential RS/signaling overhead


Option 1b from the above agreement assumes that CQI is calculated based on target CSI with realistic channel measurement and potential adjustment. CQI adjustment is needed to compensate mismatch of precoding matrix assumed for CQI calculation and the actual precoding matrix in CSI (i.e., PMI). However, it is not clear from the agreement how to define adjustment for CQI. Several options can be considered. For example, CQI adjustment can be configured via higher layers (RRC/MAC CE). 
Alternatively, CQI adjustment can be determined based on mismatch with reference CQI value, where reference CQI value can be determined based on preceded CSI-RS transmission. In this case, the mechanism to determine the CQI adjustment can be referred as CQI calibration. 
If there is some prior knowledge for the mismatch of target CSI and CSI reconstruction output (e.g., NMSE or SGCS), the mismatch can be modelled by adding AWGN with pre-defined power based on the prior knowledge to the target CSI for CQI calculation. 
Proposal 6:
· The following alternatives for CQI adjustment determination can be considered for Option 1b CQI determination
· CQI adjustment is configured via higher layers
· CQI adjustment is determined by the UE based on reference CQI (e.g., measured from precoder CSI-RS)
· CQI is calculated using precoding matrix corresponding to the target CSI with added AWGN
CSI prediction using one-sided AI model at the UE side
The following agreement was made at RAN1#111 meeting for CSI prediction using one-sided AI model at the UE side.
	Agreement
Time domain CSI prediction using UE sided model is selected as a representative sub-use case for CSI enhancement.   
Note: Continue evaluation discussion in 9.2.2.1.
Note: RAN1 Defer potential specification impact discussion at 9.2.2.2 until the RAN1#112b-e, and RAN1 will revisit at RAN1#112b-e whether to defer further till the end of R18 AI/ML SI.
Note: LCM related potential specification impact follow the high level principle of other one-sided model sub-cases.


There is a parallel discussion on CSI prediction in Rel-18 MIMO WI, where UE-side channel prediction support is enabled for a new PMI codebook introduced to enhance performance for UEs with high/medium velocities, where codebook enhancements as well as assistance signalling and CQI determination mechanism are specified. Considering the above, CSI prediction with AI/ML model at the UE side shall be discussed in application to Rel-18 CSI enhancements for high/medium mobility to avoid redundant work on similar issues.


Proposal 7: 
· CSI prediction with AI/ML model at the UE side shall be discussed in application to Rel-18 CSI enhancements for high/medium mobility
The CSI prediction performance depends on many factors including wireless channel properties, UE speed, properties of reference signals (CSI-RS) and AI-ML model used for CSI prediction at the UE. In general case all the above factors can not be known at the gNB side. Thus, acceptable prediction performance cannot be guaranteed for all the cases which may lead to degradation of system performance if channel prediction is enabled. To avoid the performance loss, model performance monitoring is required for CSI prediction using one-sided AI model at the UE side.
For the model performance monitoring, calculation of intermediate metrics may be considered. In this case, in order to calculate the intermediate metrics, AI-ML model shall be applied to predict CSI for a time instance in which CSI-RS measurements are available. Model performance monitoring for CSI prediction is illustrated in Figure 1 below.


Figure 1. Model performance monitoring for CSI prediction

In the above figure intermediate metrics (e.g., SGCS) is calculated based on measured channel H(n+3P) and predicted channel Hp(n+3P), where P corresponds to the CSI-RS periodicity. We propose to consider model performance monitoring based on SGCS calculated from the measured CSI-RS and predicted channel at the UE side.
Proposal 8: 
· Consider model performance monitoring based on intermediate metrics (e.g., SGCS) calculated from the measured CSI-RS and predicted channel at the UE side
Conclusion
In this contribution, we have provided our views on sub use cases for AI/ML CSI including potential specification impact. The following proposals and observations were made. 
Observation 1: 
· Model performance monitoring based on intermediate KPI or eventual KPI calculated based on one AI-ML model is not giving enough information for proper configuration of AI-ML Model
Proposal 1: 
· Testing of different AI-ML models with the measured/reported channel should be assumed for model performance monitoring
Proposal 2: 
· NW-side model performance monitoring based on the target CSI from SRS and output CSI obtained from SRS measurements using the two-sided model can be used without RAN1 specification enhancements if CSI generation part model is known at the gNB
Observation 2:
· At least the following aspects require further study for NW-side model performance monitoring based on ground truth CSI quantization
· Robustness of model performance monitoring against channel variations in time
· Efficiency of model performance monitoring considering the corresponding CSI feedback overhead
Proposal 3:
· It is concluded that specification enhancements are required for NW data collection based on CSI feedback
· Support for codebook-based (eType II-like) or scalar ground truth CSI quantization with higher CSI accuracy and larger CSI reporting overhead comparing to existing Type II codebooks is beneficial for NW data collection
Proposal 4:
· Acceptable performance close to joint training at a single side/entity (training collaboration type 1) can be achieved for separate training (training collaboration type 3)
· The performance of the separately trained encoder/decoder pair shall be verified against performance requirements to avoid performance degradation due to separate training or other factors
Proposal 3: 
· It is expected that an AI/ML model is trained assuming a particular pre/post processing
· If the AI/ML model is configured at the UE for inference, information on pre-processing for that model should be provided to the UE (e.g. specified, configured, downloaded etc.)
· Pre/post-processing may include at least linear transforms (DFT across different dimensions), down selection of matrix elements and normalization
Proposal 4:
· The dimensions of the input matrix are defined by parameters similar to parameters L/M for Enhanced Type II PMI codebook (considering that input matrix corresponds to the AI/ML model input after pre-processing)
· In some cases, information from pre-processing step shall be reported by the UE together with CSI bits generated by the AI/ML model (e.g., selected basis vectors, basis rotation factor, etc.)
Proposal 5: 
· Consider existing principles for RI and CQI reporting for spatial-frequency domain CSI compression using two-sided AI model sub-use case 
Proposal 6:
· The following alternatives for CQI adjustment determination can be considered for Option 1b CQI determination
· CQI adjustment is configured via higher layers
· CQI adjustment is determined by the UE based on reference CQI (e.g., measured from precoder CSI-RS)
· CQI is calculated using precoding matrix corresponding to the target CSI with added AWGN
Proposal 7: 
· CSI prediction with AI/ML model at the UE side shall be discussed in application to Rel-18 CSI enhancements for high/medium mobility
Proposal 8: 
· Consider model performance monitoring based on intermediate metrics (e.g., SGCS) calculated from the measured CSI-RS and predicted channel at the UE side
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