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Introduction
In RAN#94e meeting, the SID [1] of artificial intelligence (AI) and machine learning (ML) for the NR air interface was approved. The initial set of use cases including beam management was selected as follows
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1]
In this contribution, we focus on the use case of spatial and temporal domain beam prediction. Simulation results, corresponding comparisons and observations are presented to verify the rationality and validity of proposed beam management enhancements based on artificial intelligence (AI) / machine learning (ML). The evaluation is based on the Top-K Tx-Rx beam pair(s) prediction in spatial and temporal domain.

Performance Evaluations
Use case of beam management
According to the SID, the AI/ML beam management use case is further categorized into the following sub use cases, but not limited to:
· Beam prediction in spatial domain for overhead/latency reduction
· Beam prediction in time domain for overhead/latency reduction
· Beam selection accuracy improvement
In this contribution, we evaluate the Top-K Tx-Rx beam pair(s) prediction in spatial and temporal domain. Moreover, the dense urban scenario with SLS has been agreed as the baseline in the agreements below. 
[bookmark: _Hlk110684705]Agreement
· For dataset construction and performance evaluation (if applicable) for the AI/ML in beam management, system level simulation approach is adopted as baseline
· Link level simulation is optionally adopted
Agreement
· At least for temporal beam prediction, Dense Urban (macro-layer only, TR 38.913) is the basic scenario for dataset generation and performance evaluation. 
· Other scenarios are not precluded.
· For spatial-domain beam prediction, Dense Urban (macro-layer only, TR 38.913) is the basic scenario for dataset generation and performance evaluation. 
· Other scenarios are not precluded.

Dense urban scenario for spatial beam prediction
For spatial domain beam prediction, both NW and UE apply DL Tx and Rx beams respectively with certain pattern. The number of DL beam pairs in Set A is 256 (32 Tx beams and 8 Rx beams). And number of measured DL beam pairs in Set B is 16 (8 Tx beams and 2 Rx beams). The NN needs to learn from a limited number of DL measurement to infer the quality of all DL beam pair links. Figure 1 shows the DL beam sweeping procedure.
[image: ]
[bookmark: _Ref110687177]Figure 1: DL beam sweeping procedure where for traditional beam sweeping 32 Tx beams and 4 Rx beams per panel and for AI/ML beam prediction 8 Tx beams and 1 Rx beam per panel.
Dense urban scenario for temporal beam prediction
For temporal domain beam prediction, the basic assumption can be found in Figure 3, where UE measures DL beam pairs in K time instances and predict beam pairs for next F continuous instances. For example, K = 4 and F = 4. Different from BM-Case1, the time domain beam prediction can be applied when UE is with low/medium mobility, e.g. 30km/h as agreed as baseline.
[bookmark: _Ref110688344][image: ]
Figure 2: Temporal domain beam prediction where K = 4 measurement instances and F = 4 prediction instances
AI/ML model training and inference
Dataset generation
In our evaluation, the data set are generated by SLS as two parts. The first part is a subset of measured beam pairs and the corresponding L1-RSRP which can be used as input of the NN for training and inference purpose. The second part are the best (with highest L1-RSRP) beam pair index(es) among all the beam pairs, which can be seen as labels to the NN model. 
With the labelled data, NN can see which beam pair is the best one and then learn the relation between the limited measurements (as input) and the best one (as output). The limited measurement refers to Set B for beam prediction. In other words, the Tx and Rx beam pattern in time or space domain can be somehow found by the NN. Then even with a small portion of actual measurement in time and/or space domain, NN is able to infer which beam pair is most likely to be optimal with the highest L1-RSRP.
Neural network models 
For BM-Case1, we adopt a DNN (Deep Neural Network) model with 3 hidden layers to predict the best beam pair index(es) which is depicted in Figure 3. The inputs to AI/ML model are the subset of DL measurements, i.e. L1-RSRP values of measured beam pairs in an order. Since the beam pair indexes of Set B is sequentially coupled with the model as inputs, the beam pair indexes can be implicitly captured by the NN models
[image: ]
[bookmark: _Ref102126308]Figure 3: Beam pair prediction for BM-Case1 by using DNN model
For BM-Case2 and the combination of BM-Case1 and BM-Case2, we adopt the concatenation of LSTM (Long-Short Term Memory) and DNN models to predict Top-K beam pair(s) in temporal domain. As we all know, the LSTM model is good at handling the inference in time domain and is usually used in time-series prediction. And the DNN model do well in spatial domain beam prediction with good performance. Thus, the LSTM + DNN model can also be applied in spatial and temporal beam prediction. The details of LSTM + DNN implementations is shown in figure 4.
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Figure 4: Beam pair prediction in time domain by using LSTM+DNN model
Beam pattern of Set B
In recent meetings, the fixed or variable Set B have been discussed and the following agreements on it were achieved. Option 2 was refined with sub-classes as Opt. A/B/C in RAN1#110bis-e and Opt. D was added in RAN1#112. In RAN1#111, it was also agreed for companies to report their implementations of Set B.
Agreement @ RAN1#110
· Study the following options on the selection of Set B of beams (pairs) 
· Option 1: Set B is fixed across training and inference
· FFS on the beams of Set B
· Option 2: Set B is variable (e.g., different beams (pairs) patterns in each report/measurement during training and/or inference) 
· FFS on fixed or variable number of beams (pairs)
· FFS on the details 
· Other options are not precluded. 
· FFS on the number of beams (pairs) in Set B
· Note: This does not preclude the alternative that Set B is different from Set A.

Agreement @ RAN1#110bis-e
· Study the following options on the selection of Set B of beams (pairs) 
· Option 1: Set B is fixed across training and inference
· Option 2: Set B is variable (e.g., different beams (pairs) patterns in each time instance/report/measurement during training and/or inference), FFS:
· Opt A: Set B is changed following a set of pre-configured patterns 
· Opt B: Set B is randomly changed among pre-configured patterns 
· Opt C: Set B is randomly changed among Set A beams (pairs) 
· The number of beams(pairs) in Set B can be fixed or variable
· Note: BM-Case1 and BM-Case2 may be considered for different option. 
· Other options are not precluded. 

Agreement @ RAN1#112
· Additionally study the following option on the selection of Set B of beams (pairs) (for Option 2: Set B is variable) 
· Opt D: Set B is a subset of measured beams (pairs) Set C (including Set B = Set C), e.g. Top-K beams(pairs) of Set C
· Companies report the number of pre-configured patterns used in the evaluation for Option 2: Set B is variable if applicable (e.g. Opt A and Opt B)

In this contribution, to simplify the training and inference phase, we adopt Option 1 where Set B is fixed across training and inference phases. Compared with Option 2, fixed Set B may provide more stable performance on temporal beam prediction. Dynamically changing the input of model would require larger scale of training to adapt to variants of Set B. Moreover, there seems evaluation results demonstrating that fixed Set B (Option 1) outperformed variable Set (Option 2) because of the fact that it is insufficient to learn knowledge for inference only with variable Set B as model input.
KPIs of AI/ML models
In Rel.18 beam management, L1-RSRP has been widely-used as beam selection metric with its features of simplicity and computation-friendly. Hence, beam prediction accuracy based on L1-RSRP was established as a metric to be compared with baseline scheme. Moreover, as main purpose of beam prediction, overhead/latency reduction representing the system performance needs to be calculated.
Beam prediction accuracy
In RAN1#110bis-e, the following agreement was made to list three different metrics of beam prediction accuracy.
Agreement
· The options to evaluate beam prediction accuracy (%):
· Top-1 (%): the percentage of “the Top-1 genie-aided beam is Top-1 predicted beam”
· Top-K/1 (%): the percentage of “the Top-1 genie-aided beam is one of the Top-K predicted beams”
· Top-1/K (%) (Optional): the percentage of “the Top-1 predicted beam is one of the Top-K genie-aided beams”
· Where K >1 and values can be reported by companies.

In our evaluation, Top-K beam pair(s) can be predicted which may or may not include the genie-aided best beam(s). For Top-K/1 (%), if the Top-1 genie-aided beam is within the predicted Top-K beam(s), then a simple beam sweeping (among Top-K predicted beams) procedure can be triggered to find the best actual beam. And if K = 1, then Top-K/1 (%) can be degraded as to Top-1 (%) where the Top one predicted beam is the genie-aided one. We think the most rational way is to evaluate whether the predicted Top-K beam(s) as a whole are accurate or not. Hence, we tend to apply Top-K/1 (%) to evaluate the beam prediction accuracy.
Proposal 1: For beam prediction accuracy, adopt the metric of Top-K/1 (%).
In RAN1#112, the following agreement was achieved to refine the genie-aided Tx beam and Tx-Rx beam pair respectively. Given that the definition of Top-1 genie-aided Tx-Rx beam pair matters in the calculation of beam prediction accuracy (%), we select Option A to determine genie-aided beam for DL Tx-Rx beam pair prediction. 
Agreement
· For DL Tx beam prediction, the definition of Top-1 genie-aided Tx beam is defined as
· Option A (baseline): the Top-1 genie-aided Tx beam is the Tx beam that results in the largest L1-RSRP over all Tx and Rx beams
· Option B(optional), the Top-1 genie-aided Tx beam is the Tx beam that results in the largest L1-RSRP over all Tx beams with specific Rx beam(s)
· FFS on specific Rx beam(s)
· Note: specific Rx beams are subset of all Rx beams
· For DL Tx-Rx beam pair prediction, the definition of Top-1 genie-aided Tx-Rx beam pair is defined as
· Option A: The Tx-Rx beam pair that results in the largest L1-RSRP over all Tx and Rx beams
· Other options are not precluded and can be reported by companies. 
· Note: This is only for evaluation discussion

Overhead and latency reduction
In RAN1#111, the progress of down selection on RS overhead reduction [%] for BM-Case1 was achieved as in the following agreement. 
Agreement
· For the evaluation of the overhead for BM-Case1, adoption the following metrics:
· RS overhead reduction, 
· Option 1: 
· where N is the number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for AI/ML
· where M is the total number of beams (pairs) to be predicted 
· Option 2: 
· where N is the total number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for AI/ML, including the beams (pairs) required for additional measurements before/after the prediction if applicable
· where M is the total number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for baseline scheme, including the beams (pairs) required for additional measurements before/after the prediction if applicable
· Companies report the assumption on additional measurements





For RS overhead reduction in BM-Case1, we agree that the brief rule to calculate the overhead reduction is 1-N/M, where N is the number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for AI/ML, i.e. the size of Set B; and M is the total number of beams (pairs) to be predicted, i.e. the size of Set A. 
Proposal 2: For RS overhead reduction [%] of BM-Case1, adopt 1-N/M (Option 1) to briefly reflect the overhead reduction.
As for BM-Case2, the temporal domain factor should be added based on that of spatial domain beam prediction. According the following agreement made in RAN1#109e, the overhead reduction should consider the T1 duration (measurement on Set B) and T2 duration (prediction among Set A). In RAN1#111, the following agreement was made to reflect the overhead reduction in time domain. 
Agreement @ RAN1#109e
· For temporal beam prediction, further study the following options as baseline performance
· Option 1a: Select the best beam for T2 within Set A of beams based on the measurements of all the RS resources or all possible beams from Set A of beams at the time instants within T2 
· Option 2: Select the best beam for T2 within Set A of beams based on the measurements of all the RS resources from Set B of beams at the time instants within T1 
· Companies explain the detail on how to select the best beam for T2 from Set A based on the measurements in T1
· Where T2 is the time duration for the best beam selection, and T1 is a time duration to obtain the measurements of all the RS resource from Set B of beams.
· T1 and T2 are aligned with those for AI/ML based methods
· Whether Set A and Set B are the same or different depend on the sub-use case
· Other options are not precluded.  

Agreement @ RAN1#111
· For the evaluation of the overhead for BM-Case2, adoption the following metrics:
· RS overhead reduction, 
· Option 2: 
· where N is the total number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for AI/ML, including the beams (pairs) required for additional measurements before/after the prediction if applicable
· where M is the total number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for baseline scheme
· Companies report the assumption on additional measurements
· FFS: Option 3:  
· where N is the number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for AI/ML in each time instance
· where M is the total number of beams (pairs) to be predicted for each time instance
· where L is ratio of periodicity of time instance for measurements to periodicity of time instance for prediction
· Companies report the assumption on T1 and T2 patterns
· Other options are not precluded and can be reported by companies.


We choose Option 1a as baseline performance and choose Option 2 as evaluation of overhead for BM-Case2. However, we more support the overhead reduction calculated as 1 - (T1*N)/((T1+T2)*M), where T1 and T1+T2 represent the duration of measurement and duration of measurement plus prediction respectively. If the size of Set B equals to that of Set A, i.e. N = M, then it can be further simplified as 1 – T1/(T1+T2) shown as Option 2. 
Proposal 3: For BM-Case2, support the formula 1 - (T1*N)/((T1+T2)*M) to reflect the overhead reduction [%].
Baseline schemes
For the selection of baseline schemes, in RAN1#109e, the following agreements were reached for both spatial domain and temporal domain beam prediction. In our view, one of the key benefits of beam prediction is to significantly reduce overhead/latency. Hence, we think it’s fine to choose the baseline with best performance in the sense of beam selection.
 Agreement
· For spatial domain beam prediction, further study the following options as baseline performance
· Option 1: Select the best beam within Set A of beams based on the measurement of all RS resources or all possible beams of beam Set A (exhaustive beam sweeping)  
· FFS CSI-RS/SSB as the RS resources
· Option 2: Select the best beam within Set A of beams based on the measurement of RS resources from Set B of beams
· FFS: Set B is a subset of Set A and/or Set A consists of narrow beams and Set B consists of wide beams
· FFS: how conventional scheme to obtain performance KPIs
· FFS: how to determine the subset of RS resources is reported by companies
· Other options are not precluded.

Agreement
· For temporal beam prediction, further study the following options as baseline performance
· Option 1a: Select the best beam for T2 within Set A of beams based on the measurements of all the RS resources or all possible beams from Set A of beams at the time instants within T2 
· Option 2: Select the best beam for T2 within Set A of beams based on the measurements of all the RS resources from Set B of beams at the time instants within T1 
· Companies explain the detail on how to select the best beam for T2 from Set A based on the measurements in T1
· Where T2 is the time duration for the best beam selection, and T1 is a time duration to obtain the measurements of all the RS resource from Set B of beams.
· T1 and T2 are aligned with those for AI/ML based methods
· Whether Set A and Set B are the same or different depend on the sub-use case
· Other options are not precluded.

Proposal 4: For spatial domain beam prediction, select the best beam within Set A via exhaustive beam sweeping (Option 1) as baseline. And select Option 2 as the compared non-AI method for evaluation.
Proposal 5: For temporal domain beam prediction, select the best beam for T2 within Set A via exhaustive beam sweeping (Option 1a) as baseline. And select the other option as compared non-AI method for evaluation.
[bookmark: _Ref101171309]Evaluation results
Results of beam pairs prediction
In this contribution, firstly we would like to show a summary of our evaluation effort in beam pairs prediction. For more evaluation details, one may find in the following sections.
Table 1  Evaluation results for Tx-Rx beam pair prediction
	
	BM-Case1: beam pair
	BM-Case2: beam pair

	Assumptions
	Number of [beams/beam pairs] in Set A
	256 Tx-Rx beam pairs
	128 Tx-Rx beam pairs

	
	Number of [beams/beam pairs] in Set B
	32 Tx-Rx beam pairs / 16 Tx-Rx beam pairs
	128 Tx-Rx beam pairs
	8 Tx-Rx beam pairs
	16 Tx-Rx beam pairs
	32 Tx-Rx beam pairs

	
	Baseline scheme
	Best beam pair(s) within Set A via exhaustive beam pair search (Option 1)
	Best beam pair (s) within Set A via exhaustive beam pair search for T2 period (Option 1a)


	AI/ML model
input/output
	Model input
	L1-RSRPs with proper tensor order
	L1-RSRPs with proper tensor order of T1 period


	
	Model output
	Top-K Tx-Rx beam pair(s) and corresponding K L1-RSRP(s)
	Top-K Tx-Rx beam pair(s) and corresponding K L1-RSRP(s) of T2 period

	Data Size
	Training
	21w
	7w

	
	Testing
	2w
	1w

	AI/ML model
	[Short model description]
	DNN
	LSTM + DNN

	
	Model complexity
	0.04M trainable parameters / 0.04M trainable parameters
	0.05M trainable parameters
	0.13M trainable parameters
	0.14M trainable parameters
	0.14M trainable parameters

	
	Model size
	0.17M / 0.17M
	0.23M
	0.55M
	0.55M
	0.55M

	
	Computational complexity
	0.08M FLOPs / 0.08M FLOPs
	0.70M FLOPs
	0.99M FLOPs
	1.01M FLOPs
	1.04M FLOPs

	Evaluation results
[With AI/ML / baseline]
	[Beam prediction accuracy (%)]
	[KPI A]
	KPI: Top-K/1
(32)
72.88% Top-1/1
81.00% Top-2/1
85.77% Top-3/1
89.07% Top-4/1
 (16)
52.66% Top-1/1
69.86% Top-2/1
77.69% Top-3/1
81.91% Top-4/1
	KPI: Top-K/1
Details in 2.4.3

	
	[System performance]
	[RS overhead Reduction (%)/
RS overhead]
	KPI: 1-N/M
(16) 93.75% = 1-16/256
(32) 87.5% = 1-32/256
	KPI: 1-(T1*N) / ((T1+T2)*M)
(128) 50% = 1-(4*128)/((4+4)*128)
(8) 96.875% = 1-(4*8)/((4+4)*128)
(16) 93.75% = 1-(4*16)/((4+4)*128)
(32) 87.5% = 1-(4*32)/((4+4)*128)



BM-Case1: Spatial domain beam pair prediction
Table 2 summarizes the comparison of evaluation results of spatial domain beam pair prediction with AI method and non-AI method. The more beam pair predicted, the higher probability that Top-K predicted beam pairs include the genie-aided best beam pair. For the evaluation from Top-1 to Top-4, the beam pair prediction accuracy of AI method increases from 52.66% to 81.91%, while non-AI method stays unchanged results. Since there are total 256 beam pairs and UEs only measure 16 or 32 beam pairs for spatial domain beam prediction, the rough overhead reduction or latency reduction can be up to (1 – 32 beams / 256 beams) = 87.5%. The evaluation assumption can be found in appendix Table 9&11
Table 2 [bookmark: _Ref111111345]Beam pair prediction accuracy for BM-Case1 (AI method / non-AI method)
	[bookmark: _Hlk130808391]Beam pair prediction accuracy (%)
	Top-1
	Top-2
	Top-3
	Top-4

	16 Tx-Rx beam pairs in Set B
	52.66/8.53
	69.86/8.53
	77.69/8.53
	81.91/8.53

	32 Tx-Rx beam pairs in Set B
	72.88/20.47
	81.00/20.47
	85.77/20.47
	89.07/20.47


Observation 1: AI-based spatial domain beam pair prediction can provide beam prediction accuracy (at least 72.88%) while overhead/latency reduction rate is 87.5%. 
BM-Case2: Temporal domain beam pair prediction
As for BM-Case2, the UE measures K = 4 continuous time instances from Set B and predicts Top-K (from Top-1 to Top-4) in the upcoming F = 1/2/3/4 time instances. Table 3 gives the accuracy comparison of AI-based temporal prediction method and non-AI method. Apparently, given Top-K predicted beam pair(s), the beam pair prediction accuracy decreases from F = 1 to F = 4 for both methods. The reason lies in the fact that the higher the time gap between measurement and prediction, the lower the prediction accuracy is. In Table 3, Set B is the same as Set A consisting of 128 beam pairs, so the RS OH reduction can be calculated as (1 – 4 beams / (4+4) beams) = 50.0%. 
Table 3 [bookmark: _Ref110702238]Beam pair prediction accuracy for BM-Case2 (AI method / non-AI method)
	Beam pair prediction accuracy (%)
	Top-1
	Top-2
	Top-3
	Top-4

	F = 1
	86.22/90.83
	97.22/97.43
	98.77/98.67
	99.29/99.07

	F = 2
	85.75/85.63
	97.20/95.69
	98.69/97.96
	99.25/98.58

	F = 3
	83.72/81.25
	95.83/93.55
	98.06/96.83
	98.80/97.84

	F = 4
	80.02/77.20
	93.81/90.91
	96.83/95.01
	97.93/96.51


Observation 2: Temporal domain beam pair prediction can provide prediction accuracy (e.g. 80.02%) while overhead/latency reduction is as large as 50% (for the case of K = 4 and F = 4).
Combination of spatial and temporal domain beam prediction
As a special case of temporal domain prediction, where compression ratio (CR) = Set B/Set A =1/4, 1/8, 1/16, it can be regarded as the combination of spatial and temporal domain beam prediction. In this section, the UE measures K = 4 continuous time instances from Set B which is the different from Set A, and predicts Top-K (from Top-1 to Top-4) in the upcoming F = 1/2/3/4 time instances. The evaluation assumption can be found in appendix Table 10&12. 
Table 4 shows the beam prediction accuracy comparison with CR 1/4. The overhead reduction for the case can be calculated as 1 – (32 beam pairs * 4 measurement instances) / (128 beam pairs * (4 measurement instances + 4 prediction instances)) = 87.5%. 
Table 4 Beam prediction accuracy for combined BM-Case1 and BM-Case2 (AI method / non-AI method)
(CR=1/4, 8 Tx beams, 4 Rx beams)
	Beam prediction accuracy (%)
	Top-1
	Top-2
	Top-3
	Top-4

	F = 1
	80.97/38.57
	95.66/39.94
	97.89/40.11
	99.02/40.15

	F = 2
	80.17/38.00
	95.23/39.97
	97.81/40.26
	98.93/40.33

	F = 3
	79.30/37.56
	94.36/40.03
	97.26/40.43
	98.44/40.56

	F = 4
	75.86/37.19
	92.24/40.07
	95.87/40.58
	97.42/40.77


Table 5&6 shows the beam prediction accuracy comparison with CR 1/8. The overhead reduction for the case can be calculated as 1 – (16 beam pairs * 4 measurement instances) / (128 beam pairs * (4 measurement instances + 4 prediction instances)) = 93.75%. 
Table 5 Beam prediction accuracy for combined BM-Case1 and BM-Case2 (AI method / non-AI method)
(CR=1/8, 8 Tx beams, 2 Rx beams)
	Beam prediction accuracy (%)
	Top-1
	Top-2
	Top-3
	Top-4

	F = 1
	74.18/14.57
	91.26/14.84
	95.28/14.86
	97.71/14.89

	F = 2
	73.01/14.45
	90.32/14.87
	94.60/14.90
	97.19/14.92

	F = 3
	72.83/14.36
	89.74/14.91
	94.24/14.95
	96.82/14.98

	F = 4
	69.84/14.27
	87.07/14.97
	92.31/15.01
	95.31/15.03


Table 6 Beam prediction accuracy for combined BM-Case1 and BM-Case2 (AI method / non-AI method)
(CR=1/8, 4 Tx beams, 4 Rx beams)
	Beam prediction accuracy (%)
	Top-1
	Top-2
	Top-3
	Top-4

	F = 1
	77.01/9.88
	92.73/10.12
	96.42/10.14
	97.97/10.15

	F = 2
	76.21/9.60
	92.47/10.00
	96.15/10.04
	97.72/10.06

	F = 3
	75.59/9.31
	91.90/9.87
	95.66/9.94
	97.34/9.97

	F = 4
	72.03/8.95
	89.21/9.66
	94.05/9.80
	96.00/9.86


Table 7&8 shows the beam prediction accuracy comparison with CR 1/16. The overhead reduction for the case can be calculated as 1 – (8 beam pairs * 4 measurement instances) / (128 beam pairs * (4 measurement instances + 4 prediction instances)) = 96.875%. 
Table 7 [bookmark: _Ref114582395]Beam prediction accuracy for combined BM-Case1 and BM-Case2 (AI method / non-AI method)
(CR=1/16, 8 Tx beams, 1 Rx beams)
	Beam prediction accuracy (%)
	Top-1
	Top-2
	Top-3
	Top-4

	F = 1
	50.58/8.96
	71.41/9.18
	80.81/9.20
	86.96/9.21

	F = 2
	48.71/8.91
	70.00/9.26
	79.17/9.28
	84.22/9.29

	F = 3
	47.80/8.90
	68.95/9.34
	78.02/9.37
	85.29/9.38

	F = 4
	44.33/8.89
	64.24/9.43
	73.43/9.45
	80.17/9.46



Table 8 Beam prediction accuracy for combined BM-Case1 and BM-Case2 (AI method / non-AI method)
(CR=1/16, 2 Tx beams, 4 Rx beams))
	Beam prediction accuracy (%)
	Top-1
	Top-2
	Top-3
	Top-4

	F = 1
	63.94/4.69
	83.66/4.76
	89.90/4.77
	93.18/4.78

	F = 2
	63.31/4.56
	82.49/4.70
	88.89/4.72
	92.68/4.73

	F = 3
	63.11/4.43
	82.26/4.64
	88.74/4.68
	92.18/4.69

	F = 4
	60.49/4.30
	79.31/4.57
	86.04/4.63
	90.09/4.65


Observation 3: Spatial and temporal beam prediction can provide beam prediction accuracy (at least 69.84%) while overhead/latency reduction can be up to 93.75% (for the case of K = 4, F = 4 and Set B = 16 beam pairs, Set A = 128 beam pairs).
Observation 4: Down-sampling of Rx beams (e.g. from 8 Tx beams to 2 Tx beams or from 4 Rx beams to 1 Rx beam) dramatically degrades the performance of prediction accuracy.
Moreover, different UE trajectories may have an influence on the temporal beam prediction accuracy, especially when the direction of UE is random, which is hard for NN to learn the temporal correlation of optimal beam pair and measurement values. Hence, we think various UE trajectories needs to be separately included in basic observations.
Proposal 6: For temporal beam prediction, various UE trajectories needs to be separately included in basic observations.

Conclusion
In this section, allow us to repeat our observations and proposals
Observation 1: Spatial domain beam pair prediction can provide beam prediction accuracy (at least 72.88%) while overhead/latency reduction rate is 87.5%.  
Observation 2: Temporal domain beam pair prediction can provide prediction accuracy (e.g. 80.02%) while overhead/latency reduction is as large as 50% (for the case of K = 4 and F = 4). 
Observation 3: [bookmark: _GoBack]Spatial and temporal beam prediction can provide beam prediction accuracy (at least 69.84%) while overhead/latency reduction can be up to 93.75% (for the case of K = 4, F = 4 and Set B = 16 beam pairs, Set A = 128 beam pairs). 
Observation 4: Down-sampling of Rx beams (e.g. from 8 Tx beams to 2 Tx beams or from 4 Rx beams to 1 Rx beam) dramatically degrades the performance of prediction accuracy.

Proposal 1: For beam prediction accuracy, adopt the metric of Top-K/1 (%).
Proposal 2: For RS overhead reduction [%] of BM-Case1, adopt 1-N/M (Option 1) to briefly reflect the overhead reduction.
Proposal 3: For BM-Case2, support the formula 1 - (T1*N)/((T1+T2)*M) to reflect the overhead reduction [%].
Proposal 4: For spatial domain beam prediction, select the best beam within Set A via exhaustive beam sweeping (Option 1) as baseline.
Proposal 5: For temporal domain beam prediction, select the best beam for T2 within Set A via exhaustive beam sweeping (Option 1a) as baseline.
Proposal 6: For temporal domain beam prediction, various UE trajectories needs to be separately included in basic observations.
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Appendix I: evaluation assumptions
Table 9 Evaluation assumptions for dense urban (BM-Case1)
	Parameter
	Value

	Scenario
	Dense urban (macro layer only), 21 cells

	Frequency setting
	30GHz carrier & 120kHz SCS & 80MHz BW

	BS antenna config
	[Mg Ng M N P] = [1 1 4 8 2] baseline

	UE antenna config
	[Mg Ng M N P] = [1 2 1 4 2] baseline

	BS beamforming
	32 Tx beams (8 horizontal & 4 vertical)
Azimuth angle = [-7*pi/16, -5*pi/16, …, 0, …, 5*pi/16, 7*pi/16]
Zenith angle = [1*pi/8, 3*pi/8, 5*pi/8, 7*pi/8]

	UE beamforming
	4 Rx beams per panel (4 horizontal & 1 vertical), 2 panels
Azimuth angle = [-3*pi/8, -1*pi/8, 1*pi/8, 3*pi/8]
Zenith angle = [pi/2] 

	UE rotation
	OFF

	Beam selection metric
	L1-RSRP

	Traffic model
	Full buffer

	Performance metric
	

	L1-RSRP
	Top-K beam pairs with maximum L1-RSRPs

	Spectrum efficiency 
	Final output of SLS


Table 10 Evaluation assumptions for dense urban (BM-Case2)
	Parameter
	Value

	Scenario
	Dense urban (macro layer only), 21 cells

	Frequency setting
	30GHz carrier & 120kHz SCS & 80MHz BW

	BS antenna config
	[Mg Ng M N P] = [1 1 4 8 2] baseline

	UE antenna config
	[Mg Ng M N P] = [1 1 1 4 2] baseline

	BS beamforming
	32 Tx beams (8 horizontal & 4 vertical)
Azimuth angle = [-3*pi/8, -2*pi/8, …, 0, …, 3*pi/8, 4*pi/8]
Zenith angle = [8*pi/16, 9*pi/16, 10*pi/16, 11*pi/16]

	UE beamforming
	4 Rx beams per panel (4 horizontal & 1 vertical)
Azimuth angle = [-3*pi/8, -1*pi/8, 1*pi/8, 3*pi/8]
Zenith angle = [pi/2] 

	UE rotation
	OFF

	Beam selection metric
	L1-RSRP

	Traffic model
	Full buffer

	Performance metric
	

	L1-RSRP
	Top-K beam pairs with maximum L1-RSRPs

	Spectrum efficiency 
	Final output of SLS



Table 11 Evaluation assumptions for BM-Case1 (dense urban)
	Model parameter
	Values

	Model selection
	DNN with 3 hidden layers

	Input
	16 / 32 beam pairs (8 Tx beams and 2/4 Rx beams)

	Output
	Predicted Top-K beam pairs (K = 1, 2, 3, 4)

	Training set and mode
	21w, offline

	Spatial domain specific
	Values

	UE speed
	3km/h

	UE trajectory
	Option 2: linear trajectory with random direction change, and bounce back when hitting cell boundary

	Spatial consistency
	Procedure A in TR 38.901


Table 12 [bookmark: _Ref111126828]Evaluation assumptions for BM-Case2 (dense urban)
	Model parameter
	Values

	Model selection
	LSTM + full connection

	Input
	128 beam pairs (32 Tx beams and 4 Rx beams) / 
32 beam pairs / 16beam pairs / 8 beam pairs 
K = 4 measurement instance

	Output
	Predicted Top-K beam pairs (K = 1, 2, 3, 4) in F time instances (F = 1, 2, 3, 4). Each time instance is with granularity 100ms.

	Training set and mode
	7w (in case of K=4 and F=1), offline

	Time domain specific
	Values

	UE speed
	30km/h

	UE trajectory
	Option 2: linear trajectory with random direction change, and bounce back when hitting cell boundary

	Spatial consistency
	Procedure A in TR 38.901
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