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1 Introduction
According to discussions in 3GPP RAN1#113 meeting [1], much progress has been made on other aspects for AI CSI feedback enhancement and some agreements have been reached.  
In this contribution, we provide our views on the potential specification impacts for CSI feedback enhancement. In our companion contribution [2], some related evaluation results on AI/ML for CSI feedback are discussed and assessed. 
2 Spatial-frequency domain CSI compression using two-sided model
2.1 Training collaboration
This sub use case involves two-sided model inference operations performed at both UE and gNB. Specifically, UE deploys (or be configured with) CSI generation part and gNB deploys corresponding CSI reconstruction part, where the former one is for CSI compression and the latter one is to recover more accurate CSI for better MU operation in massive MIMO scenario. However, how to train and collaborate the two-sided AI model is a key problem, which will have impacts on the existing specifications. In RAN1#113 meeting [1], the pros and cons of Type 1 training collaboration for both known model structure, and unknown model structure were agreed to be discussed separately for NW-side and UE-side. In addition, the definition of Type 2 training collaboration was further clarified. However, the discussion on the categorization of three training types and the corresponding pros and cons of training collaboration types has not been converged, so it is a key issue to be further discussed in RAN1#114 meeting. After several rounds of e-mail discussion on the pros/cons of different training types in RAN1#113 meeting [1], some consensuses have been reached among companies, and the initial table is shown as follows.   
	[bookmark: OLE_LINK3]Proposed observation 2-1-1: 
In CSI compression using two-sided model use case, the following table captures the pros/cons of training collaboration types 2 and type 3:  
		    Training types
Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential
	NW first
	 UE first

	Whether model can be kept proprietary 
	FFS
	 FFS
	FFS
	FFS

	Whether require privacy-sensitive dataset sharing
	No (Note 1)
	
No (Note1)
	No (Note 1)
	No (Note 1)

	Flexibility to support cell/site/scenario/configuration specific model
	More difficult than type 3
	
FFS 
	Semi-flexible.
	Semi-flexible. With assisted information signaling

	Whether gNB/device specific optimization is allowed
	Yes
	Yes
	Yes
	Yes

	Model update flexibility after deployment (note 3)
	
Not flexible

	
FFS

	
Semi-flexible

	FFS

	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	
FFS
	Feasible
	Feasible

	Whether gNB can maintain/store a single/unified model over different UE vendors [for a CSI report configuration]
	Pending evaluation in 9.2.2.1
	
Pending evaluation in 9.2.2.1
	Yes
(Note 4)
	Pending evaluation in 9.2.2.1 (Note 5)

	Whether UE device can maintain/store a single/unified model over different NW vendors [for a CSI report configuration]
	Pending evaluation in 9.2.2.1

	
Pending evaluation in 9.2.2.1
	Yes, per camped cell. 
Generalization over multiple NW pending 9.2.2.1
(Note 5)
	Yes
(Note 4)

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	FFS
	
FFS
	FFS
	FFS

	Extendibility: To train new NW-side model compatible with UE-side model in use
	FFS
	
FFS
	FFS
	FFS

	Whether training data distribution can match the inference device
	
FFS

	
FFS

	
FFS

	
FFS

	Software/hardware compatibility (Whether device capability can be considered for model development)
	Compatible 
	Compatible
	Compatible
	Compatible

	Model performance based on evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1


Note 1: Assume precoding matrix is not privacy sensitive data. FFS: other information such as channel matrix and assisted information. 
Note 2: Assume information on model structure disclosed in training collaboration does not reveal proprietary information 
Note 3: Flexibility after deployment is evaluated by the amount of offline cross-vendor co-engineering effort. Flexible indicates minimum additional co-engineering between vendors, semi-flexible indicates additional co-engineering effort between vendors.  
Note 4: Under the assumption that the vendor training first has engineering freedom to design its own model, the condition follows naturally. [To understand the effects of long-term evolution of the AI/ML model in the eco-system, further studies are needed].
Note 5: Additional assistance signaling may be needed. Once the first side has done training, a model defines a mapping between latent space codeword and CSI, i.e., implicitly defining a codebook. If multiple vendors are part in the first-side training, those multiple models may represent multiple codebooks. For the second side to train a unified model, it would require assistance information to ensure that a unified model compresses/decompresses according to the correct codebook.
Note 6: The need for matching the inference device in training can be limited, when mixing datasets from different device Types are used.


However, some characteristics still remain controversial (i.e., FFS in the table), and the corresponding issues are analyzed as below. For Type 2 training, there is little difference on spec impact between joint gradient-exchange training and sequential gradient-exchange training. Whether NW updates parameters or not is the NW implementation manner, which is unseen by the UE side. Therefore, joint gradient-exchange training and sequential gradient-exchange training can be discussed as following.
Whether model can be kept proprietary 
· Type 2 training:
· Simultaneous/Sequential training: Due to the fact that CSI generation model and CSI reconstruction model are trained at UE side and NW side respectively, the model proprietary information can be well kept, which would not be disclosed to the other side.
· Type 3 training:
· NW-first/UE-first training: The model proprietary information can be well kept, since CSI generation model and CSI reconstruction model are trained at UE side and NW side respectively, which only involves the training dataset delivery.
Model update flexibility after deployment
· Type 2 training:
· Simultaneous/Sequential training: Due to the fact that offline engineering to align the gradient-exchange across multiple vendors are required, model update after deployment is clearly not flexible. 
· Type 3 training:
· NW-first training: Since the required dataset size of model updating/fine-tuning may be much less than that of model training, dataset sharing for model updating can be also performed via air interface with acceptable overhead. Compared with Type 1 joint training at NW side, there may be semi-flexible for model updating, since for Type 1, the delivered model can be directly used, or implemented after compiling; while for Type 3, UE still needs to wait for the model training/update in private server after the dataset sharing.
· UE-first training: Model update is semi-flexible after deployment for the UE-first training, since NW still needs to wait for the model training/update after the dateset sharing. However, it is also less flexible than NW-first training because the training entity of the UE side would be the non-3GPP entity rather than the UE device due to the limitation of the UE capability. While for NW-first training for comparison, the gNB can perform the update of the Network model more flexibly.
Whether gNB can maintain/store a single/unified model for a CSI report configuration
· Type 2 training: 
· Simultaneous/Sequential training: This issue is still pending since no sufficient observations have been concluded about the feasibility in agenda item 9.2.2.1. Therefore, it’s better to wait for the conclusion in agenda item 9.2.2.1. 
· Type 3 training: 
· NW-first training: Type 3 NW-first training can achieve a single/unified model since the CSI reconstruction model can achieve good generalization over multiple CSI generation models according to the evaluation results in agenda 9.2.2.1. 
· UE-first training: This issue is still pending since no sufficient observations have been shown about the good generalization over multiple UE vendors in agenda item 9.2.2.1. Therefore, it’s better to wait for the conclusion in agenda item 9.2.2.1. Furthermore, if the unified model trained at NW based on the datasets from different UE vendors, the same data format and quantization method from multiple UE vendors should also be aligned.  
Whether UE can maintain/store a single/unified model for a CSI report configuration
· Type 2 training: 
· Simultaneous/Sequential training: This issue is also pending since no sufficient evaluation results prove the feasibility and it needs further evaluation in agenda item 9.2.2.1. 
· Type 3 training: 
· NW-first training: UE can maintain/store a single/unified model per camped cell, however, this issue still needs more observations to verify the good generalization over multiple NW vendors in agenda item 9.2.2.1. Furthermore, if the unified model trained at UE based on the datasets from different NW vendors, the same data format and quantization method from multiple NW vendors should also be aligned.  
· UE-first training: Type 3 UE-first training can achieve a single/unified model since the CSI generation model can achieve good generalization over multiple CSI reconstruction models according to the evaluation results in agenda 9.2.2.1. 
Feasibility of allowing UE side and NW side to develop/update models separately
· Type 2 training:
· Simultaneous/Sequential training: Due to the fact that offline engineering to align multiple vendors are required, it is apparently infeasible to allow UE side and NW side to develop/update models separately regardless of whether the parameters of CSI reconstruction model need to be updated or not.
· Type 3 training:
· NW-first/UE-first training: The individual engineering of developing/updating can be better ensured since the Network part model and the UE part model are developed and trained based on the corresponding training dataset, respectively. 
Extendibility: to train new UE-side/NW-side model compatible with NW-side/UE-side model in use
· Type 2 training:
· Simultaneous training: When a new type of UE is deployed, UE side jointly should train a UE-part model with gradient-exchange with a NW-part model for the UE, which causes the parameter update of the NW-part model. Then, to be compatible with the NW-part model, UE-part models from other UE vendors should be trained accordingly. Therefore, the Type 2 simultaneous training is not extendable. 
· Sequential training: When a new type of UE is deployed, UE side can jointly train a UE-part model with a frozen network-part model in use. Vice versa for training a new network-part model. 
· Type 3 training:
· NW-first/UE-first training: The individual engineering of developing/updating can be better ensured since the Network part model and the UE part model are developed and trained based on the corresponding training dataset, respectively. Therefore, the UE/network side can train its own model based on a training dataset without getting the other side model involved. 

Whether training data distribution can match the inference device
· Type 2 training:
· Simultaneous/training: The training dataset should keep aligned between UE side and NW side during Type 2 training process, thus UE should provide some assisted information (e.g., data processing method) for NW-sided model training. Therefore, training data distribution can match the inference device with some restrictions.
· Sequential training: Training data distribution can match the inference device since both the training dataset and inference dataset are originated from UE. The parameters of CSI reconstruction model at NW side are frozen (not updated) and NW only calculates the gradients and transmits them to UE for UE-sided model training based on the training dataset provided by UE. Therefore, the training data distribution can match the inference data from the same UE vendor.
· Type 3 training:
· NW-first: The data distribution can be the same as the device if the ground-truth CSI is shared from the target UE device via some assisted information from UE. Therefore, the training data distribution can be matched to the model for inference with some conditions.
· UE-first: Training data distribution can be matched to the device that will use the model for inference, since the data processing method can be aligned, which is up to UE implementation.
Software/hardware compatibility (Whether device capability can be considered for model development)
· Type 2 training:
· Simultaneous/Sequential training: It can avoid the model incompatibility issue and model format misalignment issue due to UE-part model training is performed at UE side and operate the specific optimization method according to its own software/hardware capability.
· Type 3 training:
· NW-first/UE-first training: It can avoid the model incompatibility issue and model format misalignment issue due to UE-part model training is performed at UE side and operate the specific optimization method according to its own software/hardware capability.
Based on the above analysis, the pros and cons of Type 2 and Type 3 training collaboration are summarized in the following Table 1.
Table 1. The pros/cons of Type 2 and Type 3 training collaboration
		    Training types
Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential
	NW first
	 UE first

	Whether model can be kept proprietary 
	Yes
	Yes
	Yes
	Yes

	Whether require privacy-sensitive dataset sharing
	No 
	
No 
	No 
	No 

	Flexibility to support cell/site/scenario/configuration specific model
	More difficult than Type 3
	
More difficult than Type 3
	Semi-flexible.
	Semi-flexible. With assisted information signaling

	Whether gNB/device specific optimization is allowed
	Yes
	Yes
	Yes
	Yes

	Model update flexibility after deployment 
	
Not flexible

	
Not flexible
	
Semi-flexible

	Semi-flexible
Less flexible than NW-first training

	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	
Infeasible
	Feasible
	Feasible

	Whether gNB can maintain/store a single/unified model over different UE vendors [for a CSI report configuration]
	Pending evaluation in 9.2.2.1
	
Pending evaluation in 9.2.2.1
	
Yes

	Generalization over multiple UE vendors pending in 9.2.2.1

	Whether UE device can maintain/store a single/unified model over different NW vendors [for a CSI report configuration]
	Pending evaluation in 9.2.2.1

	
Pending evaluation in 9.2.2.1
	Yes, per camped cell. 
Generalization over multiple NW vendors pending in 9.2.2.1
	Yes


	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Not support
	Support
	Support
	Support

	Extendibility: To train new NW-side model compatible with UE-side model in use
	Not support
	Support
	Support
	Support

	Whether training data distribution can match the inference device
	Restricted
	Yes
	
Conditional, with assisted information from UE
	

Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	Compatible 
	Compatible
	Compatible
	Compatible

	Model performance based on evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1


In addition, some companies proposed to further split the table for Type 1 training as following, which needs further discussion to have a consensus for drawing final conclusion.    
	Agreement
In CSI compression using two-sided model use case, for discussion of training collaboration type 1, 
· Create separate table with separate columns for both known model structure, and unknown model structure separately for NW-sided and UE-sided, respectively.
Proposal 2-1-3 
In CSI compression using two-sided model use case, the following table captures the pros/cons of training collaboration types 1.  
	Training types






Characteristics
	NW side Type 1
	Type 1 training at UE/NW neutral site with 3GPP transparent model delivery to UE and NW respectively 
	UE side Type 1

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at UE followed by retraining at UE side
	
	Unknown model structure at NW
	Known model structure at NW





Regarding discussion on the pros and cons of NW-sided Type 1 training, there is no need to further split it into three types: unknown model structure at UE, known model structure at UE, and unknown model structure at UE followed by retraining at UE side. In the end of Rel-18 SI, it is enough to only focus on the NW-sided Type 1 training from a high-level perspective. It is unnecessary to make the table so complicated that the discussion cannot be converged and no conclusion would be drawn in the end. For unknown model structure at UE followed by retraining at UE side, it can be incorporated into the column of unknown model structure at UE, since it is a special case of unknown model structure at UE and some conditions can be added in the column to reflect this case, if needed. Therefore, we propose to merge the column of unknown model structure at UE followed by retraining at UE side into the initial column of unknown model structure at UE to discuss the pros and cons of NW-sided Type 1 training.
Proposal 1: The unknown model structure at UE followed by retraining at UE side can be viewed as a special case of unknown model structure at UE in the discussion on the pros and cons of NW-sided Type 1 training. If needed, some conditions can be added to reflect this issue.
During the discussion, some companies also suggested to add a column ‘Type 1 training at UE/NW neutral site with 3GPP transparent model delivery to UE and NW respectively’ other than ‘NW-side Type 1 training’ and ‘UE-side Type 1 training’. However, training at neutral site and model delivery is a 3GPP-transparent way and no specification impact will arise. Therefore, we propose to deprioritize the discussion on the pros and cons of Type 1 training at UE/NW neutral site with 3GPP transparent model delivery to UE and NW respectively.
Proposal 2: Deprioritize the discussion on the pros and cons of Type 1 training at UE/NW neutral site with 3GPP transparent model delivery to UE and NW respectively.
For Type 1 training collaboration, the analysis of pros and cons are elaborated as following:
Model update flexibility after deployment
· NW-sided training:
· Unknown model structure at UE/Known model structure at UE: Network can be flexible to retrain/update the models to adapt to channel variations.
· UE-sided training:
· Unknown model structure at NW/Known model structure at NW: Model updating at UE side is less flexible than NW-sided training, since UE is hard to train the model at the UE device due to the limitation of the UE capability and the model would be retrained/updated at UE server. 
Whether gNB can maintain/store a single/unified model for a CSI report configuration
· NW-sided training:
· Unknown model structure at UE/Known model structure at UE: Network can train a unified CSI reconstruction model to adapt to multiple CSI generation models from different UE vendors. It avoids the problem of multi-vendor model pairing that network needs to maintain many pairs of UE-network specific models.
· UE-sided training:
· Unknown model structure at NW/Known model structure at NW: It is obviously that gNB cannot maintain/store a single/unified model since the models from other UE vendors are unseen. 
Whether UE can maintain/store a single/unified model for a CSI report configuration
· NW-sided training:
· Unknown model structure at UE/Known model structure at UE: It is obviously that UE cannot maintain/store a single/unified model since the models from other gNB vendors are unseen.
· UE-sided training:
· Unknown model structure at NW/Known model structure at NW: UE can train a unified CSI generation model to adapt to multiple CSI reconstruction models from different NW vendors. It avoids the problem of multi-vendor model pairing that UE needs to maintain many pairs of UE-network specific models.
Feasibility of allowing UE side and NW side to develop/update models separately
· NW-sided training:
· Unknown model structure at UE/Known model structure at UE: Although joint training is performed at NW side, UE side can imitate the CSI generation model delivered from NW side to develop/update the UE-sided models, e.g., using knowledge distillation method. However, the dataset for model development/update collected by UE would be different from the dataset for model training at NW side in data distribution, where training dataset may be a mixed dataset over multiple UE vendors. Therefore, it may incur the mismatch between the pairing of UE-part model and NW-part model, and the feasibility and performance of this method should be evaluated in agenda item 9.2.2.1. 
· UE-sided training:
· Unknown model structure at NW/Known model structure at NW: Similar to NW-sided training, NW side can also imitate the CSI reconstruction model delivered from UE side to develop/update the NW-sided models using knowledge distillation method. Whether this method is feasible needs further evaluation in agenda item 9.2.2.1. 
Extendibility: to train new UE-side/NW-side model compatible with NW-side/UE-side model in use
· NW-sided training:
· Unknown model structure at UE/Known model structure at UE: When a new UE joins, NW can jointly train its UE part model with Network while the Network can freeze its Network part model in use. Similarly, when a new Network joins, the UE can also freeze its UE part model in use to jointly train the Network part model. Therefore, the extendibility is limited when one side model structure is frozen for the other side model development. 
· UE-sided training:
· Unknown model structure at NW/Known model structure at NW: Similar to NW-sided training, when a new Network joins, the UE can also freeze its UE part model in use to jointly train the Network part model to develop a new NW-side model. Similarly, when a new UE joins, NW can jointly train its UE part model with Network while the Network can freeze its Network part model in use. Therefore, the extendibility is limited when one side model structure is frozen for the other side model development. 
Whether training data distribution can match the inference device
· NW-sided training:
· Unknown model structure at UE/Known model structure at UE: Considering the training dataset may be collected from multiple UE vendors, the training data may follow different data distributions due to the hardware variations and different proprietary data processing operations of UE vendors. The training data distribution would mismatch the actual inference data. However, only if NW trains the model with UE specific dataset via some UE assisted information, training data distribution can match the inference device. 
· UE-sided training:
· Unknown model structure at NW/Known model structure at NW: Since the training dataset is collected from the specific UE vendor and the data processing operation is known by UE vendor, hence training data distribution can match the actual inference data. 
Software/hardware compatibility (Whether device capability can be considered for model development)
· NW-sided training:
· Unknown model structure at UE: When network side has no related information of UE-model structure, network cannot train the UE-part model which is compatible with the UE capability. 
· Known model structure at UE: When the supported UE-model structure is known by network side, network can train the UE-specific model which is compatible with the UE capability.  
· UE-sided training:
· Unknown model structure at NW: When UE side has no related information of NW-model structure, network cannot use the NW-part model trained at UE side, since hardware/software capability is not compatible with the NW capability. 
· Known model structure at NW: It certainly satisfies the software/hardware compatibility during model development, since it is up to UE vendor implementation. 
In summary, the pros and cons of Type 1 training collaboration are listed in the following Table 1.
Table 2. The pros/cons of Type 1 training collaboration
	  Training  type


Characteristics
	NW side Type 1
	UE side Type 1

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at UE

	Whether model can be kept proprietary 
	No
	No
	No
	No

	Whether require privacy-sensitive dataset sharing
	No 
	No
	No
	No

	Flexibility to support cell/site/scenario/configuration specific model
	Yes
	Yes
	Yes, with assisted information signaling. Less flexible than Type 1 NW side.
	Yes, with assisted information signaling. Less flexible than Type 1 NW side.

	Whether gNB/device specific optimization is allowed
	Restricted
	Restricted
	Restricted
	Restricted

	Model update flexibility after deployment 
	
Flexible

	Flexible
	Flexible. Less flexible than Type 1 NW side.
	Flexible. Less flexible than Type 1 NW side.

	Feasibility of allowing UE side and NW side to develop/update models separately
	
Limited (Pending evaluation in 9.2.2.1)
 
	
Limited (Pending evaluation in 9.2.2.1)

	
Limited (Pending evaluation in 9.2.2.1) 

	Limited (Pending evaluation in 9.2.2.1)


	Whether gNB can maintain/store a single/unified model over different UE vendors [for a CSI report configuration]
	Yes
	Yes
	No
	No

	Whether UE device can maintain/store a single/unified model over different NW vendors [for a CSI report configuration]
	No
	No
	Yes
	Yes

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	

Limited  

	

Limited
	

Limited

	Limited

	Extendibility: To train new NW-side model compatible with UE-side model in use
	
Limited  
	
Limited
	
Limited
	
Limited

	Whether training data distribution can match the inference device
	Conditional, with assisted information from UE 
	Conditional, with assisted information from UE
	Yes
	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	No
	Yes
	No
	Yes

	Model performance based on evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1


Based on the above analysis, for Type 1 joint training, we propose to prioritize NW side training for further study. In addition, model transfer/delivery in training Type 1 would bring great specification impact, and this issue can be further discussed in Agenda item 9.2.1. Besides, from procedure and signaling point of view, the two cases should share as much commonality as possible. Therefore, we should further study whether study outcomes of Type 1 joint training at NW side can be also applicable to Type 1 joint training at UE side.
Proposal 3: Prioritize Type 1 joint training at NW side for further study and model transfer/delivery can be further discussed in agenda item 9.2.1.
Besides, we also propose to prioritize Type 3 NW-first training for further study. To our understanding, dataset used for the model training at the other side/entity may have some specification impact, which needs further discussion in this agenda. In addition, from the view of procedure and signaling, the two cases should share as many commonalities as possible. Therefore, we should further study whether outcomes of NW-first training can be also applicable to UE-first training.    
Proposal 4: For training Type 3, NW-first training should be prioritized over UE-first training. 
Proposal 5: For training Type 3, further study potential specification impact on the dataset used for the model training at the other side/entity. 
2.2 Data collection
As is known to all, the performance of AI/ML model is correlated to the training data and inference data, so data collection is a fundamental process in AI model’s LCM. For data collection, an agreement was reached in Agenda item 9.2.2.2 in RAN1#112 meeting [4].
	Agreement:
In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact of UE side data collection enhancement including at least  
· Enhancement of CSI-RS configuration to enable higher accuracy measurement.
· Assistance information for UE data collection for categorizing the data in forms of ID for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc.
· The provision of assistance information needs to consider feasibility of disclosing proprietary information to the other side.
· Signaling for triggering the data collection
In CSI compression using two-sided model use case, further discuss the necessity, feasibility, and potential specification impact for NW side data collection including at least:   
· Enhancement of SRS and/or CSI-RS measurement and/or CSI reporting to enable higher accuracy measurement. 
· Contents of the ground-truth CSI including:  
· Data sample type, e.g., precoding matrix, channel matrix etc.
· Data sample format: scaler quantization and/or codebook-based quantization (e.g., e-type II like). 
· Assistance information (e.g., time stamps, and/or cell ID, Assistance information for Network data collection for categorizing the data in forms of ID for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc., and data quality indicator)
· Latency requirement for data collection
· Signaling for triggering the data collection


For network side data collection, UE is required to conduct measurements based on configured reference signals. Then, the measurements may need to be reported to network side. When model training or monitoring is performed at network side, UE needs to measure the configured CSI-RS and then report the ground-truth CSI to the network. Besides, the overhead of the ground-truth label transmitted over the air-interface is a huge concern if the ground-truth CSI is an ideal CSI (e.g., raw channels, eigenvectors). Therefore, one solution is to enhance legacy CSI to increase its reliability, e.g., higher resolution CSI based on legacy Rel-16 eType II codebook design. In addition, as evaluated in our companion contribution [2], the overhead of enhanced eType II CB (i.e., PC10) for one training sample increases by 50% compared with the maximal payload of Rel-16 eTypeII CB (i.e., PC8) but keeps similar model performance as ideal CSI, which can be acceptable to be carried on UCI. In this regard, if the ground-truth CSI is reported per sample, the ground-truth CSI can be reported through PHY signaling, e.g., UCI on PUSCH. On the other hand, if the ground-truth CSI is reported per batch, higher layer signaling may be more appropriate, e.g., RRC signaling.
Observation 1: When model training or monitoring is performed at network side, the overhead of the ground-truth label transmitted over the air-interface from UE to network is a huge concern if the ground-truth CSI is an ideal CSI (e.g., raw channels, eigenvectors).
Observation 2: The overhead of enhanced eType II CB (i.e., PC10) for one training sample increases by 50% compared with the maximal payload of Rel-16 eTypeII CB (i.e., PC8) but keeps similar model performance as ideal CSI, which can be acceptable to be carried on UCI.
Proposal 6: For network side data collection, support to further study
· Enhanced Rel-16 eTypeII codebook to get high-resolution CSI;
· PHY signaling or RRC signaling to report the high-resolution CSI.
For data collection at NW side, the quality of data reported from different UEs may vary greatly. For example, the data collected by UEs at the edge of a cell may suffer from low signal strength and interference from neighbor cell, resulting in a low quality of collected data. In this case, if the low-quality data is used for model training, model performance degradation maybe incurred. Therefore, there are two potential solutions to tackle this problem. On one hand, UE can report associated information with collected data, e.g., SINR, CQI, positioning information, and NW judges the data quality and determines whether/how to apply the collected data. On the other hand, NW can configure a threshold of data quality to UE. Then UE judges whether the quality of collected data meets the requirement and only reports the qualified data. Therefore, we propose to further study the potential solutions and specification impacts regarding the data quality during data collection at least for:
· UE reports associated information to NW, e.g., SINR, CQI, positioning information
· NW configures a threshold of data quality to UE and UE only reports the qualified data to NW
Proposal 7: To enable high-quality data collection, at least support
· UE reports associated information to NW, e.g., SINR, CQI, positioning information
· NW configures a threshold of data quality to UE and UE only reports the qualified data to NW
In addition, offline field data collected by one side can also be shared with the other side for model training, model monitoring, and model update. Type 3 training method for two-sided model needs dataset delivery between UE side and network side. For example, gNB-first training requires network to provide a dataset, including labels and intermediate results, to UE side. Then, the UE side will train a CSI generation part based on the delivered dataset. After that, the UE may inform description of the available CSI generation part to network via model/functionality identification process. During model/functionality identification, the UE should disclose which dataset has been used for training the CSI generation part to facilitate network to choose corresponding CSI reconstruction part. 
Observation 3: For Type 3 training collaboration of a two-sided model, common understanding on the dataset used for model training is necessary, which can facilitate the pairing of CSI generation part and CSI reconstruction part.
In addition, for a specific model/functionality, aligning the same understanding on the dataset used for model training can be useful for testing/monitoring the model/functionality performance (i.e., the dataset implicitly defines the test vector for the model/functionality). For network, it can provide a dataset (with ground-truth label) to verify the performance of a model/functionality. Moreover, companies have strong concerns to disclose proprietary information. Therefore, during the data collection, the dataset ID can avoid sharing the proprietary information explicitly across vendors (e.g., codebook implementation, antenna patterns and Rx beam information). In this way, the applicable conditions of the model/functionality can be implicitly indicated by the dataset used for model training. As we discussed in our companion contribution [7], a new terminology for dataset identification may need to be defined to have a common understanding between the NW and the UE on a dataset.
Observation 4: Dataset alignment between UE and network can be used for testing/monitoring the model/functionality performance.
Observation 5: Dataset ID can avoid sharing the proprietary information explicitly across vendors during data collection.
Proposal 8: Support to use dataset ID to identify the delivered dataset between network side and UE side.
2.3 Model inference operation
	· Agreement
· In CSI compression using two-sided model use case, further study the feasibility and methods to support the legacy CSI reporting principles including at least: 
· The priority rule regarding CSI collision handling and CSI omission
· Codebook subset restriction
· CSI processing Unit
· Agreement
· The study of AI/ML based CSI compression should be based on the legacy CSI feedback signaling framework. Further study potential specification enhancement on 
· CSI-RS configurations (No discussion on CSI-RS pattern design enhancements)
· CSI reporting configurations 
· CSI report UCI mapping/priority/omission
· CSI processing procedures.   
· Other aspects are not precluded. 


After model training, model delivery, and model deployment, model inference operation is an important part in LCM. In RAN1#112bis-e meeting [3], some model inference procedures have some consensus while the potential specification impacts have not been discussed. For example, when uplink transmission resources are not enough to feedback all CSI information, the mapping priority and the omission rules should be defined like legacy Type II codebook. For example, UE can use dynamic quantization resolution for AI/ML model output to reduce payload and to fit in the allocated uplink resource. Then, the quantization type/level/pattern needs to be reported to NW. Besides, AI/ML CSI can be divided into multiple groups based on, e.g. layer, subband, port, different priorities. Then, UE can omit the CSI groups with low priority. In addition, one CSI report can be separated into multiple sub-reports, which are reported in different time slots due to the limited transmission resources in a single physical channel. Therefore, the latter sub-CSI reports need to establish the association with the previous part of sub-CSI report to keep integrity.
· Dynamic quantization resolution to reduce payload
· Divide the CSI into multiple groups with different priority and omit the CSI groups with low priority, e.g., according to layer, subband and port
· CSI reporting is separated into multiple sub-reports to report in different time slots, e.g., to establish the association among the multiple sub-reports 
Proposal 9: In CSI compression using two-sided model use case, further study the methods and potential specification impact on mapping priority and omission rule for AI/ML CSI report,
· Dynamic quantization resolution to reduce payload
· Divide the CSI into multiple groups with different priority and omit the CSI groups with low priority, e.g., according to layer, subband and port
· CSI reporting is separated into multiple reports, e.g., to establish the association among the multiple reports 

2.3.1 CQI determination
	Agreement:
In CSI compression using two-sided model use case, further study the following options for CQI determination in CSI report, if CQI in CSI report is configured.    
· Option 1: CQI is NOT calculated based on the output of CSI reconstruction part from the realistic channel estimation, including
· Option 1a: CQI is calculated based on target CSI with realistic channel measurement  
· Option 1b: CQI is calculated based on target CSI with realistic channel measurement and potential adjustment 
· Option 1c: CQI is calculated based on legacy codebook
· Option 2: CQI is calculated based on the output of CSI reconstruction part from the realistic channel estimation, including
· Option 2a: CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference with potential adjustment
· Note: CSI reconstruction part at the UE can be different comparing to the actual CSI reconstruction part used at the NW. 
· Option 2b: CQI is calculated using two stage approach, UE derive CQI using precoded CSI-RS transmitted with a reconstructed precoder.   
· Other options are not precluded
· Note1: feasibility of different options should be evaluated 
· Note2: Gap analyses between the UE side CQI calculation results and the NW side results, as well as the impact on the scheduling performance should be evaluated
· Note3: Complexity of CQI calculation needs to be evaluated, including the computing complexity and potential RS/signaling overhead


In RAN1#112 meeting [4], CQI determination options were discussed and finally agreed. According to the above cases for CQI calculation, the pros and cons of each option are analyzed as below:
· For Option 1a, since UE is not aware of the output CSI recovered by the CSI reconstruction model at Network, a straightforward way is that UE adopts the target CSI with realistic channel measurement for CQI calculation. One issue needs to be considered that AI/ML model may not be able to reconstruct a lossless CSI. Therefore, if CQI is calculated based on the target CSI with realistic channel measurement, UE may over-estimate the channel condition and reconstructed PMI and CQI are not matched. In this way, network may always need to make some adjustment on UE reported CQI according to outer loop control. Therefore, our simulation results [2] show that the system performance loss is obvious if no advanced CQI adjustment algorithm is used.  
· Considering the situation that Option 1a would over-estimate the CQI, Option 1b is proposed to introduce some adjustment to calculate a more accurate CQI. In the contribution [5], UE can calculate CQI adjustment value based on the input CSI and the previous output of CSI reconstruction model provided from NW. In this case, the method needs to send back the output of CSI reconstruction part from NW side to UE, which will lead to additional latency. However, the channel condition may already change a lot (e.g., interference) so that PMI and CQI mismatch is unavoidable. In addition, the recovered CSI should be quantized (e.g., by eType II codebook), which will lead to additional quantization loss. Moreover, sending the recovered CSI needs enhanced specification to support it. Therefore, it is not appropriate for this option to determine CQI calculation. To our understanding, a simple way is to allow gNB to provide CQI adjustment strategy to UE. For example, NW can construct a CQI adjustment table according to some channel characteristics based on some priori information at gNB side. Then, UE can calculate the similarity-related metrics between measured channel and the channel characteristics to do corresponding CQI adjustment. Therefore, Option 1b may be a feasible way for CQI determination, however, how to design/calculate the potential CQI adjustment needs to be further studied in 9.2.2.1. Therefore, we propose to further categorize the Option 1b:
· Option 1b-1: CQI is calculated based on target CSI with realistic channel measurement and adjusted by previous CSI reconstruction output provided by NW.
· Option 1b-2: CQI is calculated based on target CSI with realistic channel measurement and adjusted by CQI adjustment table provided by NW.
· For Option 1c, UE may not support traditional codebook and AI/ML codebook simultaneously, which will largely increase the UE complexity. Meanwhile, PMI and CQI mismatching is also unavoidable. If traditional codebook can already get accurate PMI, it is not necessary to implement AI/ML models. 
· For Option 2a, there are two ways of calculating CQI based on the output of CSI reconstruction part. On one hand, UE can calculate CQI based on the output of CSI reconstruction model if actual CSI reconstruction model is available at the UE and UE can perform reconstruction model inference. In this case, UE may also be not expected to have CSI reconstruction model as it increases UE computation/storage/power consumption burden to a large extent. In addition, the CSI reconstruction model is generally a proprietary design by network side. On the other hand, UE can calculate CQI based on the output of proxy CSI reconstruction part at the UE, which is different from the actual CSI reconstruction part used at the NW. For example, if UE has its own reference model/monitoring model and makes the output of reference model/monitoring model similar to the CSI reconstruction model output. Hence, the proxy reconstructed PMI at UE can be used for CQI calculation, which is shown in Figure 1. In our companion contribution [2], the CQI calculation based on the proxy output CSI at UE can be applicable for CSI compression using two-sided model sub use case and shows that the average system UPT can be achieved almost the same as the case of CQI calculation based on the output of actual CSI reconstruction model (i.e., the performance upper-bound for all options). In addition to the feasibility of this method, specification impact should also be taken into consideration. For example, compared with traditional NW-first Type 3 training, an additional dataset needs to be transferred from NW to UE for model training, since UE side has to train a proxy model output to imitate the output of actual CSI generation part at NW side. Therefore, we propose to further study potential specification impact on the CQI determination based on the output of proxy CSI reconstruction part at the UE. Besides, we propose to further categorize the Option 2a:
· Option 2a-1: CQI is calculated based on CSI reconstruction output, where CSI reconstruction part at the UE is the same as the actual CSI reconstruction part used at the NW.
· Option 2a-2: CQI is calculated based on proxy CSI reconstruction output at UE side, where CSI reconstruction part at the UE is different from the actual CSI reconstruction part used at the NW.
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Figure 1 CQI calculation based on the output of proxy CSI reconstruction part at UE side
· Option 2b needs two-step procedure to finish CQI determination. UE has to receive a CSI-RS and report the PMI compressed by AI/ML model in the first step. Then, UE is to receive a precoded CSI-RS based on the reconstructed PMI at network and report the CQI determined by precoded CSI-RS in the second step. In current specification, this mode is already supported (i.e., when the report quantity is cri-RI-CQI) and less specification impact is foreseen. Besides, the two-step procedure increases the time span of the CQI determination process, which may face the channel variation/aging so that the current CQI cannot match the previous CSI. Therefore, we don’t think additional specification is needed.
Based on the above analysis, we propose to evaluate the performance of different CQI determination options in agenda item 9.2.2.1. In principal, Option 2a can be considered as the performance upper-bound for all options. From our perspective, we propose to conclude the feasibility and necessity for different options according to the evaluation results in 9.2.2.1 and specification impacts.
Observation 6: For CQI calculation based on target CSI with realistic channel measurement, UE may over-estimate the channel condition and reconstructed PMI and CQI are not matched. Our simulation results show that the system performance loss is obvious if no advanced CQI adjustment algorithm is used.
Observation 7: For CQI calculation based on target CSI with realistic channel measurement and adjusted by previous CSI reconstruction output provided by NW:
· The output of CSI reconstruction part needs to be provided to UE from NW side, which will lead to additional latency and specification impacts;
· The channel condition may already change a lot (e.g., interference) so that PMI and CQI mismatch is unavoidable;
· The recovered CSI should be quantized (e.g., by eType II codebook), which will lead to additional quantization loss. 
Observation 8: For CQI calculation based on target CSI with realistic channel measurement and adjusted by CQI adjustment table provided by NW, NW can construct a CQI adjustment table according to some channel characteristics based on some priori information at gNB side. Then, UE can calculate the similarity-related metrics between measured channel and the channel characteristics to do corresponding CQI adjustment.
Observation 9: For CQI calculation based on legacy codebook, UE may not support traditional codebook and AI/ML codebook simultaneously, which will largely increase the UE complexity. Meanwhile, PMI and CQI mismatching is also unavoidable. If traditional codebook can already get accurate PMI, it is not necessary to implement AI/ML models. 
Observation 10: For CQI calculation based on CSI reconstruction output, where CSI reconstruction part at the UE is the same as the actual CSI reconstruction part used at the NW. UE may also be not expected to have CSI reconstruction model as it increases UE computation/storage/power consumption burden to a large extent. In addition, the CSI reconstruction model is generally a proprietary design by network side.
Observation 11: For CQI calculation based on the output of proxy CSI reconstruction model at UE, this method can be applicable for CSI compression using two-sided model sub use case and shows that the average system UPT can be achieved almost the same as the case of CQI calculation based on the output of actual CSI reconstruction model (i.e., performance upper-bound for all options). 
Observation 12: For CQI calculation using two stage approach, it is already supported (i.e., when the report quantity is cri-RI-CQI) and less specification impact is foreseen. Besides, the two-step procedure increases the time span of the CQI determination process, which may face the channel variation/aging so that the current CQI cannot match the previous CSI.
Proposal 10: The performance of different CQI determination options should be evaluated in agenda item 9.2.2.1. The pros and cons of all the options should be concluded in 9.2.2.2.
Proposal 11: Further categorize the Option 1b as following:
· Option 1b-1: CQI is calculated based on target CSI with realistic channel measurement and adjusted by previous CSI reconstruction output provided by gNB
· Option 1b-2: CQI is calculated based on target CSI with realistic channel measurement and adjusted by CQI adjustment table provided by gNB.
Proposal 12: According to initial evaluations on performance and specification impacts, the following down-selections are proposed:  
· Prioritize the specification impact discussions on Option 1a, Option 1b-2 and Option 2a-2.
· No further discussion on specification impacts for Option1b-1, Option 1c, Option 2a-1 and Option 2b.
Finally, according to the following descriptions in TS 38.214, LI (Layer Indicator) should also be determined according to PMI and CQI. In current specification, LI is applied to indicate the strongest layer in the precoding matrix. For AI/ML-based feedback, whether UE needs to indicate the LI is related to the UE-sided model design feasibility. For example, rank specific model would output the multi-layer AI precoders at the same time, and then Layer indicator should be reported to indicate which is the strongest layer. Therefore, we propose to further study LI determination as well as CQI determination.
	[bookmark: _Toc36117410][bookmark: _Toc11352112][bookmark: _Toc83291007][bookmark: _Toc44515902][bookmark: _Toc27299900][bookmark: _Toc20318002]5.2.1.4 Reporting configurations
The UE shall calculate CSI parameters (if reported) assuming the following dependencies between CSI parameters (if reported)
-	LI shall be calculated conditioned on the reported CQI, PMI, RI and CRI
-	CQI shall be calculated conditioned on the reported PMI, RI and CRI
-	PMI shall be calculated conditioned on the reported RI and CRI
-	RI shall be calculated conditioned on the reported CRI.


Proposal 13: In CSI compression using two-sided model use case, LI determination should be studied along with CQI determination.
2.3.2 RI determination
In addition, RI determination options need further discussion as below:
	Proposal 3-3-3: 
In CSI compression using two-sided model use case, if RI is configured to be reported, legacy RI determination can be reused as a starting point. 
· Further enhancements are not precluded


As cited above in TS 38.214, RI determination is nothing to do with PMI. For RI determination, UE can reuse the legacy approach to calculate RI. 
Proposal 14: In CSI compression using two-sided model use case, if RI is configured to be reported, legacy RI determination can be reused as a starting point. 
[bookmark: _Toc23301][bookmark: _Toc2806][bookmark: _Toc12417][bookmark: _Toc9787][bookmark: _Toc28026][bookmark: _Toc46]In addition, although precoding can be refined by using approaches such as SLNR and zero-forcing to reduce inter UE interference in the scenario of MU-MIMO. In such case, MCS estimation based on precoding is quite challenging at gNB side. As discussed in MIMO agenda, more channel information (e.g. wideband Rxx including receiver side information, full rank report including eigenvectors and eigenvalues) can increase system performance significantly. Due to sufficient channel information of UEs at gNB side, precoding for MU-MIMO is more accurate and interference between UEs is controlled effectively. To better analyze the problem, we propose to further study potential specification impact on full rank report based on the AI/ML model.
Proposal 15: Support UE to report more channel information for MU-MIMO scheduling, e.g., full rank report based on the AI/ML model.
2.3.3 CSI configuration and report 
	Agreement
In CSI compression using two-sided model use case, further study the applicability and potential specification impact for CSI configuration and report:  
· For network to indicate CSI reporting related information, gNB can indicate the UE with the one or more of following information: 
· Information indicating CSI payload size
· Information indicating quantization method/granularity.
· Rank restriction
· Other payload related aspects
· For UE determination/reporting of the actual CSI payload size, UE reports related information as configured by the NW  
Agreement
In CSI compression using two-sided model use case, further study feasibility and procedure to align the information that enables the UE to select a CSI generation model(s) compatible with the CSI reconstruction model(s) used by the gNB.  


In RAN1#113 meeting [1], CSI configuration and report were discussed and reached an agreement, which is shown as below:
In legacy CSI feedback framework, the maximum rank number, the codebook type and the codebook parameter combinations (including the number of frequency/spatial domain basis and the maximum number of non-zero coefficients), can be configured so that the gNB has the flexibility on the CSI feedback payload size. In addition, UE can autonomously determine the RI and the number of non-zero coefficients which are fed back to the gNB so that UE also has the flexibility of determining the actual CSI feedback payload. For AI/ML-based CSI feedback framework, it is a novel solution to generate the CSI feedback payload, which is different from the legacy codebook-based method. Therefore, how to design the AI/ML-based CSI feedback scheme is quite crucial, which should also ensure the flexibility of configuring/determining the CSI payload size by both gNB side and UE side. In our view, it is not necessary to enable UE to select a CSI generation model (s) compatible with the CSI reconstruction model(s) used by the gNB, since gNB can indicate/configure the model(s) to UE according to UE’s capability report. In addition, gNB does not need to indicate which CSI reconstruction model is under use to UE since it is gNB’s proprietary information. 
Observation 13: It is not necessary to enable UE to select a CSI generation model (s) compatible with the CSI reconstruction model(s) used by the gNB, since gNB can indicate/configure the model(s) to UE according to UE’s capability report. In addition, gNB does not need to indicate which CSI reconstruction model is under use to UE since it is gNB’s proprietary information. 
Proposal 16: In CSI compression using two-sided model use case, the CSI generation model(s) for an AI/ML-based CSI report is indicated by network to and gNB is not required to disclose the CSI reconstruction model(s) used by the gNB.
2.4 Model monitoring
In the RAN1#112-bis meeting [3] and RAN1#113 meeting [1], the following agreement related to monitoring based on intermediate KPIs had been achieved.
	Agreement:
In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact for intermediate KPIs based monitoring including at least:
· NW-side monitoring based on the target CSI with realistic channel estimation associated to the CSI report, reported by the UE or obtained from the UE-side. 
· UE-side monitoring based on the output of the CSI reconstruction model, subject to the aligned format, associated to the CSI report, indicated by the NW or obtained from the network side.
· Network may configure a threshold criterion to facilitate UE to perform model monitoring. 
· UE-side monitoring based on the output of the CSI reconstruction model at the UE-side
· Note: CSI reconstruction model at the UE-side can be the same or different comparing to the actual CSI reconstruction model used at the NW-side. 
· Network may configure a threshold criterion to facilitate UE to perform model monitoring. 
· FFS: Other solutions, e.g., UE-side uses a model that directly outputs intermediate KPI. Network-side monitoring based on target CSI measured via SRS from the UE.
Note: Monitoring approaches not based on intermediate KPI are not precluded
Note: the study of intermediate KPIs based monitoring should take into account the monitoring reliability (accuracy), overhead, complexity, and latency.
Agreement
In CSI compression using two-sided model use case, for NW-side monitoring, further study the necessity, feasibility and potential specification impact to enable performance monitoring using an existing CSI feedback scheme as the reference.
· The association between AI/ML scheme and existing CSI feedback scheme for monitoring
· Note: The metric for monitoring and comparison includes intermediate KPI and eventual KPI.
· Other aspects are not precluded.
Agreement
In CSI compression using two-sided model use case, for UE-side monitoring, further study potential specification impact on triggering and means for reporting the monitoring metrics, including periodic/semi-persistent and aperiodic reporting, and other reporting initiated from UE.
Agreement
In CSI compression using two-sided model use case, further study the necessity, complexity, overhead, latency and potential specification impact on ground truth CSI report for NW side data collection for model performance monitoring, including:   
· Scalar quantization for ground-truth CSI
· FFS: any processing applied to the ground-truth CSI before scalar quantization
· Codebook-based quantization for ground-truth CSI
· FFS: Parameter set enhancement of existing eType II codebook, based on evaluation results in 9.2.2.1
· RRC signaling and/or L1 signaling procedure to enable fast identification of AI/ML model performance
· Aperiodic/semi-persistent or periodic ground-truth CSI report.



For training Type 1, though CSI generation model and CSI reconstruction model are deployed at UE side and NW side, respectively, they essentially belong to a unified model. So, if model performance loss happens, it should contribute to the whole two-sided model. Thus, AI/ML model monitoring can be performed at either UE side or NW side to monitor the current performance of two-sided model.
Similar to CQI determination, CSI reconstruction model is not available at UE side, hence it’s hard for UE to monitor the model performance based on the actual CSI reconstruction model output. In addition, UE can monitor the performance based on the output of the actual CSI reconstruction model provided from NW to UE. In this case, the method needs to send back the output of CSI reconstruction part from NW side to UE, which will lead to additional latency. However, the channel condition may already change a lot (e.g., interference) so that PMI and CQI mismatch is unavoidable. In addition, the recovered CSI should be quantized (e.g., by eType II codebook), which will lead to additional quantization loss. Moreover, sending the recovered CSI needs enhanced specification to support it. It is also not appropriate for this method to perform UE-side monitoring. Therefore, we propose two methods to monitor the model performance of a two-sided model at UE side and NW side, respectively:
· UE-side monitoring based on the output of the proxy CSI reconstruction model at the UE side: Intermediate KPIs are calculated by UE based on the output of the proxy CSI reconstruction model at the UE side. As shown in Figure 2, UE has its own reference reconstruction part in CSI generation model which is not the same as the actual CSI reconstruction model used at the NW side. Hence, CSI generation model has two output modules. The first one is feedback part, which is used for model input of CSI reconstruction model. The second output (i.e., proxy output) is for model monitoring. As shown in the Figure 2, the proxy model output data is trained to imitate reconstruction model output as much as possible via knowledge distillation technology [6]. By doing this, UE can monitor the loss2 to check the situation of loss1. If the monitoring metrics between input and proxy model output cannot meet a target requirement, so as the monitoring metrics between input and actual output. In our companion contribution [2], this method shows good performance monitoring accuracy, which can be adopted as a candidate method for monitoring at UE side.
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Figure 2 Intermediate KPIs calculated by UE based on the output of the CSI reconstruction model at the UE side
The potential specification impact for the monitoring method based on the proxy model should be further studied and discussed. Regarding it is an UE-sided monitoring method, the monitoring metrics, e.g., SGCS, NMSE, etc., should be reported to NW for subsequent decision on AI/ML models. In addition, how to train or enable the proxy CSI reconstruction model at UE may also need to be specified. For example,  
· For Type 1 training at NW side, the proxy model is trained at NW side, and NW can configure the appropriate proxy model for performance monitoring and deliver it along with the corresponding CSI generation model from NW to UE.   
· For NW-first Type 3 training, the dataset for proxy model training should be at UE side, since UE side has to train a proxy model output to imitate the output of actual CSI generation part at NW side.  
Therefore, we propose to further study the potential specification impact to enable performance monitoring using the proxy CSI reconstruction model at UE, at least for
· Report monitoring metrics by UE;
· Model transfer of the proxy model for Type 1 network side training (if applicable);
· The dataset required for training the proxy model at UE side for Type 3 NW-first training.
Proposal 17: In CSI compression using two-sided model use case, for UE-side monitoring, further study the potential specification impact to enable performance monitoring using the proxy model at UE side, at least for
· Report monitoring metrics by UE
· Model transfer of the proxy model for Type 1 network side training (if applicable);
· The dataset delivery required for training the proxy model at UE side for Type 3 NW-first training.
Furthermore, network can also configure a threshold criterion to facilitate UE to perform monitoring. For example, network can configure a threshold of intermediate KPI, e.g., SGCS, NMSE, etc.., and then UE compares the monitoring results of intermediate KPI calculated by UE and the configured threshold to judge whether current AI/ML model performance satisfies the requirement. In this situation, the type of threshold criterion and the value of threshold should be specified. In addition, how UE reports the metrics based on the threshold criterion should be considered.
Proposal 18: In CSI compression using two-sided model use case, for UE-side monitoring, network may configure a threshold criterion to facilitate UE to perform model monitoring including at least:
· Types of the threshold criterion, e.g., intermediate KPI
· Threshold value of the criterion
· UE report based on the threshold criterion
In addition, some companies propose to perform UE-sided monitoring based on the output-CSI transmitted from NW to UE, which is listed as following:
· The output-CSI is transmitted to the UE in form of quantization values, e.g., scalar quantization or codebook-based quantization.
This method sends back the output-CSI from NW side to UE in forms of quantization value, e.g., scalar quantization or codebook-based quantization. It leads to additional latency and the quantized output-CSI brings additional quantization loss. In order to calculate the monitoring metrics, UE has to buffer the previous CSI to match the output-CSI resulting in additional storage burden for UE. In conclusion, this method is not feasible for UE-sided monitoring and we propose to deprioritize the study on UE-sided monitoring based on the output-CSI transmitted from NW to UE.
Observation 14: This method sends back the output-CSI from NW side to UE in forms of quantization value, e.g., scalar quantization or codebook-based quantization. It leads to additional latency and the quantized output-CSI brings additional quantization loss. In order to calculate the monitoring metrics, UE has to buffer the previous CSI to match the output-CSI resulting in additional storage burden for UE.
Proposal 19: In CSI compression using two-sided model use case, deprioritize the study on UE-sided monitoring based on the output-CSI transmitted from NW to UE.
NW-side monitoring based on the target CSI with realistic channel estimation associated to the CSI report, reported by the UE or obtained from the UE side: Intermediate KPIs are calculated by NW based on traditional CSI and CSI reconstruction model output. As shown in Figure 3, due to the fact that network cannot directly obtain the ground-truth label to calculate the monitoring metrics, UE should report ground-truth CSI to for network to calculate the monitoring metrics. In order to improve the performance of network-based model monitoring, a higher resolution ground-truth label needs to be reported by UE, where our companion contribution shows the monitoring results based on legacy CSI with higher resolution [2]. Similar to data collection, overhead to transmit ground-truth CSI is a big concern. Therefore, an enhanced Type II codebook with acceptable overhead is a promising solution. In our companion contribution [2], this solution is evaluated, which provides good performance monitoring accuracy with acceptable overhead increase of ground-truth CSI. This solution can be considered as a candidate solution for monitoring at NW side.
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Figure 3 Intermediate KPIs calculated by NW based on traditional CSI and CSI reconstruction model output
Based on the above analysis, we propose to evaluate the performance of different monitoring cases based on intermediate KPIs and discuss the related evaluation KPIs for companies to calibrate the monitoring performance in agenda item 9.2.2.1. Besides, we propose to further study at least the following two cases for model performance monitoring based on intermediate KPIs in prior,
· Case 1: UE-side monitoring based on the output of the proxy CSI reconstruction model at the UE-side
· Case 2: NW-side monitoring based on the target CSI with realistic channel estimation associated to the CSI report, reported by the UE or obtained from the UE-side. 
Proposal 20: Prioritize to study the specification impacts on at least the following two cases for model performance monitoring, 
· Case 1: UE-side monitoring based on the output of the proxy CSI reconstruction model at the UE-side
· Case 2: NW-side monitoring based on the target CSI with realistic channel estimation associated to the CSI report, reported by the UE or obtained from the UE-side. 
Proposal 21: For NW-side monitoring based on the target CSI with realistic channel estimation associated to the CSI report, support a high-resolution CSI based on traditional codebook as ground-truth label. 
For training type 3, CSI generation model and CSI reconstruction model are actually two separate models. Therefore, if the performance of output CSI is degraded, it cannot be decided whether it’s due to the performance loss of CSI generation model or CSI reconstruction model. Therefore, we should study the mechanisms to monitor model performance of the two models separately (i.e., monitoring the performance of CSI generation part and CSI reconstruction part, respectively). To our understanding, monitoring the performance of CSI reconstruction part can be left up to network implementation, and some assistance information from network is necessary to assist the monitoring of the model trained by UE side. For example, network can send some reference dataset to UE. Then, UE has to feedback the model performance based on the reference dataset. The procedures of dataset sharing can be the same as the procedures of dataset exchange for training type 3. The difference is that the data number for model monitoring can be much smaller than the data number for model training.
Observation 16: For training type 3, CSI generation model and CSI reconstruction model are actually two separate models. Therefore, if the performance of output CSI is degraded, it cannot be decided whether it’s due to the performance loss of CSI generation model or CSI reconstruction model.
Proposal 22: Further study the potential mechanisms and specification impacts on monitoring model performance of the CSI generation model and CSI reconstruction model separately.
Apart from the performance monitoring methods based on intermediate KPIs, eventual KPI-based and input/output-based monitoring methods as below are also agreed in the RAN1#110bis-e meeting [8].
	Agreement
In CSI compression using two-sided model use case, further study at least the following options for performance monitoring metrics/methods:
· Intermediate KPIs as monitoring metrics (e.g., SGCS)
· Eventual KPIs (e.g., Throughput, hypothetical BLER, BLER, NACK/ACK).
· Legacy CSI based monitoring: schemes using additional legacy CSI reporting
· Other monitoring solutions, at least including the following option:
· Input or Output data-based monitoring: such as data drift between training dataset and observed dataset and out-of-distribution detection


For performance monitoring based on eventual KPIs, it is hard to identify whether the eventual performance degrades due to the impacts of other factors other than model performance, e.g., varying channel status, varying scheduling/pairing mechanism, etc. In addition, it is not clear about how to remove the impacts of other factors other than the model performance for the Network side monitoring. 
Proposal 23: Deprioritize the model performance monitoring based on eventual KPIs.  
Proposal 24: Prioritize to study the potential specification impact on AI/ML performance monitoring based on intermediate KPI.
For input-based monitoring, it is a method to detect the input data distribution drift between training dataset and measured data and then determine the AI/ML monitoring performance. In principal, input-based monitoring solutions are applied for judging the applicable scope of AI/ML models. For example, the AI/ML model is trained based on the dataset for indoor scenarios and the AI/ML model parameters can apply to the distribution features of indoor data, while the outdoor data follows another data distribution, which is out of the applicable scope of AI/ML models and performance degradation occurs. To our understanding, we should firstly identify what features of data distribution can be applied and what metrics can be adopted for evaluating the feature of monitored data. Hence, the way to calculate data distribution drift can be considered. For example, NW can summarize a table of AI/ML recovery performance with multiple levels based on different datasets in advance, e.g., corresponding to different areas or channel scenarios. Then, UE can calculate the similarity-related metrics between input CSI and different dataset, e.g., SGCS, NMSE, etc., to determine the input CSI belongs to which areas/scenarios and then judge the current AI/ML model performance level for model monitoring. 
For output-based monitoring, it is a method to detect the output data distribution drift between reference dataset and observed data and then determine the AI/ML monitoring performance. In principal, output-based monitoring solutions are applied for judging whether the current AI/ML model is available for performance monitoring. If large data distribution drift occurs between the output data and the reference dataset, the AI/ML model is not available to the current channel scenarios and the model switching/updating may be needed. 
There are no observations to conclude the feasibility of input/output-based monitoring methods in agenda 9.2.2.1 so far. It’s better to deprioritize the input/output-based monitoring methods in Rel-18 since there is only one meeting left in RAN1.
Proposal 25: Deprioritize the input/output-based monitoring methods in Rel-18. 
For performance monitoring, the legacy CSI feedback mechanism can be used as a baseline to compare/judge whether the current AI/ML model performs well. If the AI/ML performance is inferior to the legacy, then the decision for model deactivation/switching/updating or fallback to legacy mode can be triggered based on the monitoring results, which is a two-step procedure. Therefore, the study of performance monitoring should be decoupled with the subsequent decision based on the monitoring results.  
Proposal 26: The study of performance monitoring should be decoupled with the subsequent decision based on the monitoring results. 
3 Time domain CSI prediction
In RAN#100 meeting [9], the discussion on the specification impact on the sub-use case of time domain CSI prediction was revisited, and finally RAN1 WG was determined to further study a subset of the specification impacts of CSI prediction due to the limited time in R18 SI. As shown in the following agreement, there are two aspects for CSI prediction to be further studied, i.e., data collection procedures reusing as much as possible what is defined for UE side use cases and monitoring procedure and associated fallback mechanism to legacy CSI reporting.  
	Agreement in RAN#100: 
RAN tasks RAN WGs to study a subset of the specification impacts of CSI prediction limited to the following aspects:
· data collection procedures reusing as much as possible what is defined for UE side use cases.
· monitoring procedure and associated fallback mechanism to legacy CSI reporting.


3.1 Data collection
For AI/ML-based CSI prediction, AI/ML-based model training can be performed at NW side or UE side. UE may request the data collection to network. Then, NW can trigger the data collection procedure for AI/ML model training at UE side. The collected data is not required to be reported to network. Therefore, the potential specification impacts are the data collection request and RS configuration. If model training is performed at NW side, UE should also report the collected data to NW for model training. For model training, the collection of CSIs should be categorized into two parts: historical CSIs and predicted CSIs.
· For RS configuration on periodic/semi-persistent resource sets, consecutive samples can be generated for the historical CSIs and predicted CSIs by using sliding manner. However, for aperiodic CSI prediction, specific CSI-RS configurations or combination of multiple CSI-RS configurations are needed to generate the samples. 
· For measurement report from UE to network, the current CSI prediction codebook defined in Rel-18 MIMO can be reused. However, for model training purpose, the ground-truth label is necessary. The enhancement for a high- resolution codebook from UE can be considered.
Another important feature is the assistance information to describe the relation with data collection and corresponding applicable condition/scenario. Since the generalization of AI based CSI prediction is not good for each condition/scenario, the data collection procedure should be related to the applicable condition/scenario. For example, the NW side may configure the applicable condition/scenario of data collection to collect data for specific condition/scenario to train specific model; the UE should report the condition/scenario of collected data to correlate the applicable condition/scenario and trained model.
Proposal 27: In the sub use case of AI/ML-based CSI prediction, further study the potential specification impacts on the data collection of historical CSIs and predicted CSIs based on enhanced RS configurations.
Proposal 28: In the sub use case of AI/ML-based CSI prediction, further study the potential specification impacts on the data collection from UE to network based on a high-resolution codebook.
Proposal 29: In the sub use case of AI/ML-based CSI prediction, further study the potential specification impact on the assistance information to categorize the collected data.
3.2 Model monitoring
As shown in our companion contribution [2], the performance of CSI prediction is influenced by the UE speed significantly, and also impacted by the observation window and prediction window. Therefore, the AI/ML-based CSI prediction requires the real time performance monitoring. AI/ML-based performance monitoring for CSI prediction can be performed at NW side by calculating the monitoring metrics directly or calculating the monitoring metrics at UE side and reporting them to NW side. Both monitoring procedures are elaborated as follows: 
· For NW-side monitoring, UE may need to feedback both predicted CSI and monitoring CSI to NW for calculating monitoring metrics. The bounded relationship between the predicted CSI and monitoring CSI should be specified.
· For UE-side monitoring, the monitoring metrics are calculated by UE, and, potentially, UE reports the metrics or an event to NW.
In addition, how to trigger model monitoring procedure should be further discussed. For example, model monitoring can be triggered periodically or event triggered. For the periodic trigger, the definition of periods for different configurations and time duration of monitoring for CSI prediction should be specified. For event triggered monitoring, the triggering condition of monitoring for CSI prediction should be considered, e.g., the change of UE speed, channel scenario.
Similar to the CSI compression use case, the legacy CSI feedback mechanism can also be applied as a baseline to judge whether current AI/ML model performance meets the requirement. If the AI/ML-based performance metric is inferior to the legacy performance, then the subsequent decision for model switching/deactivation/updating/fallback to legacy scheme will be triggered. In addition, the performance monitoring procedure should be decoupled with the subsequent decision based on the monitoring results.
Proposal 30: In the sub use case of AI/ML-based CSI prediction, further study the potential specification impact at least on NW-side monitoring and UE-side monitoring. 
Proposal 31: In the sub use case of AI/ML-based CSI prediction, further study the potential specification impact on details to trigger model monitoring procedure, including:
· The periodic triggering or event triggering;
· The enhancement on RS configuration and measurement configuration for monitoring.
4 Conclusion
In this contribution, we discuss the sub use case for AI/ML-based CSI feedback enhancement and identify some specification impacts. We have the following observations and proposals:
Proposal 1: The unknown model structure at UE followed by retraining at UE side can be viewed as a special case of unknown model structure at UE in the discussion on the pros and cons of NW-sided Type 1 training. If needed, some conditions can be added to reflect this issue.
Proposal 2: Deprioritize the discussion on the pros and cons of Type 1 training at UE/NW neutral site with 3GPP transparent model delivery to UE and NW respectively.
Proposal 3: Prioritize Type 1 joint training at NW side for further study and model transfer/delivery can be further discussed in agenda item 9.2.1.
Proposal 4: For training Type 3, NW-first training should be prioritized over UE-first training. 
Proposal 5: For training Type 3, further study potential specification impact on the dataset used for the model training at the other side/entity. 
Observation 1: When model training or monitoring is performed at network side, the overhead of the ground-truth label transmitted over the air-interface from UE to network is a huge concern if the ground-truth CSI is an ideal CSI (e.g., raw channels, eigenvectors).
Observation 2: The overhead of enhanced eType II CB (i.e., PC10) for one training sample increases by 50% compared with the maximal payload of Rel-16 eTypeII CB (i.e., PC8) but keeps similar model performance as ideal CSI, which can be acceptable to be carried on UCI.
Proposal 6: For network side data collection, support to further study
· Enhanced Rel-16 eTypeII codebook to get high-resolution CSI;
· PHY signaling or RRC signaling to report the high-resolution CSI.
Proposal 7: To enable high-quality data collection, at least support
· UE reports associated information to NW, e.g., SINR, CQI, positioning information
· NW configures a threshold of data quality to UE and UE only reports the qualified data to NW
Observation 3: For Type 3 training collaboration of a two-sided model, common understanding on the dataset used for model training is necessary, which can facilitate the pairing of CSI generation part and CSI reconstruction part.
Observation 4: Dataset alignment between UE and network can be used for testing/monitoring the model/functionality performance.
Observation 5: Dataset ID can avoid sharing the proprietary information explicitly across vendors during data collection.
Proposal 8: Support to use dataset ID to identify the delivered dataset between network side and UE side.
Proposal 9: In CSI compression using two-sided model use case, further study the methods and potential specification impact on mapping priority and omission rule for AI/ML CSI report,
· Dynamic quantization resolution to reduce payload
· Divide the CSI into multiple groups with different priority and omit the CSI groups with low priority, e.g., according to layer, subband and port
· CSI reporting is separated into multiple reports, e.g., to establish the association among the multiple reports 
Observation 6: For CQI calculation based on target CSI with realistic channel measurement, UE may over-estimate the channel condition and reconstructed PMI and CQI are not matched. Our simulation results show that the system performance loss is obvious if no advanced CQI adjustment algorithm is used.
Observation 7: For CQI calculation based on target CSI with realistic channel measurement and adjusted by previous CSI reconstruction output provided by NW:
· The output of CSI reconstruction part needs to be provided to UE from NW side, which will lead to additional latency and specification impacts;
· The channel condition may already change a lot (e.g., interference) so that PMI and CQI mismatch is unavoidable;
· The recovered CSI should be quantized (e.g., by eType II codebook), which will lead to additional quantization loss. 
Observation 8: For CQI calculation based on target CSI with realistic channel measurement and adjusted by CQI adjustment table provided by NW, NW can construct a CQI adjustment table according to some channel characteristics based on some priori information at gNB side. Then, UE can calculate the similarity-related metrics between measured channel and the channel characteristics to do corresponding CQI adjustment.
Observation 9: For CQI calculation based on legacy codebook, UE may not support traditional codebook and AI/ML codebook simultaneously, which will largely increase the UE complexity. Meanwhile, PMI and CQI mismatching is also unavoidable. If traditional codebook can already get accurate PMI, it is not necessary to implement AI/ML models. 
Observation 10: For CQI calculation based on CSI reconstruction output, where CSI reconstruction part at the UE is the same as the actual CSI reconstruction part used at the NW. UE may also be not expected to have CSI reconstruction model as it increases UE computation/storage/power consumption burden to a large extent. In addition, the CSI reconstruction model is generally a proprietary design by network side.
Observation 11: For CQI calculation based on the output of proxy CSI reconstruction model at UE, this method can be applicable for CSI compression using two-sided model sub use case and shows that the average system UPT can be achieved almost the same as the case of CQI calculation based on the output of actual CSI reconstruction model (i.e., performance upper-bound for all options). 
Observation 12: For CQI calculation using two stage approach, it is already supported (i.e., when the report quantity is cri-RI-CQI) and less specification impact is foreseen. Besides, the two-step procedure increases the time span of the CQI determination process, which may face the channel variation/aging so that the current CQI cannot match the previous CSI.
Proposal 10: The performance of different CQI determination options should be evaluated in agenda item 9.2.2.1. The pros and cons of all the options should be concluded in 9.2.2.2.
Proposal 11: Further categorize the Option 1b as following:
· Option 1b-1: CQI is calculated based on target CSI with realistic channel measurement and adjusted by previous CSI reconstruction output provided by gNB
· Option 1b-2: CQI is calculated based on target CSI with realistic channel measurement and adjusted by CQI adjustment table provided by gNB.
Proposal 12: According to initial evaluations on performance and specification impacts, the following down-selections are proposed:  
· Prioritize the specification impact discussions on Option 1a, Option 1b-2 and Option 2a-2.
· No further discussion on specification impacts for Option1b-1, Option 1c, Option 2a-1 and Option 2b.
Proposal 13: In CSI compression using two-sided model use case, LI determination should be studied along with CQI determination.
Proposal 14: In CSI compression using two-sided model use case, if RI is configured to be reported, legacy RI determination can be reused as a starting point. 
Proposal 15: Support UE to report more channel information for MU-MIMO scheduling, e.g., full rank report based on the AI/ML model.
Observation 13: It is not necessary to enable UE to select a CSI generation model (s) compatible with the CSI reconstruction model(s) used by the gNB, since gNB can indicate/configure the model(s) to UE according to UE’s capability report. In addition, gNB does not need to indicate which CSI reconstruction model is under use to UE since it is gNB’s proprietary information. 
Proposal 16: In CSI compression using two-sided model use case, the CSI generation model(s) for an AI/ML-based CSI report is indicated by network to and gNB is not required to disclose the CSI reconstruction model(s) used by the gNB.
Proposal 17: In CSI compression using two-sided model use case, for UE-side monitoring, further study the potential specification impact to enable performance monitoring using the proxy model at UE side, at least for
· Report monitoring metrics by UE
· Model transfer of the proxy model for Type 1 network side training (if applicable);
· The dataset delivery required for training the proxy model at UE side for Type 3 NW-first training.
Proposal 18: In CSI compression using two-sided model use case, for UE-side monitoring, network may configure a threshold criterion to facilitate UE to perform model monitoring including at least:
· Types of the threshold criterion, e.g., intermediate KPI
· Theshold value of the criterion
· UE report based on the threshold criterion
Observation 14: This method sends back the output-CSI from NW side to UE in forms of quantization value, e.g., scalar quantization or codebook-based quantization. It leads to additional latency and the quantized output-CSI brings additional quantization loss. In order to calculate the monitoring metrics, UE has to buffer the previous CSI to match the output-CSI resulting in additional storage burden for UE.
Proposal 19: In CSI compression using two-sided model use case, deprioritize the study on UE-sided monitoring based on the output-CSI transmitted from NW to UE.
Proposal 20: Prioritize to study the specification impacts on at least the following two cases for model performance monitoring, 
· Case 1: UE-side monitoring based on the output of the proxy CSI reconstruction model at the UE-side
· Case 2: NW-side monitoring based on the target CSI with realistic channel estimation associated to the CSI report, reported by the UE or obtained from the UE-side. 
Proposal 21: For NW-side monitoring based on the target CSI with realistic channel estimation associated to the CSI report, support a high-resolution CSI based on traditional codebook as ground-truth label. 
Observation 16: For training type 3, CSI generation model and CSI reconstruction model are actually two separate models. Therefore, if the performance of output CSI is degraded, it cannot be decided whether it’s due to the performance loss of CSI generation model or CSI reconstruction model.
Proposal 22: Further study the potential mechanisms and specification impacts on monitoring model performance of the CSI generation model and CSI reconstruction model separately.
Proposal 23: Deprioritize the model performance monitoring based on eventual KPIs.  
Proposal 24: Prioritize to study the potential specification impact on AI/ML performance monitoring based on intermediate KPI.
Proposal 25: Depriorize the input/output-based monitoring methods in Rel-18. 
Proposal 26: The study of performance monitoring should be decoupled with the subsequent decision based on the monitoring results. 
Proposal 27: In the sub use case of AI/ML-based CSI prediction, further study the potential specification impacts on the data collection of historical CSIs and predicted CSIs based on enhanced RS configurations.
Proposal 28: In the sub use case of AI/ML-based CSI prediction, further study the potential specification impacts on the data collection from UE to network based on a high-resolution codeb.
Proposal 29: In the sub use case of AI/ML-based CSI prediction, further study the potential specification impact on the assistance information to categorize the collected data.
Proposal 30: In the sub use case of AI/ML-based CSI prediction, further study the potential specification impact at least on NW-side monitoring and UE-side monitoring. 
Proposal 31: In the sub use case of AI/ML-based CSI prediction, further study the potential specification impact on details to trigger model monitoring procedure, including:
· The periodic triggering or event triggering;
· The enhancement on RS configuration and measurement configuration for monitoring.
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