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Introduction
In this contribution, we discuss deployment scenarios and evaluation methodology for duplex enhancement [1]. Relevant deployment scenarios and evaluation methodology were first discussed in RAN1#109e[2] and some detail on evaluation deployments and metrics are discussed and agreed from RAN1#110[3] to RAN1#113[4]. Three LS[5][6][7] about interference modelling were sent to RAN4 in RAN1#109e, RAN1#110bis-e and RAN1#111 separately. And the replies[8][9][10] for those three LS were given in RAN4#104e, RAN4#105 and RAN4#106.
In the following sections, we discuss the detail of simulation assumptions. Performance results of Indoor and Urban Macro for case 1 are also proposed.  
Simulation assumptions
Dense Urban with 2-layer
One layout related working assumption was agreed in RAN1#110. For Dense Urban with 2-layer, Minimum Micro-center-to-micro-center distance was set to 57.9m which was twice of micro radius R. And R was also achieved consensus in the same meeting as 28.9m. The conclusions of those two parameters kept consistent in this meeting. But in RAN1#110bis-e, the working assumption was confirmed as an agreement with modification of Minimum Micro-center-to-micro-center distance as 40m but without corresponding updating on the value of micro radius R. Therefore, the agreement for UE distribution of Dense Urban with 2-layer should be updated as follow
For UE distribution of Dense Urban with 2-layer, reuse the modeling in TR38.802 as much as possible.
· For FTP traffic model 3: 2/3 users randomly and uniformly dropped around micro TRP centers with radius of R (R = [28.9m]20m), 1/3 users randomly and uniformly dropped throughout the macro geographical area, and 60 users per macro geographical area.
· UE outdoor/indoor proportion: 20% outdoor in cars: 30km/h; 80% indoor in houses: 3km/h
· Outdoor UEs: 1.5 m; 
· Indoor UEs: 3(nfl – 1) + 1.5; nfl ~ uniform(1, Nfl) where Nfl ~ uniform(4,8)

	Working Assumption
	Parameters
	Indoor office
	Urban macro / Dense Urban Macro layer
	Dense Urban with 2-layer

	Layout
	Single layer
Indoor floor: (12BSs per 120m x 50m) 
	Single layer
Macro layer: 
· Baseline: Hexagonal grid with 7 macro sites and 3 sectors per site with wrap around
· Optional: Hexagonal grid with 19 macro sites and 3 sectors per site with wrap around.
	Two layer
Macro layer:
· Baseline: Hexagonal grid with 7 macro sites and 3 sectors per site with wrap around
· Optional: Hexagonal grid with 19 macro sites and 3 sectors per site with wrap around.

Micro layer: According to previous agreement
· Baseline: 3 Micro BSs per Macro BS
· Optional: 6, or 9 Micro BSs per Macro BS

	Inter-BS (2D) distance
	20m [TR 38.802 Table A.2.1-11]
	500m for Urban Macro [TR 38.802 Table A.2.1-11]
200m for Dense Urban Macro layer [TR 38.802 Table A.2.1-1]
	Macro-to-macro: 200m
Minimum Macro-to-micro-center distance: 105m 
Minimum Micro-center-to-micro-center distance: 57.9m

	Minimum BS-UE (2D) distance
	0m [TR 38.802 Table A.2.1-11]
	35m [TR 38.802 Table A.2.1-11]
	Macro-to-UE: 35m 
Micro-to-UE: 10m 
[TR 38.802 Table A.2.1-11]

	Minimum UE-UE (2D) distance
	FFS
	FFS :3m [TR 38.802 Table A.2.1-11]
	FFS: 3m [TR 38.802 Table A.2.1-11]

	BS antenna height
	3 m [TR 38.802 Table A.2.1-1]
	25 m [TR 38.802 Table A.2.1-1]
	25m for macro cells and 10m for micro cells [TR 38.802 Table A.2.1-1]


Agreement
For UE distribution of Dense Urban with 2-layer, reuse the modeling in TR38.802 as much as possible.
· For FTP traffic model 3: 2/3 users randomly and uniformly dropped around micro TRP centers with radius of R (R = [28.9m]), 1/3 users randomly and uniformly dropped throughout the macro geographical area, and 60 users per macro geographical area.
· UE outdoor/indoor proportion: 20% outdoor in cars: 30km/h; 80% indoor in houses: 3km/h
· Outdoor UEs: 1.5 m; 
· Indoor UEs: 3(nfl – 1) + 1.5; nfl ~ uniform(1, Nfl) where Nfl ~ uniform(4,8)
Agreement
Confirm the working assumption made in RAN1#110 on layout related simulation assumptions with modifications (red text).
	Parameters
	Indoor office
	Urban macro / Dense Urban Macro layer
	Dense Urban with 2-layer (Optional)

	Layout
	Single layer
Indoor floor: (12BSs per 120m x 50m) 
	Single layer
Macro layer: 
· Baseline: Hexagonal grid with 7 macro sites and 3 sectors per site with wrap around
· Optional: Hexagonal grid with 19 macro sites and 3 sectors per site with wrap around.
	Two layer
Macro layer:
· Baseline: Hexagonal grid with 7 macro sites and 3 sectors per site with wrap around
· Optional: Hexagonal grid with 19 macro sites and 3 sectors per site with wrap around.

Micro layer: 1/3/6/9 Micro BSs per Macro BS, up to companies report

	Inter-BS (2D) distance
	20m [TR 38.802 Table A.2.1-11]
	500m for Urban Macro [TR 38.802 Table A.2.1-11]
200m for Dense Urban Macro layer [TR 38.802 Table A.2.1-1]
	Macro-to-macro: 200m
Minimum Macro-to-micro-center distance: 42m
Minimum Micro-center-to-micro-center distance: 40m 

	Minimum BS-UE (2D) distance
	0m [TR 38.802 Table A.2.1-11]
	35m [TR 38.802 Table A.2.1-11]
	Macro-to-UE: 35m 
Micro-to-UE: 10m 
[TR 38.802 Table A.2.1-11]

	Minimum UE-UE (2D) distance
	1m
	1m
	1m

	BS antenna height
	3 m [TR 38.802 Table A.2.1-1]
	25 m [TR 38.802 Table A.2.1-1]
	25m for macro cells and 10m for micro cells [TR 38.802 Table A.2.1-1]





Proposal 1: For UE distribution of Dense Urban with 2-layer, reuse the modeling in TR38.802 as much as possible.
· For FTP traffic model 3: 2/3 users randomly and uniformly dropped around micro TRP centers with radius of R (R = [28.9m]20m), 1/3 users randomly and uniformly dropped throughout the macro geographical area, and 60 users per macro geographical area.
· UE outdoor/indoor proportion: 20% outdoor in cars: 30km/h; 80% indoor in houses: 3km/h
· Outdoor UEs: 1.5 m; 
· Indoor UEs: 3(nfl – 1) + 1.5; nfl ~ uniform(1, Nfl) where Nfl ~ uniform(4,8)
Metrics definition
[bookmark: _GoBack]Definition of packet latency and UPT were agreed in RAN1#110. Dropped FTP packets are not incorporated in the packet latency calculation which means dropped FTP packets are also not incorporated in the UPT. It is reasonable for the case that some packets of one UE are dropped, and the remaining valid FTP packets of this UE are still taken into account in the UPT calculation. But when all the packets of one UE are not delivered successfully, the information of the UE is excluded in the result which shows a better performance by eliminating the poor results. In order to keep the accuracy of SLS performance, the packet latency should be N/A and UPT should be 0 of one UE if all packets of the UE are not delivered successfully. 
	Agreement
For latency related performance metric for FTP model 3 in SLS, option 1 is baseline, it is up to companies to report the latency with option 2.
· Packet latency: defined as the time which starts when the packet is received in the transmit buffer and ends when the last bit of the packet is correctly delivered to the receiver.
· (baseline) Option 1: Calculate the latency for each packet for each UE, and then generate CDF of latency for all these packets from all the UEs.
· Packet-Latency CDF: The CDF of the packet latencies of all the packets from all the UEs.
· Mean/5%/50%/95% Packet-Latency: The mean/5%/50%/95% value of Packet-Latency of all the packets from all the UEs.
· (optional) Option 2: Calculate the latency for each packet for each UE, and then calculate the average latency for each UE, then generate the CDF for these average latency for each UE
· UE-Average-Latency: defined as the average packet latency for a UE
· UE-Average-Latency CDF: The CDF of the UE-Average-Latency for all users.
· Mean/5%/50%/95% UE-Average-Latency: The mean/5%/50%/95% value of UE-Average-Latency for all users.
· Note: HARQ re-transmission should be considered for latency evaluation.
· Unfinished/dropped FTP packets are not incorporated in the packet latency calculation.
· Unfinished/dropped Packet Rate is defined as the number of the unfinished packets for all users divided by the total number of generated packets for all users
· To be reported as part of the system level simulation results
Agreement
For UPT (user perceived throughput) related performance metrics for FTP model 3 in SLS, adopt the following option.
· Option 1: UPT is defined as the size of an FTP packet divided by the time which starts when the packet is received in the transmit buffer and ends when the last bit of the packet is correctly delivered to the receiver [Refer to TR36.814].
· Unfinished FTP packets should be incorporated in the UPT calculation. The number of served bits (possibly zero) of an unfinished FTP packet by the end of the simulation is divided by the served time (simulation end time – file arrival time) [Refer to TR36.889].
· Consider zero bit for dropped FTP packets.
· Average-UPT of a user: defined as the average from all UPTs for all FTP packets intended for this user [Refer to TR36.814].
· Tail-UPT of a user: defined as the worst 5% UPT among all FTP packets intended for this user [Refer to TR36.814].
· Median-UPT of a user: defined as the 50% UPT among all FTP packets intended for this user.
· Average-UPT CDF: The CDF of the Average-UPTs for all users.
· Tail-UPT CDF: The CDF of the Tail-UPTs for all users.
· Median-UPT CDF: The CDF of the Median-UPTs for all users.
· Mean/5%/50%/95% Average-UPT: The mean/5%/50%/95% value of Average-UPTs for all users.
· Mean/5%/50%/95% Tail-UPT: The mean/5%/50%/95% value of Tail-UPTs for all users.
· Mean/5%/50%/95% Median-UPT: The mean/5%/50%/95% value of Median-UPTs for all users.


Proposal 2: Dropped FTP should be incorporated in the packet latency and UPT calculation when all the FTP packets of one UE are not delivered successfully. In this case, packet latency should be N/A and UPT should be 0Mbs.
Performance result
A template of SLS performance evaluation was created by CMCC in RAN1#112 and the results of performance begins to be collected in RAN1#112bis_e. The performance results for Indoor (FR1) and Urban Macro(FR1) of SBFD case 1 are provided. In the evaluations, following assumptions are adopted and the other detail of simulation assumptions are summarized in Appendix.
Channel model: Since only the results of FR1 are provided, only large-scale fading is modelled for gNB-to-gNB and UE-to-UE channel. But for gNB-to-UE channel modelling, both large-scale fading and small scale fading are modelled.
Traffic model: UL and DL are simulated simultaneously, and each UE is either assigned UL traffic or DL traffic. Asymmetric packet size with 0.5Mbyte for DL and 0.125Mbyte for UL are adopted for Urban Macro and asymmetric packet size with 0.5Mbyte for DL and 0.125Mbyte and asymmetric packet size with 4Kbytes for DL and 1Kbyte for UL are adopted for Indoor scenario.
Interference modelling: For self-interference modelling,  is based on 1dB UL desense. For inter-cell gNB-gNB inter-subband interference, only large scale fading is modelled and small scale fading is not modelled, therefore ACLRBS and ACSBS agreed in RAN1#112 are used. For UE-UE co-channel inter-subband CLI, ACSUE(33dB) is used for ICSUE. 
SBFD slot configuration: Alt. 2(XXXXU) and Alt. 4(XXXXX)
Result for Indoor 
In this section, the performance results of FR1 Indoor for 3 types of different traffic loads are given.
Large packet size
The DL/UL arrival rate is determined by legacy TDD according to different RU level. Type 2 resource utilization of DL/UL are shown in Figure 2. For DL RU, SBFD slot configuration {XXXXU} has slight higher mean RU than TDD system and SBFD slot configuration {XXXXX} has comparable RU with TDD system. Conversely, for UL RU, {XXXXU} has lower mean RU than TDD system and {XXXXX} has similar RU compared to TDD system. It is due to slight DL/UL resource increase/reduction of {XXXXX} and relatively large DL/UL resource reduction/increase of {XXXXU} compared to legacy TDD {DDDSU}.
[image: ]
[bookmark: _Ref131695383]Figure 2: DL and UL type2 RU for different traffic loads
The DL and UL average UPT and the gain compared to legacy TDD of different traffic loads are shown in Figure 3. For FR1 indoor scenario, compared to legacy TDD with {DDDSU},
SBFD with {XXXXU} has -15.3%, -23.4% and -36.3% DL mean average UPT gain with low, medium and high load. The gap of DL means average UPT increase with the increase of traffic load.
SBFD with {XXXXU} achieves 66.2%, 66.9% and 74.3% UL mean average UPT gain with low, medium and high load. The gain of UL means average UPT increase with the increase of traffic load.
SBFD with {XXXXX} achieves 4.5%, 5.9% and 6.2% DL mean average UPT gain with low, medium and high load. 
SBFD with {XXXXX} achieves 10.4%, 7.9% and 8.8% UL mean average UPT gain with low, medium and high load. The gain of UL means average UPT decrease with the increase of traffic load.
SBFD with {XXXXX} has similar DL/UL performance with legacy TDD because of similar DL to UL resource ratio.
[image: ]
[bookmark: _Ref126328620]Figure 3: DL and UL Average-UPT for different traffic loads
Observation 1: For indoor office with large packet size, compared to legacy TDD, SBFD with {XXXXU} achieves better UL UPT in all kinds of traffic loads at the cost of degradation of DL UPT.
Observation 2: For indoor office with large packet size, compared to legacy TDD, SBFD with {XXXXX} has comparable DL UPT and small improvement in UL UPT at all traffic loads.
The DL and UL packet latency of different traffic loads are shown in Figure 4. DL latency deteriorates clearly at high traffic load for {XXXXU} because of limited DL resource and higher interference. For {XXXXX}, DL latency is similar to legacy TDD. UL latency of {XXXXU} is much smaller than that of legacy TDD especially in high traffic load because of less limitation of UL resource. 
[image: ]
[bookmark: _Ref126328626]Figure 4: DL and UL Packet-latency for different traffic loads
Observation 3: For indoor office with large packet size, compared to legacy TDD, SBFD with {XXXXU} can significantly reduce the UL latency at the cost of increased DL latency especially in medium/high RU.
Observation 4: For indoor office with large packet size, compared to legacy TDD, SBFD with {XXXXX} can reduce mean DL and UL packet latency slightly at all traffic loads.
Small packet size
Type 2 resource utilization of DL/UL are shown in Figure 5. Similar observations on RU can be drawn as that in large packet size case. A slight higher DL RU and a slight lower UL RU in SBFD compared with legacy TDD.
[image: ]
[bookmark: _Ref142316175]Figure 5: DL and UL type2 RU for different traffic loads
The DL and UL average UPT and the gain compared to legacy TDD of different traffic loads are shown in Figure 6. For FR1 indoor scenario, compared to legacy TDD with {DDDSU},
SBFD with {XXXXU} has -7.6%, -7.6% and -11.2% DL mean average UPT gain with low, medium and high load. The gap of DL means average UPT increase with the increase of traffic load.
SBFD with {XXXXU} achieves 77%, 79.4% and 77.9% UL mean average UPT gain with low, medium and high load. The gain of UL means average UPT increase with the increase of traffic load.
SBFD with {XXXXX} achieves 7.9%, 6.3% and 5.1% DL mean average UPT gain with low, medium and high load. 
SBFD with {XXXXX} achieves 67.9%, 70.6% and 67.7% UL mean average UPT gain with low, medium and high load. The gain of UL means average UPT decrease with the increase of traffic load.
SBFD with {XXXXX}and {XXXXU} has similar DL performance with legacy TDD because the limitation of resource isn’t the bottle neck of performance in small packet size scenarios, and significant UL improvement because of available UL resources in every slots.
[image: ]
[bookmark: _Ref142316923]Figure 6: DL and UL Average-UPT for different traffic loads
Observation 5: For indoor office with small packet size, compared to legacy TDD, SBFD with {XXXXX} and {XXXXU} achieve significantly higher mean and 5% UL Average-UPT than legacy TDD for all load levels, and have comparable performance in DL UPT.
The DL and UL packet latency of different traffic loads are shown in Figure 7. DL/UL packet latency fixed in a few values in small packet size because small packets can be delivered fast. SBFD with {XXXXU} has slight bigger mean DL packet latency but less 50% and 95% DL packet latency. For SBFD with {XXXXU} and {XXXXX}, UL packet latency decreased significantly except for 5% packet latency because the value of 5% packet latency is the minimum latency for a packet to deliver. 
[image: ]
[bookmark: _Ref142320488]Figure 7: DL and UL Packet-latency for different traffic loads
Observation 6: For indoor office with small packet size, compared to legacy TDD, SBFD with {XXXXX} and {XXXXU} can reduce all UL packet latency significantly except 5% UL packet latency at all traffic loads.
Result for Urban Macro
In this section, the performance results of FR1 Urban Macro for 3 types of different traffic loads are given. For co-site inter-sector co-channel inter-subband CLI, 110dB for isolation spatial with 10dB digital isolation are adopted.
Large packet size
The DL and UL average UPT and the gain compared to legacy TDD with {DDDSU} of different traffic loads are shown in Figure 8. The packet latency is set to N/A and UPT is set to 0Mbs of one UE if all packets of the UE are not delivered successfully. 
For DL UPT, significant degradation can be found in SBFD because of the huge CLI caused by UE-to-UE. Especially for 5% DL user average UPT in SBFD, it keeps to 0Mbs which means no packet is delivered successfully for every user. While in legacy TDD, 5% DL user average UPT is 0Mbs in low traffic load but does not fixed to 0Mbs in medium and high traffic load which makes the gain of SBFD at 5% DL UPT as N/A, -100% and -100% in low, medium and high traffic load. 
For UL UPT, significant improvement on mean, 50% UP UPT can be seen with {XXXXU}. But the 5% UL UPT still keeps to 0Mbs in SBFD caused by huge gNB-to-gNB CLI and power control compared with small value of 5% UL UPT in legacy TDD which makes the gain of SBFD to -100% in all traffic load.
[image: ]
[bookmark: _Ref142384803]Figure 8: DL and UL Average-UPT for different traffic loads
Observation 7: For Urban Macro with large packet size, compared to legacy TDD, SBFD with {XXXXX} has lower mean and 5% DL Average-UPT than legacy TDD for all load levels, and has higher mean UL UPT in low load level and lower mean UL UPT in medium and high load level.
Observation 8: For Urban Macro with large packet size, compared to legacy TDD, SBFD with {XXXXU} has lower mean and 5% DL Average-UPT than legacy TDD for all load levels, and achieve higher mean UL Average-UPT than legacy TDD for all load levels.
The DL and UL packet latency of different traffic loads are shown in Figure 9. DL latency deteriorates clearly at all traffic load for {XXXXU} and {XXXXX} because of huge interference. Mean UL latency of {XXXXU} is smaller than that of legacy TDD especially in low and medium traffic load. And SBFD with {XXXXX} has higher UL latency in high traffic load because of limitation of UL resource.

[image: ]
[bookmark: _Ref142393078]Figure 9: DL and UL Packet-latency for different traffic loads
Observation 9: For Urban Macro with large packet size, compared to legacy TDD, SBFD with {XXXXX} and {XXXXU} increased DL latency significantly especially in medium/high RU.
Conclusion
In this contribution, we presented some considerations for evaluation assumptions on duplex enhancement, and have the following observations and proposals:
Observation 1: For indoor office with large packet size, compared to legacy TDD, SBFD with {XXXXU} achieves better UL UPT in all kinds of traffic loads at the cost of degradation of DL UPT.
Observation 2: For indoor office with large packet size, compared to legacy TDD, SBFD with {XXXXX} has comparable DL UPT and small improvement in UL UPT at all traffic loads.
Observation 3: For indoor office with large packet size, compared to legacy TDD, SBFD with {XXXXU} can significantly reduce the UL latency at the cost of increased DL latency especially in medium/high RU.
Observation 4: For indoor office with large packet size, compared to legacy TDD, SBFD with {XXXXX} can reduce mean DL and UL packet latency slightly at all traffic loads.
Observation 5: For indoor office with small packet size, compared to legacy TDD, SBFD with {XXXXX} and {XXXXU} achieve significantly higher mean and 5% UL Average-UPT than legacy TDD for all load levels, and have comparable performance in DL UPT.
Observation 6: For indoor office with small packet size, compared to legacy TDD, SBFD with {XXXXX} and {XXXXU} can reduce all UL packet latency significantly except 5% UL packet latency at all traffic loads.
Observation 7: For Urban Macro with large packet size, compared to legacy TDD, SBFD with {XXXXX} has lower mean and 5% DL Average-UPT than legacy TDD for all load levels, and has higher mean UL UPT in low load level and lower mean UL UPT in medium and high load level.
Observation 8: For Urban Macro with large packet size, compared to legacy TDD, SBFD with {XXXXU} has lower mean and 5% DL Average-UPT than legacy TDD for all load levels, and achieve higher mean UL Average-UPT than legacy TDD for all load levels.
Observation 9: For Urban Macro with large packet size, compared to legacy TDD, SBFD with {XXXXX} and {XXXXU} increased DL latency significantly especially in medium/high RU.
Proposal 1: For UE distribution of Dense Urban with 2-layer, reuse the modeling in TR38.802 as much as possible.
· For FTP traffic model 3: 2/3 users randomly and uniformly dropped around micro TRP centers with radius of R (R = [28.9m]20m), 1/3 users randomly and uniformly dropped throughout the macro geographical area, and 60 users per macro geographical area.
· UE outdoor/indoor proportion: 20% outdoor in cars: 30km/h; 80% indoor in houses: 3km/h
· Outdoor UEs: 1.5 m; 
· Indoor UEs: 3(nfl – 1) + 1.5; nfl ~ uniform(1, Nfl) where Nfl ~ uniform(4,8)
Proposal 2: Dropped FTP should be incorporated in the packet latency and UPT calculation when all the FTP packets of one UE are not delivered successfully. In this case, packet latency should be N/A and UPT should be 0Mbs.
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	Parameters
	Value

	Scenario
	Indoor FR1

	Layout
	12 TRPs per 120m x 50m x 3m

	Inter-BS distance
	20 m

	Carrier frequency
	4GHz

	Simulation bandwidth
	100 MHz

	BS Tx power
	24 dBm for 100MHz

	UE Tx power
	23 dBm for 100MHz

	BS antenna height
	3m

	Indoor height
	1.5m

	Minimum BS-UE (2D) distance
	0m 

	Minimum UE-UE (2D) distance
	1 m

	BS antenna configuration
	· SBFD antenna configuration Option 2 (Method 2-1)
· Two panel groups
· For each panel group: = (4,4,2,1,1).
· Number of TxRUs: same as legacy TDD
= (0.5, 0.5)λ,  +45°/-45° polarization, (da,H,da,V) = (0, 4)λ

	UE antenna configuration
	· 2Tx: (M,N,P,Mg,Ng;Mp,Np) = (1,1,2,1,1;1,1), (dH,dV) = (N/A, N/A)λ, 0°,90° polarization
· 4Rx: (M,N,P,Mg,Ng;Mp,Np) = (1,2,2,1,1;1,2), (dH,dV) = (0.5, N/A)λ, 0°,90° polarization

	BS receiver noise figure
	Piece wise linear noise figure model 

	UE receiver noise figure
	9 dB for 4GHz



	Parameters
	Value

	Scenario
	Urban Macro

	Layout
	Single layer - Macro layer: Hex. Grid
7 sites, 21cells

	Dmacro-to-cluster
	60 m

	Dinter-cluster
	 50 m

	R
	25 m

	M
	20 per direction

	X
	2 UE clustering per macro TRxP

	Inter-BS distance
	500 m

	Carrier frequency
	4GHz

	Simulation bandwidth
	100 MHz

	BS Tx power
	53 dBm for 100MHz

	UE Tx power
	23 dBm for 100MHz

	BS antenna height
	25m

	Indoor height
	1.5m

	Minimum BS-UE (2D) distance
	Macro-to-UE: 35m [TR36.897]

	Minimum UE-UE (2D) distance
	1 m

	BS antenna configuration
	· SBFD antenna configuration Option 2 (Method 2-1)
· Two panel groups
· For each panel group: = (8,8,2,1,1).
· Number of TxRUs: same as legacy TDD
 = (0.5, 0.8)λ,  +45°/-45° polarization, (da,H,da,V) = (0, 4)λ

	Beam set at TRxP
(Constraints for the range of selective analog beams per TRxP)
	For direction of TRxP analog beam steering (in LCS):
Azimuth angle φi = 0
Zenith angle θj = pi*102/180

NOTE: (azimuth, zenith)=(0, pi/2) is the direction perpendicular to the array.
Precoder for beam at (φi, θj) is given by equation 1 in Appendix 1 (2D DFT beam) in RP-180524

	UE antenna configuration
	· 2Tx: (M,N,P,Mg,Ng;Mp,Np) = (1,1,2,1,1;1,1), (dH,dV) = (N/A, N/A)λ, 0°,90° polarization
· 4Rx: (M,N,P,Mg,Ng;Mp,Np) = (1,2,2,1,1;1,2), (dH,dV) = (0.5, N/A)λ, 0°,90° polarization

	BS receiver noise figure
	5dB for 4GHz

	UE receiver noise figure
	9 dB for 4GHz
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