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Introduction
In RAN#94e meeting, one SID on AI/ML for Air interface is approved [1]. Three use cases are identified as initial set of use case shown below, and representative sub use cases should be recognized by RAN#98.
	Use cases to focus on: 
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels


The assessment of potential specification impact for use cases are also one part of the work of the SID, including RAN1, RAN2 and RAN4.
	Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· PHY layer aspects, e.g., (RAN1)
· Consider aspects related to, e.g., the potential specification of the AI Model lifecycle management, and dataset construction for training, validation and test for the selected use cases
· Use case and collaboration level specific specification impact, such as new signalling, means for training and validation data assistance, assistance information, measurement, and feedback
· Protocol aspects, e.g., (RAN2) - RAN2 only starts the work after there is sufficient progress on the use case study in RAN1 
·  Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference),  and management of data and AI/ML model, per RAN1 input 
· Collaboration level specific specification impact per use case 
· Interoperability and testability aspects, e.g., (RAN4) - RAN4 only starts the work after there is sufficient progress on use case study in RAN1 and RAN2
· Requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable
· Consider the need and implications for AI/ML processing capabilities definition


In previous meetings [2, 3], for use case-CSI feedback enhancement, after extensive discussion, we have the following agreement and conclusion on sub use cases.
	Agreement 
Spatial-frequency domain CSI compression using two-sided AI model is selected as one representative sub use case. 
· Note: Study of other sub use cases is not precluded.
· Note: All pre-processing/post-processing, quantization/de-quantization are within the scope of the sub use case. 

Agreement
Time domain CSI prediction using UE sided model is selected as a representative sub-use case for CSI enhancement.   
Note: Continue evaluation discussion in 9.2.2.1.
Note: RAN1 Defer potential specification impact discussion at 9.2.2.2 until the RAN1#112b-e, and RAN1 will revisit at RAN1#112b-e whether to defer further till the end of R18 AI/ML SI.
Note: LCM related potential specification impact follow the high level principle of other one-sided model sub-cases.  



In this paper, we would discuss sub use case, and present our initial thoughts on potential specification work.
Discussion
Potential specification impact for sub use case - Spatial-frequency domain CSI compression
The lifecycle of AI/ML model usually include model training, model validation, model test, model deployment, model inference, model monitoring, and model activation/ deactivation /selection /switch /update/fallback. In general, model training includes model training, model validation, and model test. Next, we would discuss the standard impact on legacy CSI framework possibly brought about by AI/ML operation, from the perspective of the lifecycle of AI/ML model.
Model training
Regarding AI/ML model training for two-sided model, we have the following agreement shown below [4]:
	Agreement
In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, repectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW
· Other collaboration types are not excluded. 


In RAN1#111 meeting [3], metrics to facilitate pros/cons discussion on each training type were captured in the following conclusion.
	Conclusion
In CSI compression using two-sided model use case, training collaboration type 2 over the air interface for model training (not including model update) is deprioritized in R18 SI.


To facilitate the discussion on model training, in RAN1#112 meeting [5], we have the conclusion to provide further guidance.
	Conclusion
In CSI compression using two-sided model use case, further discuss the pros/cons of different offline training collaboration types including at least the following aspects: 
· Whether model can be kept proprietary 
· Requirements on privacy-sensitive dataset sharing 
· Flexibility to support cell/site/scenario/configuration specific model
· gNB/device specific optimization – i.e., whether hardware-specific optimization of the model is possible, e.g. compilation for the specific hardware
· Model update flexibility after deployment
· feasibility of allowing UE side and NW side to develop/update models separately
· Model performance based on evaluation in 9.2.2.1
· Whether gNB can maintain/store a single/unified model
· Whether UE device can maintain/store a single/unified model
· Extendability: to train new UE-side model compatible with NW-side model in use; Or to train new NW-side model compatible with UE-side model in use 
· Whether training data distribution can be matched to the device that will use the model for inference
· Whether device capability can be considered for model development
· Other aspects are not precluded
Note: training data collection and dataset/model delivery will be discussed separately


Furthermore, in RAN1#113 meeting [8], more detailed elaboration is provided.
	Agreement 
· Type 2 Joint training of the two-sided model at network side and UE side, respectively.
· [bookmark: OLE_LINK2]Note: Joint training includes both simultaneous training and sequential training, in which the pros and cons could be discussed separately
· Note: Sequential training includes starting with UE side training, or starting with NW side training
Agreement
In CSI compression using two-sided model use case, for discussion of training collaboration type 1, 
· Create separate table with separate columns for both known model structure, and unknown model structure separately for NW-sided and UE-sided, respectively.


For type 1, AI/ML model can be trained at UE side or gNB side. If the model is trained at UE side, CSI reconstruction part should be transferred to NW side. If the model is trained at NW side, the CSI generation part should be transferred to UE side. Model representation format (MRF) is needed to be defined in 3GPP at least for case z3/z4/z5. Since model is generated at one side, compatibility with the hardware of another side would become the key issue, e.g., compiling capability, buffer size and so on. It may be alleviated if model structure can be known to the entity where model training happens. 
For type 2, joint training of the AI/ML model at NW side and UE side respectively is carried out. No model delivery/transfer is expected, but there would be gradient/training dataset exchange between two sides. It can match well with UE and NW hardware respectively, and the model proprietary can be kept. The performance is also good, since the whole models are trained in the same FP&BP loop, and optimized loss function can be considered by NW for MU-MIMO, CJT, NCJT, etc. However, it would cause large overhead, and multiple models to be maintained at both UE side and NW side. That’s the main reason that we have concluded training type2 is deprioritized. For sequential gradient exchange training, the key point lies in the sequential gradient exchange training is freeze-and-training. For example, after Type 2 inital training, initial AI/ML models for NW side and UE side have been achieved. Then if there are new joining UEs, freeze the decoder at NW side and train UE side model based on the gradients from NW side. For this training type, obviously it would cause larger overhead over air interface.
For type 3, separated training between UE side and NW side is executed without model transfer, where training dataset should be delivered for either UE first training or NW first training. Generation model and reconstruction model are not trained in the same FP loop and BP loop. Thus, the performance may be not good. However based on the observation from papers for AI9.2.2.1, the performance loss is marginal. In addition, the models generated by type3 can match well with UE and NW hardware respectively, and the model proprietary can be kept. By proper generalization methods, it is possible that only one model is needed for some functionality either at UE side or NW side. 
Further analysis on pros and cons of training type 1, 2, and 3 are provided in Table 1.
Table 1 Analysis on Training Types
	  Training types

Characteristics
	Type 1
	Type 2
	Type 3

	
	NW-sided
	UE-sided
	simultaneous training
	Gradient exchange sequential
	NW first
	UE first

	
	[bookmark: OLE_LINK1][bookmark: OLE_LINK4]Unknown model structure
	Known model structure
	Unknown model structure
	Known model structure
	
	
	
	

	[bookmark: _Hlk141361094]Whether model can be kept proprietary
	No
	No
	No
	[bookmark: OLE_LINK5]No
	Yes
	Yes
	Yes
(Note 2)
	Yes
 (Note 2)

	Whether require privacy-sensitive dataset sharing
	No
(Note1)
	No
	No
	[bookmark: OLE_LINK6]No
	No
(Note 1)
	No
	No
(Note 1)
	No
(Note 1)

	Flexibility to support cell/site/scenario/configuration specific model
	Yes
	Yes
	Yes
	Yes
	[bookmark: OLE_LINK19]Difficulty
	Difficulty
	Semi-flexible.
	Semi-flexible. With assisted information signaling

	Whether gNB/device specific optimization is allowed
	[bookmark: OLE_LINK7]Restricted
	Yes
	Restricted
	Yes
	Yes
	Yes
	Yes
	Yes

	Model update flexibility after deployment
(Note 3)
	[bookmark: OLE_LINK8]Flexible
	Flexible
	Flexible
	Flexible
	Not flexible
	Not flexible 
	Semi-flexible
	Semi-flexible

	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	Limited
	[bookmark: OLE_LINK46]Infeasible
	Limited
	[bookmark: OLE_LINK20]Infeasible
	Limited
	Feasible
	Feasible

	Whether gNB can maintain/store a single/unified model for a CSI report configuration
	[bookmark: OLE_LINK10]Yes
	Yes
	No
	No
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1

	Whether UE device can maintain/store a single/unified model for a CSI report configuration
	[bookmark: OLE_LINK11]No
	No
	Yes
	Yes
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1

	Extendibility: to train new UE-side model compatible with NW-side model in use; Or to train new NW-side model compatible with UE-side model in use
	[bookmark: OLE_LINK12]Limited
	Limited
	Limited
	Limited
	No
	Support
	Support
	Support

	Whether training data distribution can match the inference device
	Yes
	Yes
	Yes
	Yes
	Yes
	Yes
	Yes
	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	[bookmark: OLE_LINK14]No
	Yes
	No
	Yes
	Yes
	Yes
	Yes
	Yes

	Model performance based on evaluation in 9.2.2.1
	[bookmark: OLE_LINK15][bookmark: OLE_LINK16]Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1

	Note 1: Assume high accuracy PMI is not privacy sensitive data. FFS: other information such as channel matrix and assisted information. 
Note 2: Assume information on model structure is not required to be disclosed in training collaboration type 3. 
Note 3: Flexibility after deployment is evaluated by the amount of offline cross-vendor co-engineering effort. Flexible indicates minimum additional co-engineering between vendors, semi-flexible indicates additional co-engineering effort between vendors.  



[bookmark: OLE_LINK38]Proposal 1: To facilitate the discussion, views on Pros and Cons of all of Training types are needed to be aligned. What shown in Table 1 can be considered.

Data collection
In RAN1#112 meeting [5], we have the following agreement on data collection.
	Agreement
· In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact of UE side data collection enhancement including at least  
· Enhancement of CSI-RS configuration to enable higher accuracy measurement.
· Assistance information for UE data collection for categorizing the data in forms of ID for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc.
· The provision of assistance information needs to consider feasibility of disclosing proprietary information to the other side.
· Signaling for triggering the data collection
· In CSI compression using two-sided model use case, further discuss the necessity, feasibility, and potential specification impact for NW side data collection including at least:   
· Enhancement of SRS and/or CSI-RS measurement and/or CSI reporting to enable higher accuracy measurement. 
· Contents of the ground-truth CSI including:  
· Data sample type, e.g., precoding matrix, channel matrix etc.
· Data sample format: scaler quantization and/or codebook-based quantization (e.g., e-type II like). 
· Assistance information (e.g., time stamps, and/or cell ID, Assistance information for Network data collection for categorizing the data in forms of ID for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc., and data quality indicator)
· Latency requirement for data collection
· Signaling for triggering the data collection


Furthermore, after some discussions, last meeting we have the following agreement [7]:
	Agreement
In CSI compression using two-sided model use case, further study the necessity and potential specification impact of the following aspects related to the ground truth CSI format for NW side data collection for model training:   
· Scalar quantization for ground-truth CSI
       FFS: any processing applied to the ground-truth CSI before scalar quantization, based on evaluation results in 9.2.2.1
· [bookmark: OLE_LINK13]Codebook-based quantization for ground-truth CSI
       FFS: Parameter set enhancement of existing eType II codebook, based on evaluation results in 9.2.2.1
· Number of layers for which the ground truth data is collected. And whether UE or NW determine the number of layers for ground-truth CSI data collection.


In general, data collection may be needed for model training stage, model fine-tuning/update stage, and model monitoring stage. Next, our views on data collection are provided for each stage, respectively.
Data collection for model training stage
For training type 1, if training are UE side, UE can achieve the channel information naturally with possible assisted signaling such as antenna layout, TXRU mapping of NW side. The data collection procedure may be needed to delivery data to UE’s server. However, it can be by OTT. It is similar for the case where the training happens at NW side.
For training type 2, it is joint training at both UE side and gNB side, and the dataset exchange  and gradients exchanges are necessary. 
For training type 3, For UE first training, the original channel information can be achieved by utilizing CSI-RS. However, dataset for gNB to train the reconstruction model is needed to be delivered by UE to gNB, and enhancement may be needed. It is similar for NW first training case.
[bookmark: OLE_LINK22][bookmark: OLE_LINK39]Observation 1: For AI/ML model training type 2 and type 3, data delivery is needed.
[bookmark: OLE_LINK21]Observation 2: For AI/ML model training Type 1, data collection may be not needed to be specified.
Regarding how to exchange dataset among different entites, it seems not to be in RAN1’s scope, and we can wait the process of RAN2.
For online training of AI/ML model, additional complexity is needed, e.g., a large amount of data needed to be storage, and tackled. It can not be beared at UE side, e.g, for smartphone. Thus, we suggest to focus on offline AI/ML model training at the first stage. Online training for advanced UE, e.g., laptop, can be considered in future. In addition, both RAN2 and RAN4 have deprioritized online training.
Proposal 2: Offline AI/ML model training is high priority.
Data collection for fine-tuning/update stage
Different from model training, relatively little of dataset is needed for model fine-tuning/update stage. The dataset collection procedure can be considered if model fine-tuning/update is supported.
If model transfer assumed, it seems data collection is not needed since both UE and gNB can achieve the original channel information by utilizing CSI-RS and SRS, respectively.
If model transfer not assumed, data collection may be needed. For data collection at UE side for AI/ML model training type3 with NW first training, one possible procedure is shown as Figure 1-a. Therein step 3-a is optional. If SRS can be used to achieve original channel information at gNB side, option 3-a can be dropped.
	[image: ]
	[image: ]

	Figure 1-a: Data collection at UE side
	Figure 1-b: Data collection at NW side


						Figure 1 Data collection procedure
For data collection at NW side for AI/ML model training type3 with NW first training, SRS can be utilized, otherwise, ground-truth CSI reporting is needed as shown as Figure 1-b.
[bookmark: OLE_LINK40][bookmark: OLE_LINK24]Proposal 3: If model transfer supported, data collection procedure for model fine-tuning/update may be not needed.
Proposal 4: If model transfer not supported, for UE side, data collection procedure for model fine-tuning/update may be needed.
Proposal 5: If model transfer not supported, for NW side, data collection procedure for model fine-tuning/update may be needed or not depending on whether SRS can be utilized.

Data collection for monitoring stage
In RAN1#113 meeting [8], for NW side data collection, we have the following agreement on ground truth CSI reporting.
	Agreement
In CSI compression using two-sided model use case, further study the necessity, complexity, overhead, latency and potential specification impact on ground truth CSI report for NW side data collection for model performance monitoring, including:   
· Scalar quantization for ground-truth CSI
· FFS: any processing applied to the ground-truth CSI before scalar quantization
· Codebook-based quantization for ground-truth CSI
· FFS: Parameter set enhancement of existing eType II codebook, based on evaluation results in 9.2.2.1
· RRC signaling and/or L1 signaling procedure to enable fast identification of AI/ML model performance
· Aperiodic/semi-persistent or periodic ground-truth CSI report.


[bookmark: _GoBack]Regarding the format of ground-truth CSI, indeed both scalar quantization and codebook-based quantization can work. However, scalar quantization would result in more spec work, since until now there is no scalar quantization on CSI. It can be perceived that there would be much more overhead issue for scalar quantization. Then, L1 signalling could not be considered, and the latency could not be ensured for real-time/fast performance monitoring. Codebook-based quantization with L1 signaling has been supported since R15, and sustainable enhancement is considered for each release. Some simulation in AI9.2.2.1 shows that codebook based quantization for ground-truth CSI could work well with new parameter combination. Thus, we prefer codebook based quantization for ground-truth CSI.
Proposal 6: Codebook-based quantization for ground-truth CSI can be supported.
Proposal 7: L1 signaling procedure can be considered to enable fast identification of AI/ML model performance.
Model inference
For legacy CSI framework, one UE could be configured by higher layers with N≥1 CSI-ReportConfig Reporting Settings, M≥1 CSI-ResourceConfig Resource Settings, S≥1 CSI Resource Sets (given by higher layer parameter csi-RS-ResourceSetList) in one CSI-MeasConfig.
[image: ]
Figure 2 Legacy CSI framework
For P/SP CSI report, one CSI reporting setting could be linked to two resource settings where the first one is for channel measurement, the second is used for interference measurement performed on CSI-IM. For AP CSI report, one CSI reporting setting could be linked to two or three resource settings, where NZP CSI-RS could be used for interference measurement except from CSI-IM. Only one CSI-RS resource set is configured for each P/SP CSI resource setting. For AP CSI resource setting, multiple CSI-RS resource sets could be configured per CSI resource setting, but only one resource set would be selected by DCI. In principle, for AI//ML enabled CSI feedback, all time domain behavior can be considered. But considering AI/ML model may be scenario specific, and the high complexity, we prefer to consider aperiodic CSI reporting enabled by AI/ML firstly.
[bookmark: OLE_LINK41]Proposal 8: Aperiodic CSI reporting should be considered firstly.
In legacy system, based on CSI-ResourceConfig and/or CSI-ReportConfig, UE could be aware of the specific measurement behavior. For example, if reportQuantity in CSI-ReportConfig is set to 'cri-RI-PMI-CQI', it implies that the CSI report should include CRI, RI, PMI, and CQI. Thus, the specification should be enhanced to make UE aware of the CSI report enabled by AI/ML. 
Regarding CQI, we have the following agreement [5]:
	Agreement
In CSI compression using two-sided model use case, further study the following options for CQI determination in CSI report, if CQI in CSI report is configured.    
· Option 1: CQI is NOT calculated based on the output of CSI reconstruction part from the realistic channel estimation, including
· Option 1a: CQI is calculated based on target CSI with realistic channel measurement  
· Option 1b: CQI is calculated based on target CSI with realistic channel measurement and potential adjustment 
· Option 1c: CQI is calculated based on legacy codebook
· Option 2: CQI is calculated based on the output of CSI reconstruction part from the realistic channel estimation, including
· Option 2a: CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference with potential adjustment
· Note: CSI reconstruction part at the UE can be different comparing to the actual CSI reconstruction part used at the NW. 
· Option 2b: CQI is calculated using two stage approach, UE derive CQI using precoded CSI-RS transmitted with a reconstructed precoder.   
· Other options are not precluded
· Note1: feasibility of different options should be evaluated 
· Note2: Gap analyses between the UE side CQI calculation results and the NW side results, as well as the impact on the scheduling performance should be evaluated
· Note3: Complexity of CQI calculation needs to be evaluated, including the computing complexity and potential RS/signaling overhead



The output of CSI generation part can be taken as the PMI. In legacy system, CQI, RI and PMI are jointly calculated. However, for AI/ML based CSI compression, it is not clear for UE about how NW to calculate PMI. In current specification, in some degree, CQI calculation could reflect UE’s receiver capability. This is also important and should be considered in AI/ML based case. If AI/ML model is trained per rank, RI information also should be included to reflect AI/ML model selection. Thus, in our mind, CQI/RI still should be included in the CSI report. 
[bookmark: OLE_LINK43]Proposal 9: CQI/RI still should be included in the CSI report.
Regarding CQI calculation, for option 2a, CSI reconstruction part is assumed to be available at UE side. In our understanding, it seems not to be realistic. The SID has clearly stated that the privacy should be kept. However, option 2a would bring about privacy exposure. In addition, it also requires UE to store/maintain recovery model, and more storage size is needed. For option 2b, it is essentially equal to option 1a. CSI-RS can be precoded or not depending on gNB’s implementation and configuration. In final, for option 2b, CQI still should be calculated based on target CSI with realistic channel measurement. For option 1c, it would largely increase the UE complexity for the sake of that the legacy PMI calculation is also needed other than AI/ML operation. Assuming ideal CSI compression and recovery by AI/ML operation, option 1a can work well. Even if it is not ideal, option 1a/option 1b still can be considered with some compensation at UE side or NW side. 
Proposal 10: Regarding CQI calculation, option 1a and/or option 1b can be considered.
Regarding the co-existence with legacy non-AI/ML-based CSI, after discussion, we have the following agreement [5, 8].
	Agreement
In CSI compression using two-sided model use case, further study potential specification impact related to potential co-existence and fallback mechanisms between AI/ML-based CSI feedback mode and legacy non-AI/ML-based CSI feedback mode.
Agreement
In CSI compression using two-sided model use case, further study the feasibility and methods to support the legacy CSI reporting principles including at least: 
· The priority rule regarding CSI collision handling and CSI omission
Agreement
· Codebook subset restriction
· CSI processing Unit
Agreement
In CSI compression using two-sided model use case, further study the feasibility of at least the following methods to support codebook subset restriction: 
· input-CSI-NW/output-CSI-UE is in angular-delay domain, beam restriction can be based on legacy SD basis vector-based input CSI in angular domain. 
· FFS amplitude restriction
· FFS if input-CSI-NW/output-CSI-UE is in spatial-frequency domain  


In legacy system, one CSI report is associated with a priority value. It is introduced to solve the collision when the time occupancy of the physical channels scheduled to carry CSI reports overlap in at least one OFDM symbol and are transmitted on the same carrier. Since the high cost and potential high performance to be achieved for AI/ML enabled CSI compression and recovery, the priority for AI/ML based CSI feedback may be needed to be considered. 
[bookmark: OLE_LINK45][bookmark: OLE_LINK47]Proposal 11: The priority for AI/ML based CSI feedback needs to be considered.
In current specification [6], priority value for one CSI report is defined as  where
- for aperiodic CSI reports to be carried on PUSCH,  for semi-persistent CSI reports to be carried on PUSCH,  for semi-persistent CSI reports to be carried on PUCCH and  for periodic CSI reports to be carried on PUCCH;
- for CSI reports carrying L1-RSRP or L1-SINR and   for CSI reports not carrying L1-RSRP or L1-SINR;
- c is the serving cell index and  is the value of the higher layer parameter maxNrofServingCells;
-s is the reportConfigID and is the value of the higher layer parameter maxNrofCSI-ReportConfigurations.
A first CSI report is said to have priority over second CSI report if the associated  value is lower for the first report than for the second report.
Although AI/ML enabled CSI compression and recovery could provide high accuracy CSI feedback and low overhead, it may not work well with some uncertain. Thus, we prefer to set the priority of AI/ML enabled CSI compression and recovery lower than legacy CSI carrying RI/CQI/PMI. It can be achieved by only setting  is larger than 1, e.g., 2 while the priority calculation still is reused. It is one simple solution. We are also open to other solutions.
[bookmark: OLE_LINK44]Proposal 12: Introducing   for CSI reports carrying CSI compression information enabled by AI/ML operation in the priority rule for CSI reports.
In legacy system, for demonstrating the complexity of CSI measurement and reporting, CSI processing unit (CPU) and CSI processing time requirement are introduced. For AI/ML enabled operation, the computation time requirement, the amount of computation, buffer size requirement, and power cost should be jointly considered to characterize the complexity of AI/ML model/algorithm, which may be totally different from legacy method. How to define and reflect the complexity of CSI feedback enabled by AI/ML operation in the specification should be considered. For example, considering the high complexity, the occupied CPUs may be not only denoted by the number of CMR resources associated with the CSI report, and additional enhancement is needed.
[bookmark: OLE_LINK42]Proposal 13: How to define/reflect the complexity of the AI/ML operation in the specification should be considered.
[bookmark: OLE_LINK112]Model monitoring and update
Regarding model monitoring, we have achieved great progress in previous meeting, and have the following agreements [5, 7]. 
	Agreement
In CSI compression using two-sided model use case, further study at least the following options for performance monitoring metrics/methods:
· Intermediate KPIs as monitoring metrics (e.g., SGCS)
· Eventual KPIs (e.g., Throughput, hypothetical BLER, BLER, NACK/ACK).
· Legacy CSI based monitoring: schemes using additional legacy CSI reporting
· Other monitoring solutions, at least including the following option:
· Input or Output data based monitoring: such as data drift between training dataset and observed dataset and out-of-distribution detection
Agreement
In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact for intermediate KPIs based monitoring including at least:
· NW-side monitoring based on the target CSI with realistic channel estimation associated to the CSI report, reported by the UE or obtained from the UE-side. 
· UE-side monitoring based on the output of the CSI reconstruction model, subject to the aligned format, associated to the CSI report, indicated by the NW or obtained from the network side.
· Network may configure a threshold criterion to facilitate UE to perform model monitoring. 
· UE-side monitoring based on the output of the CSI reconstruction model at the UE-side
· Note: CSI reconstruction model at the UE-side can be the same or different comparing to the actual CSI reconstruction model used at the NW-side. 
· Network may configure a threshold criterion to facilitate UE to perform model monitoring. 
· FFS: Other solutions, e.g., UE-side uses a model that directly outputs intermediate KPI. Network-side monitoring based on target CSI measured via SRS from the UE.
Note: Monitoring approaches not based on intermediate KPI are not precluded
Note: the study of intermediate KPIs based monitoring should take into account the monitoring reliability (accuracy), overhead, complexity, and latency.
Agreement
In CSI compression using two-sided model use case, for UE-side monitoring, further study potential specification impact on triggering and means for reporting the monitoring metrics, including periodic/semi-persistent and aperiodic reporting, and other reporting initiated from UE.
Agreement
[bookmark: OLE_LINK3]In CSI compression using two-sided model use case, for NW-side monitoring, further study the necessity, feasibility and potential specification impact to enable performance monitoring using an existing CSI feedback scheme as the reference.
· The association between AI/ML scheme and existing CSI feedback scheme for monitoring
· Note: The metric for monitoring and comparison includes intermediate KPI and eventual KPI.
· Other aspects are not precluded.


[bookmark: OLE_LINK31]Based on the above, there are multiple performance monitoring metrics/methods for both NW-side and UE-side performance monitoring to be considered. Next, we would provide our analysis on each metric for NW-side and UE-side performance monitoring separately.
For NW-side performance monitoring,
· Intermediate KPIs: Since gNB can not directly achieve raw channel information, UE would be needed to report the information over the air interface. It would cost a large of overhead. 
· Eventual KPIs: The performance can be based on PDSCH demodulation performance. For example, based on the probability of NACK in one duration, gNB could evaluate the accuracy of the CSI report including the compressed information generated by AI/ML module. For this metric, like legacy behavior, it is up to gNB’s implementation, and no spec impact is expected.
· [bookmark: OLE_LINK32][bookmark: OLE_LINK35]Legacy CSI based monitoring:  Since the high cost/complexity of AI/ML module, we think that higher performance requirement should be set for AI/ML enabled CSI feedback. Otherwise, the performance gain compared to legacy CSI feedback, e.g., Type-II codebook, can not be reflected, and legacy CSI feedback may be enough. Thus, legacy CSI based monitoring can be considered. When it comes to spec impact, in our mind, it can be up to implementation. For example, for two CSI reporting with same CSI resources configuration, one CSI report is configured with AI/ML enabled operation while the other is for legacy CSI based reporting. After receiving both CSI reports, gNB can judge by itself.
· Input or Output data based monitoring: The validity of the AI/ML output, e.g., out-of-distribution detection, drift detection of output data, or something simple like checking SNR, delay spread and so on, can be considered, since the data distribution of AI/ML output can reflect the applied scenario/usage of AI/ML model.
For UE-side performance monitoring,
· Intermediate KPIs: The final inference result is obtained by gNB. gNB could deliver the result to UE side for SGCS evaluation over the air interface. A large of overhead would be consumed. Another way is to simulate gNB’s AI/ML operation (e.g., assuming generation model is available at UE side) to achieve the final inference for UE. Obviously, it would bring huge burden on UE. In addition, model transfer/exposure is needed.
· Eventual KPIs: The performance can be based on PDSCH demodulation performance. The performance metric can be BLER, the probability of NACK and others. On the other hand, in our mind, the UE is more sensitive to complexity. If there is no enough computation resource reserved, UE also can request to deactivate AI/ML operation for CSI feedback. However, the monitoring behavior can be totally up to UE’s implementation.
· Legacy CSI based monitoring: Obviously, it is not applicable for UE-side performance monitoring for two-sided model.
· [bookmark: OLE_LINK17][bookmark: OLE_LINK18]Input or Output data based monitoring: The validity of the AI/ML input, e.g., out-of-distribution detection, drift detection of input data, or something simple like checking SNR, delay spread and so on, can be considered, since the data distribution of AI/ML input can reflect the applied scenario/usage of AI/ML model.
[bookmark: OLE_LINK48]Observation 3: For UE-side performance monitoring, eventual KPIs and input data based monitoring metric can be considered.
Observation 4: For NW-side performance monitoring, eventual KPIs, legacy CSI based monitoring and output data based monitoring metric can be considered.

Potential specification impact for CSI prediction
In RAN#100 meeting [9], RAN plenary provides the following guidance for further discussion.
	· [bookmark: OLE_LINK113]RAN tasks RAN WGs to study a subset of the specification impacts  of CSI prediction limited to the following aspects:
· data collection procedures reusing as much as possible what is defined for UE side use cases
· monitoring procedure and associated fallback mechanism to legacy CSI reporting
· The RAN WGs spec impact work on this use case shall not affect progress on the on-going work for other use cases.


In this section, we would focus on data collection procedure and model monitoring procedure for CSI prediction at UE side.
Data collection procedure
The beam prediction in time domain at UE side (i.e., BM-Case 2) is one typical UE-sided use case. In our mind, it can be as reference. Data collection procedure for BM-Case 2 has achieved great progress, and shown below [8, 10]:
	Agreement
[bookmark: OLE_LINK27]Regarding the data collection at UE side for UE-side AI/ML model, study the potential specification impact of UE reporting to network from the following aspect
· Supported/preferred configurations of DL RS transmission 
· Other aspect(s) is not precluded
Agreement
[bookmark: OLE_LINK25]Regarding the data collection at UE side for UE-side AI/ML model, study the potential specification impact (if any) to initiate/trigger data collection from RAN1 point of view by considering the following options as a starting point 
· Option 1: data collection initiated/triggered by configuration from NW 
· Option 2: request from UE for data collection 
· FFS: details
Agreement
[bookmark: OLE_LINK26]Regarding data collection for BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the benefits, necessity and potential specification impact of the following aspect on top of those we have agreed in previous meeting:
· Assistance information from NW to UE for UE data collection for categorizing the data for the purpose of differentiating characteristics of data
· The assistance information should preserve privacy/proprietary information.


In our understanding, the difference between BM-Case 2 for UE-sided model and CSI prediction at UE side more lies in measurement objection and measurement result, and other are more or less similar. Thus, for data collection for CSI prediction, we have the following proposals:
[bookmark: OLE_LINK29][bookmark: OLE_LINK37][bookmark: OLE_LINK28]Proposal 14: Regarding the data collection at UE side for CSI prediction with UE-side AI/ML model, study the potential specification impact of UE reporting to network from the following aspect
· Supported/preferred configurations of DL RS transmission 
· Other aspect(s) is not precluded
[bookmark: OLE_LINK30]Proposal 15 : Regarding the data collection at UE side for CSI prediction with UE-side AI/ML model, study the potential specification impact (if any) to initiate/trigger data collection from RAN1 point of view by considering the following options as a starting point 
· Option 1: data collection initiated/triggered by configuration from NW 
· Option 2: request from UE for data collection 
· FFS: details
Proposal 16: Regarding data collection for CSI prediction with UE-side AI/ML model, study the benefits, necessity and potential specification impact of the following aspect:
· Assistance information from NW to UE for UE data collection for categorizing the data for the purpose of differentiating characteristics of data
· The assistance information should preserve privacy/proprietary information.

Model monitoring and fallback mechanism
In light of the guidance provided by AI9.2.1, there are multiple monitoring metrics for NW-side and UE-side performance monitoring, e.g., monitoring based on Intermediate KPI, monitoring based on Eventual KPI, monitoring based on data distribution (e.g, Input based/Output based), and monitoring based on applicable condition. Next, we would provide our analysis on each metric for NW-side and UE-side performance monitoring separately for CSI prediction at UE side.
For NW-side performance monitoring,
· Intermediate KPIs: Since gNB can not directly achieve raw channel information, UE would be needed to report the ground-truth CSI to gNB over the air interface by utilizing legacy CSI feedback scheme. Either, UE could directly report the intermediate KPI to gNB.
· Eventual KPIs: The performance can be based on PDSCH demodulation performance. For example, based on the probability of NACK in one duration, gNB could evaluate the accuracy of the predicated CSI generated by AI/ML module. For this metric, like legacy behavior, it is up to gNB’s implementation, and no spec impact is expected.
· Legacy CSI based monitoring:  Since the high cost/complexity of AI/ML module, we think that higher performance requirement should be set for AI/ML enabled CSI feedback. Otherwise, the performance gain compared to legacy CSI prediction at UE side introduced by R18 MIMO can not be reflected, and legacy CSI feedback may be enough. Thus, legacy CSI based monitoring can be considered. When it comes to spec impact, some enhancement can be considered, e.g., the association between CSI prediction enabled by AI/ML module and legacy CSI scheme for monitoring should be considered.
For UE-side performance monitoring,
· Intermediate KPIs: With proper measurement resource configured, e.g., CSI-RS could be transmitted within the duration where the predicted CSI can be applied, UE itself could achieve the ground-truth label, and calculate the intermediate KPI. There is no additional overhead issue, and the evaluation accuracy can be ensured.
· Eventual KPIs: The performance can be based on PDSCH demodulation performance. The performance metric can be BLER, the probability of NACK and others. On the other hand, in our mind, the UE is more sensitive to complexity. If there is no enough computation resource reserved, UE also can request to deactivate AI/ML operation for CSI feedback. However, the monitoring behavior can be totally up to UE’s implementation.
· Legacy CSI based monitoring: like NW side performance monitoring, legacy CSI can be as one reference to evaluate the performance of AI enabled CSI prediction.
· Input or Output data based monitoring: The validity of the AI/ML input/output, e.g., out-of-distribution detection, drift detection of input/output data, or something simple like checking SNR, delay spread and so on, can be considered, since the data distribution of AI/ML input/output can reflect the applied scenario/usage of AI/ML model. However, the evaluation is needed.
[bookmark: OLE_LINK33][bookmark: OLE_LINK36][bookmark: OLE_LINK123]Proposal 17: Regarding CSI prediction with UE-sided model, for UE side performance monitoring,  the intermediate KPI, e.g., SGCS, can be considered.
Proposal 18: Regarding CSI prediction with UE-sided model, for NW side performance monitoring, using an existing CSI feedback scheme as the reference can be considered.
To achieve performance monitoring based on intermediate KPI, similar to BM-Case2, the following procedure can be considered:
· [bookmark: OLE_LINK34]Indication/request/report from UE to gNB for performance monitoring. Since CSI prediction is at UE side, and the UE itself is the experiencer of the performance, UE initiated performance monitoring can reduce the overhead and improve the performance.
· Configuration/Signalling from gNB to UE for measurement and/or reporting.
· UE calculates performance metric(s), either reports it to NW or reports an event to NW based on the performance metric(s) 
· Indication from NW for UE to do LCM operations. 
[bookmark: OLE_LINK124]Proposal 19: For CSI prediction with UE-sided model, regarding performance monitoring, study potential spec impact(s) from the following aspects: 
· Indication/request/report from UE to gNB for performance monitoring 
· Note: The indictation/request/report may be not needed in some case(s)
· Configuration/Signalling from gNB to UE for measurement and/or reporting
· UE calculates performance metric(s), either reports it to NW or reports an event to NW based on the performance metric(s) 
· Indication from NW for UE to do LCM operations  

Conclusion 
In this contribution, we provide our opinions on standard impacts of sub use case – CSI compression and recovery and CSI prediction:
Observation 1: For AI/ML model training type 2 and type 3, data delivery is needed.
Observation 2: For AI/ML model training Type 1, data collection may be not needed to be specified.
Observation 3: For UE-side performance monitoring, eventual KPIs and input data based monitoring metric can be considered.
Observation 4: For NW-side performance monitoring, eventual KPIs, legacy CSI based monitoring and output data based monitoring metric can be considered.

Proposal 1: To facilitate the discussion, views on Pros and Cons of all of Training types are needed to be aligned. What shown in Table 1 can be considered.
Proposal 2: Offline AI/ML model training is high priority.
Proposal 3: If model transfer supported, data collection procedure for model fine-tuning/update may be not needed.
Proposal 4: If model transfer not supported, for UE side, data collection procedure for model fine-tuning/update may be needed.
Proposal 5: If model transfer not supported, for NW side, data collection procedure for model fine-tuning/update may be needed or not depending on whether SRS can be utilized.
Proposal 6: Codebook-based quantization for ground-truth CSI can be supported.
Proposal 7: L1 signaling procedure can be considered to enable fast identification of AI/ML model performance.
Proposal 8: Aperiodic CSI reporting should be considered firstly.
Proposal 9: CQI/RI still should be included in the CSI report.
Proposal 10: Regarding CQI calculation, option 1a and/or option 1b can be considered.
Proposal 11: The priority for AI/ML based CSI feedback needs to be considered.
Proposal 12: Introducing   for CSI reports carrying CSI compression information enabled by AI/ML operation in the priority rule for CSI reports.
Proposal 13: How to define/reflect the complexity of the AI/ML operation in the specification should be considered.
Proposal 14: Regarding the data collection at UE side for CSI prediction with UE-side AI/ML model, study the potential specification impact of UE reporting to network from the following aspect
· Supported/preferred configurations of DL RS transmission 
· Other aspect(s) is not precluded
Proposal 15 : Regarding the data collection at UE side for CSI prediction with UE-side AI/ML model, study the potential specification impact (if any) to initiate/trigger data collection from RAN1 point of view by considering the following options as a starting point 
· Option 1: data collection initiated/triggered by configuration from NW 
· Option 2: request from UE for data collection 
· FFS: details
Proposal 16: Regarding data collection for CSI prediction with UE-side AI/ML model, study the benefits, necessity and potential specification impact of the following aspect:
· Assistance information from NW to UE for UE data collection for categorizing the data for the purpose of differentiating characteristics of data
· The assistance information should preserve privacy/proprietary information.
Proposal 17: Regarding CSI prediction with UE-sided model, for UE side performance monitoring,  the intermediate KPI, e.g., SGCS, can be considered.
Proposal 18: Regarding CSI prediction with UE-sided model, for NW side performance monitoring, using an existing CSI feedback scheme as the reference can be considered. 
Proposal 19: For CSI prediction with UE-sided model, regarding performance monitoring, study potential spec impact(s) from the following aspects: 
· Indication/request/report from UE to gNB for performance monitoring 
· Note: The indictation/request/report may be not needed in some case(s)
· Configuration/Signalling from gNB to UE for measurement and/or reporting
· UE calculates performance metric(s), either reports it to NW or reports an event to NW based on the performance metric(s) 
· Indication from NW for UE to do LCM operations  
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