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Introduction
In meeting #113, most of the discussions were surrounding the following model/functionality identification related topics, including how model LCM will be done based on them [1].
· Types of model identification
· Possible unified procedure for both functionality and model-ID based LCM
· How a UE indicates the models it supports after model identification
· Whether to study the way of handling the impact of UE’s internal conditions such as memory, battery, and other hardware limitations on functionality/model operations and AI/ML-enabled Feature.
Achievement and agreements reached in RAN1-113:
Agreement
Consider at least the following aspects and if applicable, the corresponding potential specification impact related to data collection:
· Measurement configuration and reporting
· Contents, type and format of data including:
· Data related to model input
· Data related to ground truth 
· Quality of the data
· Other information
· Signaling of assistance information for categorizing the data
· Note: The study should consider the feasibility of disclosure of proprietary information
· Signaling for data collection procedure
· Note 1: Use-case specific details can be studied in respective agenda items
· Note 2: Signaling mechanism details can be studied by appropriate working groups.

Agreement
For model identification of UE-side or UE-part of two-sided models, categorize model identification types as follows, and further study relevant aspects, necessity, and specification impact (if any).
· Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signaling
· The model may be assigned with a model ID during the model identification, which may be referred/used in over-the-air signaling after model identification. 
· FFS: Spec impact to other WGs
· Type B: Model is identified via over-the-air signaling, 
· Type B1: 
· Model identification initiated by the UE, and NW assists the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Type B2: 
· Model identification initiated by the NW, and UE responds (if applicable) for the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Note: The support and applicability of each model identification Type is a separate discussion. This study does not imply that model identification is necessary.

Agreement
For functionality/model-ID based LCM,
· Once functionalities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring.

Agreement
· Once models are identified, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.
· FFS: applicability to model identification, Type A, type B1 and type B2 
· FFS: Using a procedure other than UE capability report
· Note: model identification using capability report is not precluded for type B1 and type B2

Agreement
Study how to handle the impact of UE’s internal conditions such as memory, battery, and other hardware limitations on functionality/model operations and AI/ML-enabled Feature.
Note: it does not preclude any existing solutions.

Agreement
Revise the following terminologies for model activation, model deactivation, and model switching as follows
	Model activation
	Enable an AI/ML model for a specific function AI/ML-enabled feature

	Model deactivation
	Disable an AI/ML model for a specific function AI/ML-enabled feature

	Model switching
	Deactivating a currently active AI/ML model and activating a different AI/ML model for a specific function AI/ML-enabled feature



Agreement
In model delivery/transfer Case z4, the “known model structure” means an exact model structure as has been previously identified between NW and UE and for which the UE has explicitly indicated its support.
In model delivery/transfer Case z5, the “unknown model structure” means any other model structure not covered in z4, including any model structure that is only partially known. 

Agreement
For the purpose of activation/selection/switching of UE-side models/UE-part of two-sided models /functionalities (if applicable), study necessity, feasibility and potential specification impact for methods to assess/monitor the applicability and expected performance of an inactive model/functionality, including the following examples:
· Assessment/Monitoring based on the additional conditions associated with the model/functionality
· Assessment/Monitoring based on input/output data distribution
· Assessment/Monitoring using the inactive model/functionality for monitoring purpose and measuring the inference accuracy
· Assessment/Monitoring based on past knowledge of the performance of the same model/functionality (e.g., based on other UEs)
FFS: Requirements for the assessment/monitoring to be reliable (e.g., sufficient data coverage during evaluation)
FFS: Additional aspects specific to the case where the inactive model has never been activated before, if any.
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Life Cycle Management

Data Collection
In meeting #113, the group has reached the following agreement on data collection. 
Agreement

Consider at least the following aspects and if applicable, the corresponding potential specification impact related to data collection:
· Measurement configuration and reporting
· Contents, type and format of data including:
· Data related to model input
· Data related to ground truth 
· Quality of the data
· Other information
· Signaling of assistance information for categorizing the data
· Note: The study should consider the feasibility of disclosure of proprietary information
· Signaling for data collection procedure
· Note 1: Use-case specific details can be studied in respective agenda items
· Note 2: Signaling mechanism details can be studied by appropriate working groups.

We see a few important aspects were missing in the lists of items to be studied.
In meeting 110bis-e, the group concluded that data collection may be performed for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc. while each may be done with different requirements and potential specification impact. For the cases data collections are done over air interface, overhead can be an issue. In such a case data compression is needed and the two sides need to agree on how to compress/de-compress collected data. 
In addition, studying data collection from two directions has been proposed and supported by many (19) companies ([2], FL Proposal 3-12a). One direction is that the network side collects data and assistance information from the UE side; while the other direction is that UE side collects data and assistance information from the network side. For either direction, the data and assistance information are transmitted over the air interface.
To enable the collection of data and assistance information, the two sides of the communications need to inform the other side of its capabilities. For example, if the UE side is to collect data from the network side, the following aspects need to be considered.
1) How to indicate the UE’s storage capacity to the network side, in a way that is consistent with its AI/ML feasibility and capability? 
2) How to reduce the size of data needs to be transmitted over the air interface?
Note these considerations also apply to the direction of the network side collecting data from the UE side. But due to the limited formfactors, computational power and power consumption (UE are battery-powered), the concerns are more on the UE side.
Another point that is not clear to us is about the quality of the data. This is a term that has not been well discussed and defined in the SI and people may have lots of ways to interpret it. In addition, we may not have enough time to define it before the SI wraps up. So, we suggest adding an FFS for it.
Based on the above discussion, we propose the following.
Proposal 1: Consider the following additional aspects, and if applicable, the corresponding potential specification impact related to data collection:
· Quality of the data
· FFS: how to indicate quality of the data
· Method of indicating the capabilities (e.g., storage capacity) of one side to the other side
· Mechanism(s) of reducing the size of data needs to be indicated to the other side over the air interface.

Model Identification and Functionality Identification

The Definition of Model ID 
Although the terms Model Identification and Model ID have been used throughout the discussion, we still don’t have a definition of Model ID, which we think needs to be defined sooner or later. Our view is that a model ID is a unique index/number that differentiates one model from other models within a network, in a way just like a phone number. 
“Globally Unique” is a desirable feature to have for model ID but it may be difficult to obtain and may also have some disadvantages. For example, some companies proposed to use UUID, which is 128-bit long with multiple variants. For model identification purpose, 128 bits may be too long as it brings extra overhead for model LCM. Therefore, local ID should also be supported. For the use of local ID, the network boundary within which model ID is unique can be flexible. For example, it could be one carrier’s nation-wide network, a metropolitan network, or even smaller networks for smaller operators. Within the same network, a model ID can unambiguously identify an AI/ML model for the common understanding between the NW and the UE, achieving the goal of model identification. 
Proposal 2: Adopt the following definition for “Model ID”:
A model ID is a unique indicator that differentiates one model from other models within a network. The model IDs may or may not be globally unique.

Model Identification Types
In meeting #113, the following model identification types for UE-side or UE-part of two-sided models have been agreed after intense discussions.
For model identification of UE-side or UE-part of two-sided models, categorize model identification types as follows, and further study relevant aspects, necessity, and specification impact (if any).
· Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signaling
· The model may be assigned with a model ID during the model identification, which may be referred/used in over-the-air signaling after model identification. 
· FFS: Spec impact to other WGs
· Type B: Model is identified via over-the-air signaling, 
· Type B1: 
· Model identification initiated by the UE, and NW assists the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Type B2: 
· Model identification initiated by the NW, and UE responds (if applicable) for the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Note: The support and applicability of each model identification Type is a separate discussion. This study does not imply that model identification is necessary.

However, it is not clear how Type B1 and Type B2 work. The following are just some of the aspects.
· In the descriptions of Type B1 and B2, what does “initiate”, “assist” and “respond” mean, in terms of actions to be taken and the results to be expected?
· What are the general assumptions here? For example, with Type B2, when the NW initiates the model identification, can it assume the UE-side or UE-part of two-sided model has already been deployed and is waiting for the NW-initiated model identification procedure, or the NW just tries blindly (without knowing whether there is a UE-side/UE-part model at the UE)?
· In Type B, when it says, “UE responds”, does it mean a UE can assign a model ID to itself without first getting back to the NW, or it just responds to the NW’s inquiry and the NW will assign a model ID to the UE? In our understanding, the UE responds with a confirmation that the model is available at the UE and is ready for model ID assignment; the UE has no need to assign a model ID.
We think the above agreement needs further study and clarifications.
Proposal 3: Definitions of Type B model identifications on the following aspects require further clarification.
· Descriptions of implied actions of the terms “initiate”, “assist” and “respond”
· The assumption of model readiness (e.g., can we assume that model identification process starts only after models of both sides have been deployed?)
Proposal 4: In both Type B1 and Type B2 cases, the NW has the control to assign model IDs to the UE-side or UE-part of two-sided models, no matter which side initiates the model identification.

Dynamic Functionality/Model Applicability
In real systems, applicable functionalities at UE may change over time. Reasons may include site-, scenario- and/or dataset-specific models underlying a functionality. Additionally, UE’s memory usage, battery status, or any other hardware limitations and temporary unavailability of a model (e.g., time to download a model upon transparent model switching) may affect applicable functionalities. 
Likewise, applicable models at UE may also change over time due to UE’s memory usage, battery status, or any other hardware limitations in addition to temporary unavailability of a model (e.g., time to download a model upon transparent model switching).
In RAN1 #112-bis-e, it was agreed to
· Study necessity, mechanisms, after functionality identification, for UE to report updates on applicable functionality(es) among [configured/identified] functionality(es), where the applicable functionalities may be a subset of all [configured/identified] functionalities.
· Study necessity, mechanisms, after model identification, for UE to report updates on applicable UE part/UE-side model(s), where the applicable models may be a subset of all identified models.
These changes in applicable functionalities and models can be attributed to additional conditions. In the RAN1 #112-bis-e agreement, additional conditions are FFS.
· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
· FFS: Which aspects should be considered as additional conditions, and how to include them into model description information during model identification will be discussed in each sub-use-case agenda.
Additional conditions can be defined as the information provided by NW to UE such as scenario/dataset ID, pairing information for two-sided model operation, site/cell ID. Furthermore, UE’s internal conditions such as memory, battery, other hardware limitations, temporarily unavailability of a model due to the need of model download can also be considered as additional conditions.
In meeting #113, this topic has been discussed intensely for several rounds. Although the group eventually agree to study the way to handle the impact of UE’s internal conditions such as memory, battery, and other hardware limitations on functionality/model operations and AI/ML-enabled Feature, the group was not able to agree on the additional conditions such as scenarios, sites, and datasets.
In general, we think the applicability of a model, although may be known at the initial model identification, will still be affected by environmental conditions such as scenarios, sites, and datasets which may change overtime. Therefore, no matter how a model is identified (functionality or model ID based), besides the already agreed-upon internal conditions (e.g., memory, battery, and other hardware limitations), the environmental conditions such as scenarios, sites, and datasets should be studied as they will affect the performance of the models.
Proposal 5:  Additional conditions (e.g., scenarios, sites, and datasets) that are needed for determining the applicability of the functionality of a model require further studies. How to signal these additional conditions from one side to the other also requires further study.

Two-sided model training
In meeting #111, discussions on two-sided model training were closed after first round of email discussion, without any agreements and conclusions. In meeting #112, some proposals on prioritization of different types of two-sided model training were received but not discussed. In meeting #113, again this topic was not discussed, even though proposals were received from multiple companies.
In this contribution, we would like to continue the discussion on two-sided model training.
In meeting 110bis-e, the discussions on different types of two-sided model training have not reached agreement. Based on the collaborations between the two sides involved in the training, there are three different types.
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided. 
· Type 2: Joint training of the two-sided model at network side and UE side, respectively. 
· Type 3: Separate training at network side and UE side, where the UE-side part and the network-side part are trained by UE side and network side, respectively.
With Type 1, the two-sided model is trained with some agreed-upon/identified dataset, then one of the two models is delivered to the other side for inference. In our view, it is less complicated than the other two types as it involves fewer information exchanges even though the size may be big, depending on the model design. The drawback of this approach is that model details are not protected from one side to the other side. In addition, there is a need to transfer/deliver the trained model from one side to the other side, which involves extra overhead, in particular, if the control-plane-based model transfer/delivery approach is used.
With Type 2, the two sides need to be trained using the same dataset as they need to share the forward propagation and backward propagation information along with gradient information during the entire training process. Type 2 is the most complicated one considering signaling and dataset/model delivery between the two sides. Depending on the complexity of the models and the design of the training procedure, this could mean lots of overhead. The benefit could be that one side does not need to share the proprietary model information to the other side but only the intermediate training information. 
With Type 3, each side trains its own model in a sequential way. The models are still trained with the same datasets; one side trains it first then transmits the dataset and interim results together with other assistance information, if any, to the other side for training. The benefit is one side does not need to know the model of the other side; for example, the NW can just share the training data with different UEs for training. The expectation is, by so doing, the NW can adapt to different UEs with the training using the same dataset. This way, the UE side model can be designed and optimized in a device-specific manner. However, since potentially there may be large number of vendors and UE capability combinations (assuming different UE capabilities may need different AI/ML model architectures), we are not sure whether this approach will work well in a large scale.
As we can see from the analysis above, each type of training has its pros and cons and implies different level of overhead and spec impact. In addition, the right approach may also depend on the use case. 
In meeting 110bis-e, the following proposal regarding to the training of two-sided models was discussed but didn’t reach consensus.
· Training of two-sided models may be performed in the network or at proprietary server(s).
· UE-side part of the two-sided model trained in the network may be delivered to UEs.
· NW-side and UE-side parts of the two-sided model trained at proprietary server(s) may be delivered to the network and UEs, respectively.
Companies have different opinions on many aspects. For example,
· Whether this is to preclude other types of two-sided training.
· Whether training at the proprietary server should be the default solution.
· Whether this topic should be discussed in CSI related use cases (AI 9.2.2.2)
Our view is that this is just one specific case of Type 1 of the three two-sided training types so it should not preclude other two-sided training types. Even if training at proprietary server(s) is desirable for some situations, we should NOT assume this is the only type to be supported.  In addition, we believe that the training of two-sided models to be performed in the network should be the baseline/default solution from use case study perspective. It is therefore important that the network provides the capability of doing the two-sided training.
Proposal 6: For Type 1 two-sided training, when the joint training is done at the network side, make the perform-at-network the baseline solution.

[bookmark: _Ref131678738]UE capability
In meeting #113, UE capability didn’t get a chance for discussion (neither online nor offline). However, proposals were received from multiple companies. The proposed UE capability to be studied include
· Capability in handling various AI/ML complexities, including pre- and post-processing
· Capability in feature extraction of collected data
· Model inference latency
· Capability on supported quantization levels
· Capability of online training
· Different levels of model inference performance
· (Battery) Power level
· Computational power
· Storage capacity
· Number of AI/ML models for parallel model monitoring and the supported methods for model monitoring
Also, there was a proposal to categorize UEs into two classes, GPU-based (General Processing Unit) and NPU-based (neural processing unit), reflecting different capabilities of AI/ML support.
If we look into the capabilities companies proposed, we can see these capabilities belong to two categories. 
· The first category relates to the physical/hard aspects of a UE, for example, size of the storage space, battery power level and computational power. 
· The second category relates to the functional/soft aspects of the UE (i.e., what functions can a UE perform), for example, inference latency, online model training etc. 
For physical capabilities, we can use the same/similar criteria as the agreed-upon measurement of complexity of an AI/ML model. For example, 
· Computational power: FLOPs
· Computational complexity for pre- and post-processing
· Model complexity: e.g., the number of parameters and/or size (e.g., Mbyte)
· Storage space
· Training/inference latency
Note status of some of the physical capabilities will vary over time as the situation changes. For example, the available storage space will expand or shrink based on the usage of other system or application processes, the available computing power depends on the number of concurrent running applications and processes at the UE. 
For functional capabilities, a UE simply checks whatever functions it can perform, such as, data collection, model training/inference etc. 
Proposal 7: When studying UE AI/ML related capabilities, separate physical capabilities from functional capabilities.
Proposal 8: For UE physical capabilities, consider categorizing them that reflects their ability in handling various AI/ML complexities levels (such as low, medium and high), including pre- and post-processing.
· FFS: how to quantify low/medium/high
Potential Specification Impact Assessment
Interoperability and testability aspects
In meeting #111, #112 and #113, there were not much discussion on the interoperability and testability aspects. However, we think this is an important topic.
In meeting #110bis-e, the interoperability and testability have been discussed and summarized as below [2] (see FL recommendation 3-73d).
· Companies are encouraged to bring discussion on interoperability and testability aspects, including, but not limited to, the following:
· Discussion on testing model generalization performance
· Discussion on two-sided AI/ML model interoperability and testing
· Discussion on how to support NW-UE interoperability
· Discussion on how to handle multiple models (e.g., model switching, model selection)
· Discussion on how to handle model update (e.g., offline and online model update)
· Whether and how to test LCM
This discussion can also serve as an input for later RAN4 study.
We believe interoperability is a requirement by default, in particular, when we talk about two-sided models. Although some companies claimed that two-sided models have no interoperability issues, we think it is necessary to capture it with more realistic assumptions. That is, what are the assumptions for the AI/ML based approach? For example, when discussing model switching, how many models do we assume the network side and UE side may have? 
Proposal 9: Common assumptions, topics, and guidelines for the discussion of interoperability require further study.
Note: this may be use-case dependent. 
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In this contribution, we continue to present our views on life cycle management and potential specification impact related topics. Based on the discussions in the previous sections, our proposals are as follows.  

Proposal 1: Consider the following additional aspects, and if applicable, the corresponding potential specification impact related to data collection:
· Quality of the data
· FFS: how to indicate quality of the data
· Method of indicating the capabilities (e.g., storage capacity) of one side to the other side
· Mechanism(s) of reducing the size of data needs to be indicated to the other side over the air interface.
Proposal 2: Adopt the following definition for “Model ID”:
A model ID is a unique indicator that differentiates one model from other models within a network. The model IDs may or may not be globally unique.
Proposal 3: Definitions of Type B model identifications on the following aspects require further clarification.
· Descriptions of implied actions of the terms “initiate”, “assist” and “respond”
· The assumption of model readiness (e.g., can we assume that model identification process starts only after models of both sides have been deployed?)
Proposal 4: In both Type B1 and Type B2 cases, the NW has the control to assign model IDs to the UE-side or UE-part of two-sided models, no matter which side initiates the model identification.
Proposal 5:  Additional conditions (e.g., scenarios, sites, and datasets) that are needed for determining the applicability of the functionality of a model require further studies. How to signal these additional conditions from one side to the other also requires further study.
Proposal 6: For Type 1 two-sided training, when the joint training is done at the network side, make the perform-at-network the baseline solution.
Proposal 7: When studying UE AI/ML related capabilities, separate physical capabilities from functional capabilities.
Proposal 8: For UE physical capabilities, consider categorizing them that reflects their ability in handling various AI/ML complexities levels (such as low, medium and high), including pre- and post-processing.
· FFS: how to quantify low/medium/high
Proposal 9: Common assumptions, topics, and guidelines for the discussion of interoperability require further study.
Note: this may be use-case dependent.  
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