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Introduction
In RAN#94e meeting, the SID [1] of Artificial Intelligence (i.e., AI) and Machine Learning (i.e., ML) for the NR air interface was approved. The initial set of use cases, including beam management, was selected as follows:
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1]
According to the SID, the AI/ML beam management use case is further categorized into the following sub use cases, but not limited to:
· Beam prediction in spatial domain for overhead/latency reduction
· Beam prediction in time domain for overhead/latency reduction
· Beam selection accuracy improvement
In this contribution, we focus on the use case of spatial domain beam prediction. Simulation results, corresponding comparisons and observations are presented to verify the rationality and validity of proposed beam management enhancements based on AI/ML. The evaluation is based on the Top-K Tx-Rx beam pair(s) prediction in spatial domain.
Agreements made in previous RAN#1 meetings (i.e., [2], [3], [4], [5], [6] and [7]), are considered when performing the evaluation and obtaining the results presented in this document.

Performance Evaluations
[bookmark: _Ref141115831]Scenario for spatial beam prediction
AI/ML-based beam management, including beam prediction, may operate in connection with an existing beam management process. For instance, it is assumed that the initial beam pair is determined according to the traditional P1 process, which is based on a beam sweeping through the synchronization signal blocks (i.e., SSBs). AI/ML is considered as a potential enhancement to spatial beam prediction functionality to improve the beam refinement related to the P2/P3 processes. This enhancement in beam management procedure can be evaluated by using key performance indicators (i.e., KPIs) such as reference signal (i.e., RS) overhead.
In this contribution, we propose a solution that reduces the number of beams on which the beam sweeping of the P2/P3 procedures is performed to determine the best K fine beam pairs. This is possible thanks to a trained AI/ML model that estimates the reference signal received power (i.e., RSRP) of the non-transmitted beams.
The scenario used for the analysis corresponds to the area covered by the a coarse (i.e., initial) beam. In this area, both network (i.e., NW) and user equipment (i.e., UE) apply downlink (i.e., DL) Tx and Rx fine beam sweeping respectively, following a pre-defined pattern. The number of Tx beams in Set A is 64 (8 horizontal beams by 8 vertical beams), and the number of measured Tx beams in Set B is 32 or 16, depending on the configuration. The proposed neural network (i.e., NN) needs to learn from a limited number of DL measurements to infer the quality of all Tx beams. Figure 1 shows the DL beam sweeping procedure.
In both NW and UE, beam sweeping is performed sequentially, i.e., only one beam is active at a time.
	[image: ]
[bookmark: _Ref140484222]Figure 1. DL beam sweeping procedure where for traditional beam sweeping 64 Tx beams and 4 Rx beams and for AI/ML beam prediction 32 or 16 Tx beams and 1 Rx beam.

We define the scenario as the area of a quarter-circumference sector (assumed to be the area equivalent to a coarse beam) in which three elements coexist: the base station (NW or gNB), the UEs, and the scatterers. In this scenario, 100% of the UEs are outdoor users and their distances towards the serving gNB vary between 1500 and 2500 m. The locations of the UEs are drawn from according to a uniform spatial distribution on the sector related to this initial beam whose beamwidth is 45º degrees.
We consider a spatial channel multiple input multiple output (i.e., MIMO) model whose distribution is conditioned on the locations of the scatters, as well as the locations and orientations of the transmit (i.e., gNB) and receive (i.e., UE) antenna arrays [8]. Thus, we do consider the spatial locations of the scatters, which allow us to build dataset that are specialized to the environment a concrete gNB. This will be used to investigate the generalization capabilities of the trained models and will help to answer the questions: is it worthy to train the AI models for each cell? or “is it more appealing to train general models that can make inference on any cell of the network?
To this end we consider the scatter locations as a point process where the number of scatters is uniformly distributed between 10 and 50, and their locations are also uniform within the sector of interest. Therefore, we define in this document a scenario as a realization of the number of scatters and their locations. Each random location of a UE is used to obtain a random sample of the dataset, which is formed as detailed on the next section.








Figure 2 shows an example scenario used for the construction of the dataset.
[image: Gráfico, Gráfico de dispersión

Descripción generada automáticamente]
[bookmark: _Ref140507254]Figure 2: Example of the deployment of a scenario for the construction of the dataset.

AI/ML model training and inference
[bookmark: _Ref140670378]Dataset generation
We have constructed the dataset according to the agreements listed below. The options/alternatives we have followed in the dataset construction are highlighted in bold.
The antenna configuration for the gNB and UE are listed in the Appendix. In the simulations, we assume that the gNB is equipped with a single panel, which can generate a total of 64 CSI-RS beams. The UE is equipped with 2 panels, and it can generate a total of 4 beams. The beam-related assumptions are also listed in the Appendix.
Regarding the channel model, we have used the scattering channel model in a MIMO system from Matlab [8] in a scenario where all users are outdoor (i.e., 100% outdoor).
Agreement @ RAN1#112bis-e
· BM-Case1: Spatial-domain Downlink beam prediction for Set A of beams based on measurement results of Set B of beams.
· Consider: Alt. 1): AI/ML model training and inference at NW side. Alt. 2): AI/ML model training and inference at UE side.
· Consider: Alt. i): Set A and Set B are different (Set B is NOT a subset of Set A). Alt. ii): Set B is a subset of Set A. Note: Set A is for DL beam prediction and Set B is for DL beam measurement. The beam patterns of Set A and Set B can be clarified by companies.
· AI/ML model input: Alt 1): Only L1-RSRP measurement based on Set B; Alt.2): L1-RSRP measurement based on Set B and assistance information; Alt. 3): CIR based on Set B; Alt. 4): L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID.

Agreement @ RAN1#110
· Study the following options on the selection of Set B of beams (pairs).
· Option 1: Set B is fixed across training and inference.
· FFS on the beams of Set B
· Option 2: Set B is variable (e.g., different beams (pairs) patterns in each report/measurement during training and/or inference).
· FFS on fixed or variable number of beams (pairs).
· FFS on the details.
· Other options are not precluded.
· FFS on the number of beams (pairs) in Set B.
· Note: This does not preclude the alternative that Set B is different from Set A.

Agreement @ RAN1#112bis-e
· At least for evaluation on the performance of DL Tx beam prediction, consider the following options for Rx beam for providing input for AI/ML model for training and/or inference if applicable:
· Option 1: Measurements of the “best” Rx beam with exhaustive beam sweeping for each model input sample.
· Companies report how to select the “best” Rx beam(s).
· Option 2: Measurements of specific Rx beam(s).
· Companies report how to select specific Rx beam(s).
· Option 3: Measurements of random Rx beam(s) per model input sample.

Proposal 1: For spatial domain beam prediction, select the best Rx beam via exhaustive beam sweeping.
First, our solution proposes that both training and model inference are performed on NW side (i.e., Alt.1). We aim to obtain a sufficiently generic model to work correctly in an area composed of several cells, as shown in Figure 3. The greater the number of different scenarios used for training, the worse the performance of the inference for a specific scenario. This involves a trade-off between the good performance of the AI/ML model and the ability to generalize across different scenarios.
[image: ]
[bookmark: _Ref140517131]Figure 3. Example of area of operation of different AI/ML models generalized to operate in several cells.

In each scenario, UEs measure, using the best Rx beam, the received power (RSRP) of each of the 64 Tx beams. The UE constructs an 8x8 matrix (as shown in Figure 4) considering the elevation and azimuth angles of the Tx Beams, which are constant in all scenario realizations.
Our dataset is composed of about 31k 8x8 RSRP matrices corresponding to users distributed among the 19 scenarios described in section 2.1 (Figure 2). Hence, we can identify 19 scenarios as scenario #A, scenario #B, scenario #C, ..., scenario #S, where each scenario consists of a random realization of the number of scatters and, their locations. However, to investigate the generalization capabilities of the trained AI models, we also build datasets as combinations of the above datasets (i.e., #A to #S).
On the other hand, as highlighted in the previous agreements, each UE in the scenario selects its best Rx beam by exhaustive beam sweeping. The best beam is defined as the one whose average power received from all 64 Tx beams is higher.
Since we perform supervised learning, each sample of the dataset (which is related to a random realization of a UE location), is formed by the inputs of the NN, and the labels, which are the desired outputs of the NN. Both, the inputs, and labels have the shape of a real 8x8 matrix that represents RSRP values related to each of the possible Tx beams with its best Rx beam.
More specifically, these 8x8 RSRP values of the labels correspond to the power received by each of the 64 Tx beams, ordered according to their azimuth and elevation angles and assuming “perfect estimation”. With perfect estimation we mean that the estimation has no error, and this will allow the NN to learn how to denoise the real estimated of RSRP values that will be used as inputs. In addition, this matrix of measured RSRP values is what we define as the Set A of beams, which includes all the transmitted beams. To obtain such labels, we average different estimations of RSRP conditioned on the same channel state, to perform mitigate the estimation error.
As input to the model, we receive the Set B of beams, which is a subset of the set A in which some beams are not transmitted according to a certain decimation pattern. For a given user, the network must be able to estimate the power received by non-transmitted Tx beams. Figure 4 shows the two decimation patterns used for dataset generation: order-2 decimation pattern in which 32 of the 64 Tx beams are transmitted (figure on the left), and order-4 decimation pattern in which only 16 of the 64 Tx beams are transmitted (figure on the right). It should be noted that the decimation pattern is fixed in both training and inference.
	[image: ]
(a) Pattern A
	[image: ]
(b) Pattern B


[bookmark: _Ref140601345]Figure 4. Decimation patterns: (a) Pattern A, order-2 decimation pattern in which set of beams A is composed of the 64 transmitted beams, while set B is a subset of 32 beams of set A. (b) Pattern B, order-4 decimation pattern in which set of beams A is composed of the 64 transmitted, while set B is a subset of 16 beams of set A.






Finally, the decimated and noisy RSRP estimation is linearly interpolated to get the input to the NN. The process of dataset construction can be summarized with the following figure:


Figure 5. Dataset construction process.

[bookmark: _Ref140670049]Neural Network models
The neural network used in this contribution is based on a super-resolution network originally used to increase image resolution [9]. The following agreements from previous 3GPP meetings have been followed.
Agreement @ RAN1#112bis-e
· The following alternatives for [AI/ML model input] are defined:
· Alt. 1): Only L1-RSRP measurement based on Set B.
· Alt. 2): L1-RSRP measurement based on Set B and assistance information.
· Alt. 3): CIR based on Set B.
· Alt. 4): L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID.

Agreement @ RAN1#112bis-e
· The following alternatives for [AI/ML model output] are defined:
· Alt. 1): Tx and/or Rx Beam ID(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams.
· Alt. 2): Tx and/or Rx Beam ID(s) of the N predicted DL Tx and/or Rx beams and other information.
· Alt. 3): Tx and/or Rx Beam angle(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams.

Agreement @ RAN1#112bis-e
The following cases are considered for verifying the generalization performance of an AI/ML model over various scenarios/configurations as a starting point:
· Case 1: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a dataset from the same Scenario#A/Configuration#A.
· Case 2: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B.
· Case 3: The AI/ML model is trained based on training dataset constructed by mixing datasets from multiple scenarios/configurations including Scenario#A/Configuration#A and a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B, and then the AI/ML model performs inference/test on a dataset from a single Scenario/Configuration from the multiple scenarios/configurations, e.g.,  Scenario#A/Configuration#A, Scenario#B/Configuration#B, Scenario#A/Configuration#B.

First, we propose to use L1-RSRP measurements based on Set B and the corresponding Tx Beam ID (Alt. 4) as model input; in our case, we use as identifier the elevation and azimuth angles of the respective beam. As output, the network provides the Tx Beam IDs and the predicted L1-RSRP of the N predicted DL Tx beams (Set A).
Regarding network training, we have trained three models by attending to the last of the above agreements:
· Model Case 1: the AI/ML model is trained based on training dataset constructed by a specific scenario (Scenario #A) and then the AI/ML model performs inference/test on users of that same scenario (Scenario #A) but for an unknown location for training.
· Model Case 2: the AI/ML model is trained based on training dataset constructed by a specific scenario (Scenario #A) and then the AI/ML model performs inference/test on users of a different scenario (Scenario #B).
· Model Case 3: the AI/ML model is trained based on training dataset constructed by mixing datasets from 19 scenarios (Scenario #A, Scenario #B, …, Scenario #S) and then the AI/ML model performs inference/test on users of these scenarios, in unknown locations to the training.
In addition, we propose a new use case, Model Case 4, in which the AI/ML model is trained based on training dataset constructed by mixing datasets from 19 scenarios (Scenario #A, Scenario #B, …, Scenario #S) and then the AI/ML model performs inference/test on users of a different scenario (Scenario #T). Table 1 lists the use cases described. The aim of these cases is to assess the performance gains of training a model for a specific scenario (i.e., as defined above a spatial realization of the scatters) and investigate whether mixing datasets of different scenarios leads to AI models with a satisfactory performance as it is discussed in Section 2.4.
[bookmark: _Ref141089814]Table 1. Considered use cases for verifying the generalization performance of an AI/ML model over various scenarios.
	Model Name
	Train
	Inference

	Model Case 1
	Scenario #A
	Scenario #A

	Model Case 2
	Scenario #A
	Scenario #B

	Model Case 3
	[Scenario #A, …, Scenario #S]
	Scenario #E

	Model Case 4
	[Scenario #A, …, Scenario #S]
	Scenario #T



Figure 6 shows the neural network architecture proposed in our contribution. As mentioned above, this neural network is based on a super-resolution network originally proposed to increase image resolution [9]. The neural network consists of: an input layer, of dimensions 8x8x1, corresponding to the RSRP value matrices of the set B Tx beams; five convolutional layers; a padding adjustment layer (edge symmetry) [10] and an output convolutional layer that provides an estimate of the RSRP values for the whole set A of beams.
[image: ]
Figure 6. Architecture of the proposed neural network.






KPIs of AI/ML model
Beam Prediction accuracy
To analyze the beam prediction accuracy, in this contribution we have used the KPIs shown in the following agreement.
Agreement
· The options to evaluate beam prediction accuracy (%):
· Top-1 (%): the percentage of “the Top-1 genie-aided beam is Top-1 predicted beam.”
· Top-K/1 (%): the percentage of “the Top-1 genie-aided beam is one of the Top-K predicted beams”.
where K >1 and values can be reported by companies.
· Average L1-RSRP difference of Top-1 predicted beam:
· The difference between the ideal L1-RSRP of Top-1 predicted beam and the ideal L1-RSRP of the Top-1 genie-aided beam.



Overhead and latency reduction
Agreement
· For the evaluation of the overhead for BM-Case1, adoption the following metrics:
· RS overhead reduction,
· Option 1 : .
· where N is the number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for AI/ML.
· where M is the total number of beams (pairs) to be predicted 
· Option 2 : .
· where N is the total number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for AI/ML, including the beams (pairs) required for additional measurements before/after the prediction if applicable.
· where M is the total number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for baseline scheme, including the beams (pairs) required for additional measurements before/after the prediction if applicable.
· Companies report the assumption on additional measurements.





Proposal 2: For beam prediction accuracy, adopt the metric of Top-K/1 (%).
Proposal 3: For RS overhead reduction [%] of BM-Case1, adopt 1-N/M (Option 1) to briefly reflect the overhead reduction.

Baseline schemes
 Agreement
· For spatial-domain beam prediction, further study the following options as baseline performance.
· Option 1: Select the best beam within Set A of beams based on the measurement of all RS resources or all possible beams of beam Set A (exhaustive beam sweeping).
· Option 2: Select the best beam within Set A of beams based on the measurement of RS resources from Set B of beams.
· Other options are not precluded.

Proposal 4: For spatial domain beam prediction, select the best beam within Set A via exhaustive beam sweeping (Option 1) as baseline.
Proposal 5: For spatial domain beam prediction, select the best Rx beam via exhaustive beam sweeping.


























Evaluation results
Results of beam prediction
The following table lists the main parameters used in the evaluation of the AI/ML solution for Tx beam prediction proposed in this contribution. These results were obtained using Model Case 3 as detailed in section 2.2.2, where the AI/ML model is trained based on the training dataset constructed by mixing datasets from 19 scenarios (Scenario #A, Scenario #B, …, Scenario #S) and then the AI/ML model performs inference/test on users of these scenarios placed at locations which were not previously used for training.
Table 2: Evaluation results for Tx beam prediction
	
	BM-Case1: beam pair

	Assumptions
	Number of [beams/beam pairs] in Set A
	64 Tx beams

	
	Number of [beams/beam pairs] in Set B
	32 Tx beams / 16 Tx beams

	
	Baseline scheme
	Best beam pair(s) within Set A via exhaustive beam pair search (Option 1)

	AI/ML model
input/output
	Model input
	L1-RSRP of Tx beams in Set B

	
	Model output
	L1-RSRP of Tx beams in Set A

	Data Size
	Training
	~31k

	
	Testing
	~5.5k

	AI/ML model
	[Short model description]
	CNN: 6 2D-conv layers

	
	Model complexity
	~700k trainable parameters

	
	Model size
	2.8M

	
	Computational complexity
	94.5M FLOPs

	Evaluation results
[With AI/ML / baseline]
	[Beam prediction accuracy (%)]
	[KPI A]
	KPI: Top-K/1
(32 Tx Beams) Pattern A
[bookmark: _Hlk140683475]83.67% Top-1/1 
93.82% Top-2/1
96.03% Top-3/1
97.16% Top-4/1
98.93 % Top-8/1
(16 Tx Beams) Pattern B
50.66% Top-1/1
74.76% Top-2/1
[bookmark: _Hlk140683670]83.69% Top-3/1
87.94% Top-4/1
94.28% Top-8/1

	
	[System performance]
	[RS overhead Reduction (%)/
RS overhead]
	KPI: 1-N/M
(16) 75% = 1-16/64
(32) 50% = 1-32/64



Observation 1: For BM-Case1 DL Tx beam prediction with 100% outdoor UE distribution, when Set B is a subset of Set A and Set B pattern is fixed, AI/ML can provide good beam prediction performance with less measurement/RS overhead.
In Table 3, we summarize the evaluation results from Top-1 to Top-8 spatial domain beam pair prediction. It is obvious that the more beam pair predicted, the higher probability that Top-K predicted beams include the genie-aided best beam.
[bookmark: _Ref139907194]Table 3: BM-Case1 beam pair prediction performance
	[bookmark: _Hlk130808391]Beam pair prediction accuracy
	Baseline
	Top-1
	Top-2
	Top-3
	Top-4
	Top-8

	32 Tx beam in Set B
	100%
	83.67%
	93.82%
	96.03%
	97.16%
	98.93%

	16 Tx beam pairs in Set B
	100%
	50.66%
	74.76%
	83.69%
	87.94%
	94.28%



Additionally, the other models mentioned in section 2.2.2 have been evaluated. The KPI used in this case is "Average L1-RSRP difference of Top-1 predicted beam":

As in the previous table, we have evaluated both the model using pattern A (order-2 decimation) and pattern B (order-4 decimation), detailed in section 2.2.1. Table 4 shows the results for the four models described in section 2.2.2.
[bookmark: _Ref141091135]Table 4. Average L1-RSRP difference evaluation results for the considered use cases.
	Model Name
	RSRP diff [dB]

	
	Decim. order 2
	Decim. order 4

	Model Case 1
	0.0651
	0.2059

	Model Case 2
	7.0647
	24.3509

	Model Case 3
	0.2621
	0.9276

	Model Case 4
	2.9360
	9.5901



Observation 2: Spatial domain beam prediction can provide top-1 beam prediction accuracy of 83.67% while overhead/latency reduction rate is 50% with a decimation pattern A (Set B).
Observation 3: Spatial domain beam prediction can provide top-3 beam prediction accuracy of 83.69% while overhead/latency reduction rate is 75% with a decimation pattern B (Set B).
Observation 4: For BM-Case1 DL Tx beam prediction, when generalization aspects are considered, the evaluation results show that training the AI/ML model on a mix of dataset can improve the performance of the AI/ML model in terms of Top-1/1 prediction accuracy.

In view of the results, and with the assumption that the model should have a mean prediction error less than 1 dB, we can make the following observations:
1) A model trained using a set of 19 different scenarios (i.e., 19 realizations of scatters, each one representing a different cell’s environment) and performing inference on the same set of scenarios, offers an average beam prediction error less than 1 dB for a decimation order of 2; but the error is approximately 1 dB for a decimation order of 4. These results are related to Model Case 3.
2) A model trained using a specific scenario and performing inference on the same scenario, leads to an average error smaller than 1 dB for decimation patters of 2 and 4. These results are related to Model Case 1.
3) A model performing inference on a new scenario not sawn during training, leads to an error higher than 1 dB when making inference in the new scenario (i.e., different locations of scatters that have not been used during the training).

Conclusions
In this section, we present our main observations and proposals:
Observation 1: For BM-Case1 DL Tx beam prediction with 100% outdoor UE distribution, when Set B is a subset of Set A and Set B pattern is fixed, AI/ML can provide good beam prediction performance with less measurement/RS overhead.
Observation 2: Spatial domain beam prediction can provide top-1 beam prediction accuracy of 83.67% while overhead/latency reduction rate is 50% with a decimation pattern A (Set B).
Observation 3: Spatial domain beam prediction can provide top-3 beam prediction accuracy of 83.69% while overhead/latency reduction rate is 75% with a decimation pattern B (Set B).
Observation 4: For BM-Case1 DL Tx beam prediction, when generalization aspects are considered, the evaluation results show that training the AI/ML model on a mix of dataset can improve the performance of the AI/ML model in terms of Top-1/1 prediction accuracy.


Proposal 1: For spatial domain beam prediction, select the best Rx beam via exhaustive beam sweeping.
Proposal 2: For beam prediction accuracy, adopt the metric of Top-K/1 (%).
Proposal 3: For RS overhead reduction [%] of BM-Case1, adopt 1-N/M (Option 1) to briefly reflect the overhead reduction.
Proposal 4: For spatial domain beam prediction, select the best beam within Set A via exhaustive beam sweeping (Option 1) as baseline.
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[bookmark: _Ref140682592]Appendix
	Parameters
	Values

	Frequency Range
	FR2 @ 30 GHz
· SCS: 120 kHz

	Deployment
	200m ISD

	Channel mode
	Scattering MIMO channel

	System BW
	80MHz

	UE distribution
	· For spatial domain beam prediction: 
· Option 1: 100% outdoor

	BS Antenna Configuration
	antenna setup and port layouts at gNB: (4, 8, 2, 1, 1, 1, 1), (dV, dH) = (0.5, 0.5) λ
Azimuth angles (degrees) = [-33.75 : 15.25 : 45]
Zenith angles (degrees) = [-72.875 : 12.125: 12.00]

	UE Antenna Configuration
	antenna setup and port layouts at UE: (1, 4, 2, 1, 2, 1, 1), 2 panels (left, right) 
Azimuth angles (degrees) = [-90, 0, 90, 180]

	BS Tx Power
	40dBm (baseline)

	Maximum UE Tx Power
	23 dBm

	BS receiver Noise Figure
	7 dB

	UE receiver Noise Figure
	10 dB

	Inter site distance
	200m

	BS Antenna height
	25m

	UE Antenna height
	1.5 m
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