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Introduction
In RAN1 #112bis-e and RAN1 #113, two sorts of model monitoring methods were mainly discussed and identified, which are monitoring based on provided ground truth label (or its approximation) and monitoring using statistics without ground truth label.
This contribution further discuss details on realizing model monitoring without ground truth label, and potential specification needed for model monitoring, including signaling and procedure design.
In next section, we first provide our views on the monitoring metric choice of model monitoring in AI/ML based positioning without ground truth label, followed by designs on input-based model monitoring and its potential specification impact.
In RAN1 #112bis-e and RAN1 #113, the following agreements were reached.
	[bookmark: _Hlk141174094]Agreement
Regarding monitoring for AI/ML based positioning, at least the following entities are identified to derive monitoring metric
· UE at least for Case 1 and 2a (with UE-side model)
· gNB at least for Case 3a (with gNB-side model)
· LMF at least for Case 2b and 3b (with LMF-side model)

Agreement
Regarding AI/ML model monitoring for AI/ML based positioning, the following entities are identified as candidates to derive monitoring metric in addition to entities from previous agreement
· LMF for Case 2a (with UE-side model) and Case 3a (with gNB-side model) at least when monitoring is based on provided ground truth label (or its approximation)

Agreement
Regarding monitoring for AI/ML based positioning, at least the following monitoring methods with potential specification impact are identified
· Model monitoring based on provided ground truth label (or its approximation)
· Monitoring metric: statistics of the difference between model output and provided ground truth label
· FFS details of statistics
· For monitoring UE-side and gNB-side model
· signaling from monitoring entity to request ground truth label (if needed)
· signaling from monitoring entity to request model output (if needed)
· signaling for potential request/report of monitoring metric (if needed)
· Note: there may not be any specification impact
· For monitoring LMF-side model
· signaling from LMF to request measurement(s) (if needed)
· FFS applicability to each case (Case 1 to 3b)
· Model monitoring without ground truth label
· Monitoring metric: 
· [bookmark: _Hlk140672043][bookmark: _Hlk141360092]FFS: statistics of measurement(s) compared to the statistics associated with the training data, statistics associated with the model output
· FFS details of statistics
· FFS details of what type of measurement(s)
· For monitoring UE-side and gNB-side model
· signaling from LMF to facilitate the monitoring entity to derive the monitoring metric (if needed)
· signaling from monitoring entity to request measurement(s) (if needed)
· signaling for potential request/report of monitoring metric (if needed)
· Note: there may not be any specification impact
· For monitoring LMF-side model
· signaling from LMF to request measurement(s) (if needed)
· FFS applicability to each case (Case 1 to 3b)


Model monitoring
Monitoring statistics without ground truth label
As machine learning shows powerful abilities in handling complex, data-driven tasks such as classification and prediction by efficiently extracting features and recognizing data patterns, it also suffers from performance degradation caused by environment changing. Thus, it’s essential to continuously get the information of how well the ML model performs over time, which is the object of model monitoring.
In AI/ML based positioning, having access to enough new ground truth labels with adequate quality as environment changing over time might not always be practical especially under bad circumstances (such as limited PRU availability). Therefore, model monitoring without ground truth label must be ensured.
Moreover, although monitoring without ground truth label can be performed by using model input or output or both. From the information theory perspective, it’s clear that the model input always contains the most information of the real data. This conclusion can be explained using Data Processing Inequation as below.
Considering a Markov chain: , there is no processing of  that is possible to increase the information that  contains about . Use mutual information to represent this relationship, it can be written as: 

By Applying this inequation to the ML model, it’s easy to conclude that the model output naturally has less information than model input. In that case, if we only use model output in monitoring, it might cause inaccurate monitoring result. In cases where the monitoring entities do not carry the ML model, or the monitoring entities (such as UEs) have trouble processing complex model input, it’s a compromise to use model output as monitoring metric to reduce the signaling overhead or processing complexity. But if we use both model input and output, it incurs information redundancy, which might increase processing complexity without bringing any further improvement in final monitoring performance. Based on the above analysis, we can make the following proposals for monitoring methods without ground truth label.
[bookmark: _Hlk141341855]For model monitoring without ground truth label, supporting statistics of model input compared to the statistics associated with the training data as monitoring metric is enough at least for Case 2b, 3a and 3b.
Considering input-based ML model monitoring, the generic framework of model monitoring is shown below.
[image: ]
Figure 1 Input-based model monitoring framework
Input-based model monitoring methods
For input-based model monitoring, the main object is to accurately estimate real time model input distribution. There are various statistics that contain the information of model input, such as CIR, PDP, DP, RSRP, etc. These statistics have their own strong points and weaknesses. Among them, CIR contains the most information of model input, while other statistics manually abandon some information by explicitly processing or deleting CIR features for simplicity. Considering that model monitoring without ground truth label is done by entities carrying the ML model, taking high-dimensionality statistics like CIR may conserve the most information while bringing no extra signaling.
On the other hand, in order to efficiently extract the useful information of model input distribution and avoid the curse of dimensionality, dimensionality reduction is needed. For example, one way to reduce the dimensionality of CIR is to calculate the l2 norm of I/Q components and in that way we get the PDP. However, dimensionality reduction through explicit data processing like averaging inevitably loses information about features, which may result in an inability to distinguish different distributions. One possible way to avoid the above problem is utilizing ML to implicitly extract or recognize the features in CIR. Either way, taking CIR as the monitoring metric is a proper way to keep information as much as possible, and based on CIR, various monitoring algorithms can all be supported.
For model monitoring without ground truth label, support CIR measurement for best algorithm compatibility and information reservation.

Conclusions
In this contribution, we have the following observations and contributions:
1. For model monitoring without ground truth label, supporting statistics of model input compared to the statistics associated with the training data as monitoring metric is enough at least for Case 2b, 3a and 3b.
For model monitoring without ground truth label, support CIR measurement for best algorithm compatibility and information reservation.
[bookmark: _GoBack]
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