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Introduction
This contribution presents ETRI’s views on the other aspects on AI/ML for CSI feedback enhancement use case.

Discussion
CSI compression sub-use case
CSI compression is one of the key sub-use cases of AI/ML for CSI feedback enhancement. In this section, we describe the potential specification impacts on the AI/ML-based CSI feedback for the CSI compression sub-use case.

Training dataset collection
During RAN1#112, an agreement on the data collection is made as follows [2].
	Agreement
· In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact of UE side data collection enhancement including at least  
· Enhancement of CSI-RS configuration to enable higher accuracy measurement.
· Assistance information for UE data collection for categorizing the data in forms of ID for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc.
· The provision of assistance information needs to consider feasibility of disclosing proprietary information to the other side.
· Signaling for triggering the data collection
· In CSI compression using two-sided model use case, further discuss the necessity, feasibility, and potential specification impact for NW side data collection including at least:   
· Enhancement of SRS and/or CSI-RS measurement and/or CSI reporting to enable higher accuracy measurement. 
· Contents of the ground-truth CSI including:  
· Data sample type, e.g., precoding matrix, channel matrix etc.
· Data sample format: scaler quantization and/or codebook-based quantization (e.g., e-type II like). 
· Assistance information (e.g., time stamps, and/or cell ID, Assistance information for Network data collection for categorizing the data in forms of ID for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc., and data quality indicator)
· Latency requirement for data collection
· Signaling for triggering the data collection



For AI model training, a large amount of training dataset is required. In our view, the training dataset can be naturally collected on UE-side. UE can measure the downlink channel using CSI-RS and generate channel information or eigenvectors. In the channel measurement, since UE only can apply realistic channel estimation in the real networks, the ideal channel information is hardly obtained for the training. The objective of the CSI compression sub-use case is the accuracy of reconstructed CSI to the target CSI from ideal channel estimation and is also captured as the intermediate KPI. It would be beneficial to study methods to improve the performance of AI/ML models with training using datasets from realistic channel estimation.

Proposal 1: Consider further studies on performance improvement of AI models with training datasets from realistic channel estimation.

One possible method is training AI models to additionally remove the noises from the realistic channel estimations. Although clear targets are normally required for training the denoising function, the clear target for the CSI compression (i.e., target CSI from ideal channel estimation) is not available in general. In Noise2noise [3], a training method for denoising without clear targets is introduced, which utilizes sample pairs that experienced independent noise processes. To apply such a training method in training AI models for CSI compression, obtaining a training dataset of sample pairs is required.

Observation 1: One possible performance improvement of AI models with training datasets from realistic channel estimation, is training denoising function additionally.

Observation 2: To train the additional denoising function of the AI model for CSI compression, obtaining a training dataset with pairs can be required.


UCI generation
During RAN1#112, an agreement on the CSI configuration and report is made as follows [2].
	Agreement
In CSI compression using two-sided model use case, further study the following aspects for CSI configuration and report: 
· NW configuration to determine CSI payload size, e.g., possible CSI payload size, possible rank restriction and/or other related configuration.
· How UE determines/reports the actual CSI payload size and/or other CSI related information within constraints configured by the network.



For the report of downlink CSI made by AI models, UCI needs to be generated on UE. CSI-related contents of UCI payload include RI, CQI, LI, PMI and etc. 

For the UCI payload generation in AI/ML-based CSI feedback, there are two cases that determine the actual UCI payload size as follows.
Case 1: NW configures UE to generate the UCI payload in a certain size
Case 2: NW configures and UE determines the actual UCI payload size

For the first case, NW determines the UCI payload size and configures UE to generate the UCI payload with the UCI payload size, then UE generates the UCI payload according to the configurations by NW. To configure UCI payload size, NW designates a specific CSI generation model only or a specific CSI generation model with quantization information. In this case, NW can naturally infer the length of CSI feedback information without additional information from UE.

For another case, NW can configure the maximum UCI payload size and UE generates the UCI payload within the maximum UCI payload size, as in the legacy CSI report. NW can also configure a set of possible CSI generation models and/or a set of possible quantization information regarding the models. The set of configurable quantization information may have been previously exchanged between NW and UE, for example, the configurable quantization information may have been delivered along with the model information. In this case, UE can dynamically generate various sizes of UCI payload by selecting the CSI generation model and/or quantization. The details of the UCI payload (e.g., CSI generation model, quantization-related information) should be informed to NW for proper reconstruction. This information can be included in the Part1 information of CSI feedback information.

Proposal 2: In CSI compression using two-sided AI model, further study the following potential specification impacts on UCI configuration.
NW configures UE to generate the UCI payload in a certain size.
UE generates the UCI payload within the maximum UCI payload size. UE delivers to or shares details of the UCI payload (including quantization-related information)


Performance monitoring and model selection
During RAN1#112, an agreement on the intermediate KPI based monitoring is made as follows [2].
	Agreement
In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact for intermediate KPIs based monitoring including at least:
· NW-side monitoring based on the target CSI with realistic channel estimation associated to the CSI report, reported by the UE or obtained from the UE-side. 
· UE-side monitoring based on the output of the CSI reconstruction model, subject to the aligned format, associated to the CSI report, indicated by the NW or obtained from the network side.
· Network may configure a threshold criterion to facilitate UE to perform model monitoring. 
· UE-side monitoring based on the output of the CSI reconstruction model at the UE-side
· Note: CSI reconstruction model at the UE-side can be the same or different comparing to the actual CSI reconstruction model used at the NW-side. 
· Network may configure a threshold criterion to facilitate UE to perform model monitoring. 
· FFS: Other solutions, e.g., UE-side uses a model that directly outputs intermediate KPI. Network-side monitoring based on target CSI measured via SRS from the UE.
Note: Monitoring approaches not based on intermediate KPI are not precluded
Note: the study of intermediate KPIs based monitoring should take into account the monitoring reliability (accuracy), overhead, complexity, and latency.



As in the agreement, UE can monitor performance based on the intermediate KPIs (e.g., NMSE or SGCS) using CSI reconstruction model output. The results of performance monitoring can be used to select the AI model (i.e., CSI generation model) that the UE uses for CSI compression when the UE has more than one CSI generation model. The model selection can be performed by the UE side, or the performance monitoring results can be delivered to the NW so that model selection can be performed in the NW. 

Proposal 3: Consider further studies on potential specification impacts of model selection using the performance monitoring result.

Model selection can occur when AI/ML-based CSI feedback is enabled. The performance of the selected model may be periodically monitored after enabling of AI/ML-based CSI feedback and the model selection. For this purpose, NW may request UE to periodically monitor the performance of the selected AI/ML model and report the result of performance monitoring. When the performance of the selected model degrades significantly, UE or NW can change the AI/ML model, or configure UE to generate CSI using the legacy method (i.e., non-AI/ML).

Proposal 4: Consider further studies on potential specification impacts of model changes and fallback operation using the performance monitoring result.

Codebook subset restriction operation
During RAN1 #112 the following agreement is made [2].
	Agreement
In CSI compression using two-sided model use case, further study the feasibility and methods to support the legacy CSI reporting principles including at least: 
· The priority rule regarding CSI collision handling and CSI omission
· Codebook subset restriction
· CSI processing Unit



Among the legacy CSI reporting principles, codebook subset restriction (CSR) should be supported for AI/ML-based CSI compression sub-use case for avoiding to use of part of beam/precoding at gNBs. For example, some precoding vectors can cause higher interference among gNBs or even in different communication systems. 

For the CSR for AI/ML-based CSI compression, the following aspects may need to be studied.
· Whether the AI/ML-based CSI compression can support efficient codebook restrictions (i.e., achieving similar SGCS with smaller CSI payload sizes when CSR is applied)
· Whether the AI/ML-based CSI compression can support all codebook restrictions. When AI/ML model cannot support all codebook restrictions, how to represent the supported codebook restrictions for AI/ML models for CSI compression

Proposal 5: For AI/ML-based CSI compression sub-use case, study the operation of codebook subset restriction (CSR) including:
Whether the AI/ML-based CSI compression can support efficient codebook restrictions (i.e., achieving similar SGCS with smaller CSI payload sizes when CSR is applied)
Whether the AI/ML-based CSI compression can support all codebook restrictions. When AI/ML model cannot support all codebook restrictions, how to represent the supported codebook restrictions


Conclusion
In this contribution, ETRI’s views on other aspects of AI/ML framework for CSI feedback enhancement use case were shown and the following proposals and observations were made:

Proposal 1: Consider further studies on performance improvement of AI models with training datasets from realistic channel estimation.

Proposal 2: In CSI compression using two-sided AI model, further study the following potential specification impacts on UCI configuration.
NW configures UE to generate the UCI payload in a certain size.
UE generates the UCI payload within the maximum UCI payload size. UE delivers to or shares details of the UCI payload (including quantization-related information)

Proposal 3: Consider further studies on potential specification impacts of model selection using the performance monitoring result.

Proposal 4: Consider further studies on potential specification impacts of model changes and fallback operation using the performance monitoring result.

Proposal 5: For AI/ML-based CSI compression sub-use case, study the operation of codebook subset restriction (CSR) including:
Whether the AI/ML-based CSI compression can support efficient codebook restrictions (i.e., achieving similar SGCS with smaller CSI payload sizes when CSR is applied)
Whether the AI/ML-based CSI compression can support all codebook restrictions. When AI/ML model cannot support all codebook restrictions, how to represent the supported codebook restrictions


Observation 1: One possible performance improvement of AI models with training datasets from realistic channel estimation, is training denoising function additionally.

Observation 2: To train the additional denoising function of the AI model for CSI compression, obtaining a training dataset with pairs can be required.
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