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1	Introduction
The Rel-18 work on further NR coverage enhancements [1] includes study for power domain enhancements of UE transmissions: 
· Study and if necessary specify following power domain enhancements
· Enhancements to realize increasing UE power high limit for CA and DC based on Rel-17 RAN4 work on “Increasing UE power high limit for CA and DC”, in compliance with relevant regulations (RAN4, RAN1)
· Enhancements to reduce MPR/PAR, including frequency domain spectrum shaping with and without spectrum extension for DFT-S-OFDM and tone reservation (RAN4, RAN1)

In this contribution, we first consider the performance of, and metrics for, evaluation of MPR reduction schemes. Results of RF simulations with the impact of BLER accounted for are shown for example transparent schemes to study the behavior of MPR reduction and the factors it depends on, including waveform, modulation order, and code rate.  Then results on the relative performance of schemes are given, where the effect of boosting beyond the UE’s power class on performance is considered in depth. The potential of optimizations using different spectrum extension factors for FDSS-SE is investigated as well. A method to take into account the extra bandwidth from spectrum extension when comparing to schemes not requiring spectrum extension is given and used in evaluations, and system simulations are conducted to scope where various schemes have potential. The ability of cubic metric and PAPR to quantify MPR reduction gains is next examined, followed by some study of FDSS-SE specification impacts including FDRA indication aspects.   Finally, RAN1 enhancements to provide information to improve scheduling when using higher power CA/DC are considered in detail, with some simulation results to illustrate the potential of improved network knowledge of the UE’s power class. 
[bookmark: _Ref178064866]2	Discussion
2.1 Performance and metrics of MPR reduction schemes
As discussed in Appendix B, in order to determine the net performance benefit of MPR reduction schemes, it is necessary to consider both the effects of non-linearities in RF simulation and of baseband aspects like channel estimation, code rates, and spectrum shaping.  In the following sections, we consider the performance of both transparent & non- transparent schemes, examining both the baseband and RF performance of the schemes, and the relevance of various metrics for evaluating the amount of MPR for the different schemes.  We report the ‘net gain’ of MPR/PAR reduction schemes over baseline schemes according to Appendix B by computing the PA backoff, and subtracting any losses in operating SNR from the use of the MPR/PAR reduction scheme over its gain in PA backoff.
The schemes that are simulated are: frequency domain spectrum shaping with spectrum expansion (FDSS-SE), clipping, frequency domain spectrum shaping without spectrum expansion (FDSS), FDSS combined with clipping, and peak cancelation.  The MCSs and number of PRBs in the allocation are selected such that schemes with and without spectrum expansion have the same transport block size.  The MPR reduction schemes are simulated with the same number of PRBs, which means the spectrum expansion schemes need to use a higher MCS to create room for the expanded PRBs.  The spectrum expansion cases use 25% spectrum expansion, since this seems to be a commonly used number for these algorithms. Two possible receiver designs are considered for FDSS-SE: those that use existing receiver algorithms without considering the PRBs in the spectrally extended region (‘FDSS-SE basic’ curves in the results below) , and those that combine the information in the spectrum extension with the nominal spectrum part (‘FDSS-SE’ in the curves below) The frequency domain shaping schemes are considered with two different shaping filters: a raised root cosine filter, and various two and three tap time domain FIR filters.  The clipping and peak cancelation schemes truncate the waveform 2, 3, or 4 dB above the average power, after analog filtering, depending on the modulation order and waveform used.  
One key aspect for performance evaluations is where to set the maximum power of the PA, as this sets an upper bound on the amount of MPR reduction.  A zero dB MPR is where the UE transmits at its rated power for the power class.  It can be possible to transmit with negative MPR, but because such ‘boosted’ transmissions are above the rated power of the UE, their feasibility requires careful consideration.  This issue is discussed in more detail in our companion paper in RAN4#106 [8].  While we present results in the following section on the performance of schemes both with and without boosting, whether such boosting is feasible for the Rel-18 work on MPR reduction is still being discussed in RAN4, and so conclusions in RAN1 need to take into account both where boosting can and cannot be used.
[bookmark: _Toc131780006]If RAN1 draws conclusions with respect to the performance of MPR/PAR reduction schemes, the conclusions take into account both where boosting can and cannot be used.
2.1.2 Performance considerations: boosting, modulation state, & waveform
We first show some results for a baseline scheme of clipping (without spectral shaping) as an example of a transparent scheme, and to illustrate general patterns for MPR. The methodology described in Appendix B with RF simulations and link is used, and further simulation assumptions can be found in Table 1 of Appendix A. The net gain of the clipping scheme, including the impact of clipping on the required SNR to reach the target BLER is shown. 
The increased code rates required for spectrum extension schemes can substantially increase their required SNR, and reduce their net benefit. Results for BLER vs. SNR for various schemes can be found in our prior contribution [9].  
Results for FR1 with rate 0.1 QPSK modulation and DFT-S-OFDM with 20 MHz bandwidth and at 700 MHz carrier frequency are given in Figure 1 as a function of the number of PRBs in the allocation and the starting PRB of the allocation.  The left and right plots are for where boosting is not and is used, respectively. It can be seen that there are modest maximum gains of nearly 0.75 dB when boosting is not used, and or 1.0 dB when boosting is used. The amount of gains vary substantially according to the allocation, and the largest gains are only found for specific allocations.  
The behavior for the boosted and non-boosted cases is also somewhat different. For the non-boosted case, the outer and edge allocations have higher gains that tend to be larger toward the band edges, and these can often be larger for larger bandwidth. For the boosted case, some of the larger gains are toward the center of the band. 
[image: ][image: ] 
[bookmark: _Ref118296130]Figure 1: MPR gain as a function of allocation position and size for clipping with and without power boosting 
[bookmark: _Toc131778795]Without boosting, for QPSK, transparent schemes can produce a modest (e.g. nearly 0.75 dB at 700 MHz) MPR reduction for some allocations toward the band edge and with wider bandwidth, but generally not in the center of the band.
[bookmark: _Toc131778796]With boosting, for QPSK, transparent schemes can produce a somewhat greater (e.g. nearly 1 dB at 700 MHz) MPR reduction for some allocations near the center of the band as well as some MPR reduction near the band edge.
Transparent schemes also naturally apply to CP-OFDM, and some schemes can apply to both CP-OFDM and DFT-S-OFDM.  Figure 2 shows the net gain for CP-OFDM with QPSK where a clipping 4 dB above the average power is used vs a baseline without clipping for 100 MHz system bandwidth at 4GHz carrier frequency and where boosting is used. Here, we see that clipping provides roughly 1 dB MPR reduction in the outer PRBs, and 2 dB or more for many of the inner PRBs.
[image: ]
[bookmark: _Ref118674899]Figure 2: Net gain for CP-OFDM QPSK with clipping over baseline without clipping vs. allocation size
As will be seen in section 2.1.4, gains from clipping tend to be less for DFT-S-OFDM QPSK than for CP-OFDM QPSK. UEs should support both DFT-S-OFDM and CP-OFDM, and so transparent schemes that apply to both could be appealing from both a UE complexity and RAN1/4 specification effort perspective.
[bookmark: _Toc118702278][bookmark: _Toc118703246][bookmark: _Toc131778797]Certain transparent schemes can apply to both CP-OFDM and DFT-S-OFDM, and may have greater benefit for CP-OFDM.

We next consider the performance of clipping and FDSS-SE when they are used for 16 QAM with 100 MHz DFT-S-OFDM.  The lowest code rate of 16-QAM is used (0.34), and boosting is used.  The clipping threshold is 3 dB above the average power, and 25% spectrum extension with a root raised cosine filter is used for FDSS-SE.  Both are compared to a baseline without clipping or spectrum extension in order to get a net gain. We observe a gain of roughly 0.5 dB for outer PRBs for clipping, but consistent losses of near 0.5 dB for the spectrum extension scheme.  This relative performance is understandable given the sensitivity of spectrum extension schemes to code rate.
[image: ]  [image: ]

[bookmark: _Ref131772831]Figure 3: Net SNR gains for DFT-S-OFDM QPSK with clipping or with FDSS-SE over baseline vs. allocation size
As will be seen in section 2.1.3, gains from clipping tend to be less for DFT-S-OFDM QPSK than for CP-OFDM QPSK. UEs should support both DFT-S-OFDM and CP-OFDM, and so transparent schemes that apply to both could be appealing from both a UE complexity and RAN1/4 specification effort perspective.
[bookmark: _Toc131778798][bookmark: _Toc131778799]Transparent schemes provide some gains for 16-QAM with DFT-S-OFDM, whereas FDSS-SE seems to lose performance.
2.1.3 Optimizations for FDSS-SE
Different spectrum extension factors and/or shaping filters may affect the performance of FDSS-SE.  In this section, we consider the need for spectrum extensions of 1/9 and 3/8 in addition to the commonly considered value of 1/4.  These are combined with more and less aggressive spectrum shaping filters: a 3 tap [0.335 1 0.335] and a truncated root raised cosine filter with (0.5, -0.65) parameterization (details of the shaping filters are in the Appendix). The link level performance is studied by varying the code rate with a 128 PRB transmission.
In the two plots below, the 4GHz setup using 100 MHz system bandwidth for the TDL-C channel with the parameters in Appendix A is used. FDSS-SE using 1/4 and 3/8 spectrum extension is simulated with different shaping filters.  The achievable code rate is plotted vs. the required SNR for 10% BLER.  The left plot is with the RRC filter, while the right is with the 3 tap spectrum shaping filter.  The 3/8 extension factor tends to be the best at low code rates but only better by a couple of tenths dB in most cases than the 1/4 extension factor.  However, above code rate ¼ this is reversed.  The curves tend to have fairly constant differences vs. code rate, although at the very lowest code rates there is a slightly more difference between the extension factors. 
[image: ] [image: ]
Figure 4: Link performance of 3/8 and 1/4 expansion factors with different spectrum shaping filters
The BLER performance of the 3/8 extension factor tends to be slightly better than the 1/4 extension factor, primarily at very low code rates.  This is reversed at code rates above 1/4.  Consequently, there seems to be no strong motivation from a BLER performance perspective to support extension factors other than 1/4.
We next consider the net gain of the schemes, again comparing the 3/8 to the 1/4 expansion factor.  Since the greatest gains are observed at low code rate with the 3 tap filter, we use it here in the comparison.  Four cases are shown in the figure below.  The RF simulation parameters for these results are given in Table 1 of Appendix A. The plots on the left are with a code rate = 0.12, while the plots on the right are for a code rate = 0.24.  The top and bottom plots are where expansion factors of 1/4 and 3/8 are used, respectively.
[image: ]   [image: ]   [image: ]  [image: ] 
Figure 5: Net gains of 3/8 and 1/4 expansion factors at 0.12 and 0.24 code rate
Considering the leftmost plots, it can be seen that the 3/8 expansion factor has somewhat better performance than the 1/4 expansion factor at the 0.12 code rate.  However, when the code rate is increased to 0.24, the performance is substantially worse for the 3/8 compared to the 1/4 expansion factor.
While a 3/8 spectrum expansion factor for FDSS-SE has some benefit at the lowest code rates compared to a 1/4 expansion factor, there are losses that are as much or more than the gains at even modest code rates such as 0.24.
If FDSS-SE is specified, do not support other expansion factors besides 1/4 unless these are thoroughly justified.
2.1.4 DMRS considerations for FDSS-SE
PUSCH contains both DMRS and data REs and so both must be considered to get the full picture of performance of MPR/PAR reduction schemes.  Consequently, it was agreed in RAN1#112 to study DMRS designs if FDSS-SE is to be specified, including the following:
Agreement
If FDSS-SE is supported in Rel-18, RAN1 to further study the following approaches for DMRS, when the DMRS sequence length before extension of the sequence, if any, is larger than or equal to 30: 
· Approach A – the DMRS sequence is extended: A DMRS sequence is generated considering the number of PRBs in the inband (no extension). The sequence length depends on the number of PRBs in the inband. Two sequence types can be considered:
· A.1: The sequence is a Type 1 DMRS sequence.
· A.2: The sequence is a Type 2 DMRS sequence. 
FFS: how the sequence is extended.
· Approach B – the DMRS sequence is not extended: A DMRS sequence based on type 1 or type 2 DMRS sequence is generated considering the number of PRBs in the inband + extension. The sequence length depends on the number of PRBs in the inband + extension.
Note: if type 2 is used then both the number of PRBs in the inband and the number of PRBs in the inband+extension must be valid DFT sizes as per NR specification
Performance metrics considered for the study are PAPR, CM[, and OBO] for DMRS and 10% BLER SNR for data (to measure channel estimation accuracy).

With approach A, two possible ways of extending the DMRS have been discussed: a ‘symmetric’ extension, and a ‘cyclic’ / ‘per RE extension’, as is described in [10].  In the following figures, we compare the performance of the symmetric extension approach, referred to herein as ‘Approach A’, the non-extended DMRS using inband+extension (‘Approach B’), and the ‘per RE’ extension method (‘Approach C’). The comparisons are made using Type 1 DMRS.  We consider the output backoff for FDSS-SE with 100 MHz QPSK and a [-0.28 1 0.28] filter, with the remaining parameters the same as for section 2.1.3.  Very little difference in OBO is observed for any of the bandwidth and starting PRB combinations among any of the approaches.  From these investigations, we do not yet see a need to redesign DMRS in the event FDSS-SE is specified.
[image: ][image: ] [image: ] 
[bookmark: _Toc131778800]Output backoff does not appear to noticeably change when DMRS is cyclically extended in the same way as data vs. when Rel-15 DMRS is allocated over the entire FDSS-SE transmission.
[bookmark: _Toc131780007]Rel-15 DMRS is used with FDSS-SE if FDSS-SE is specified, unless there are significant net gains established by RF simulations from enhanced DMRS designs.

2.1.5 Net gain of schemes
2.1.5.1 Performance at the band edge
Next, we present some results on the net gain of non-transparent and transparent schemes.  Allocations at or near the band edge are shown, since these often show the greatest potential difference among schemes.  We focus here on frequency domain spectrum shaping with spectrum expansion (FDSS-SE) as an example of non-transparent schemes, while clipping, peak cancellation, and frequency domain spectrum shaping (FDSS) without spectrum expansion, and FDSS combined with clipping are examples of transparent schemes.  
Results are given for 100 MHz system bandwidths operating at 4 GHz carrier frequency with QPSK modulation.  The frequency domain shaping schemes are considered with various shaping filters: a raised root cosine filter, and an FIR filter with time domain samples.  The clipping and peak cancelation schemes truncate the waveform 2 dB above the average power, after analog filtering. Further simulation parameters and details of the filtering are given in Appendix A.
The left and right sides of Figure 4 and Figure 5 show the gain of various MPR reduction schemes when boosting is or is not used, respectively. The net gains are given, where SNR required to reach the 10% BLER target is taken into account. The allocation starts at the band edge (RB#0) in all cases.  This is not really a fair comparison between the spectrum extension and non-extended schemes, since the spectrum extension cases use more PRBs, as discussed more in the next section.
Figure 4 shows results at a very low code rate of 0.1.  For the case where boosting is not used (on the left) the gains of schemes vary from a few tenths to a dB or so, and there are a few isolated points where there are losses.  Here we observe that spectrum extension schemes tend to perform worse than the transparent schemes for lower bandwidth allocations, while transparent and non-transparent schemes have similar performance for larger allocations. When boosting is used (the right side plot), the spectrum extension schemes consistently outperform the transparent schemes, at most by 1.5 dB or so. 
Figure 5 shows results at a code rate of 0.4.  For the case where boosting is not used (on the left) the spectrum extension schemes perform worse (often by about 1 dB) than the transparent schemes.  When boosting is used (the right side plot), the spectrum extension schemes perform better with increasing bandwidth, such that they are worse than the transparent schemes for small allocations, but better at the large allocations, at most by about 0.5 dB. 
[image: ] [image: ]
[bookmark: _Ref118297944]Figure 6: Gain of schemes with and without power boosting vs. allocated bandwidth for rate 0.1 QPSK
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[bookmark: _Ref127533999]Figure 7: Gain of schemes with and without power boosting vs. allocated bandwidth for rate 0.4 QPSK

[bookmark: _Toc131778801]If boosting is not used, at least for 100 MHz at 4 GHz, the best transparent schemes tend to outperform non-transparent schemes, even at low code rate QPSK and for edge allocations
[bookmark: _Toc131778802]If boosting is used for low code rate QPSK, non-transparent schemes can provide more than 1 dB gain over transparent schemes for sufficiently wide bandwidth edge allocations
[bookmark: _Toc131778803]Benefits of non-transparent schemes over transparent schemes decrease with increasing code rate, and can result in net losses.
2.1.5.2 Performance across the band 
While considering performance at the band edge can be illustrative of bounds on gain, they provide a quite limited view of the potential benefit of schemes, since the vast majority of allocations will not be at the band edge.  Therefore, we compare performance where the allocation size and location are swept over all possible combinations.
Given that the greatest potential gains for MPR reduction are for when boosting is used, we now focus on comparing transparent and non-transparent schemes in the presence of boosting.  In this section, we use clipping and FDSS-SE as the example schemes.  As seen above, more advanced transparent techniques such as peak cancelation can have somewhat better performance, and so comparisons here are slightly pessimistic in that regard.  However, the trends and behaviors should be similar for all transparent schemes.
Note that in these plots, the same code rate is used for both clipping (without spectrum extension) and FDSS-SE (where the code rate includes the REs used by spectrum extension), and therefore spectral efficiencies are the same for FDSS-SE and clipping.  However, increasing the bandwidth near the edge of an allocation may not be the best strategy for a scheduler given the higher MPRs near the edge, and so FDSS-SE’s reliance on more PRBs means that it is somewhat unfair to compare clipping directly to FDSS-SE.
One way to correct this disparity is to increase the code rate of non-spectrum extension schemes to match the MCS of spectrum extension, thereby reducing the bandwidth of the transparent scheme by the spectrum extension factor (while still maintaining the same TBS).  Then with the lower bandwidth, the transparent transmission can be shifted away from the band edge by using the unoccupied PRBs from the original allocation. For example, assuming FDSS-SE with 25% spectrum extension, a 75 PRB clipping transmission is compared to a 100 PRB baseline, and clipping is shifted 25 PRBs away from the edge.  The gains of clipping over the baseline can then be compared to a 100 PRB FDSS-SE transmission’s gain relative to the 100 PRB baseline and where FDSS-SE is at the band edge.
These approaches are summarized in Figure 8.  All approaches have the same TBS, but their occupied PRBs and/or MCS may change.  FDSS-SE occupies X+2Y RBs where Y RBs are used on the left and right side of the X inband RBs and uses e.g. MCS Z+1 (using scheduling approach #2). Then a baseline scheduling approach (#0) for when enhancements are not used is defined to use the same X+2Y RBs as FDSS-SE but a lower MCS, e.g. Z.  A first version of the transparent scheme uses scheduling approach #1 that again occupies X+2Y RBs and MCS Z.  In this way, approaches 0, 1, and 2 can be compared with a fixed number of RBs and MCS that compensates for the spectrum extension.  However, the gNB may also choose to schedule the transparent scheme at the same MCS as FDSS-SE with fewer PRBs, and to move the allocations away from the band edge using scheduling approach #3.  In this case, X PRBs are occupied, and the allocation can be moved away from the band edge exploiting the unused PRBs.  


[bookmark: _Ref135009697]Figure 8: Scheduling alternatives for baseline, FDSS-SE, and transparent schemes
The simulation parameters used in this section are the same as for section 2.1.5.1, except that boosting is always used here.  Also, results for FDSS-SE are with the [0.335 1 0.335] filter, and a 2 dB clipping threshold is used.
In Figure 6, we present results for the net gains of clipping with and without PRB adjustment on the top left and right plots, respectively, while the bottom left plot is for FDSS-SE, while the bottom right shows the gains of FDSS-SE over clipping when scheduling approach #2 is used. From the bottom left curve, we see that when boosting is used for FDSS-SE at this low code rate, it can have gains of up to 2.5 dB or more over the baseline scheme for edge PRBs, especially for large allocations.  This is consistent with the observations in section 2.1.4.1 above, although it should be noted that some of the largest gains are slightly away from the band edge. 
Comparing the gains of FDSS-SE to clipping without PRB adjustment, we find that gains can be as high as roughly 2 dB in narrow portions of the outer PRBs, but on the other hand there is no gain, or a slight loss for the inner PRBs.  
Considering the bottom right plot, we see that when PRB adjustment is used, the gains of FDSS-SE over clipping diminish or disappear for most regions.  FDSS-SE retains notable gains on the order of 1-1.5 dB for the highest bandwidth allocations (200 PRBs or more), and some gains of 0.5-1 dB remain generally along the edge of the band for 125-200 PRB allocations.  Below 125 PRBs, there are a few isolated points of up to 0.5 dB gain, but the majority of points have losses around 0.5 dB, and a few locations with a dB or more.
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[bookmark: _Ref131775351]Figure 9: Net SNR gains for DFT-S-OFDM QPSK with boosting for clipping with or without PRB adjustment and for FDSS-SE at code rate 0.1 vs. allocation location and size
[bookmark: _Toc131778804]When boosting is used for FDSS-SE, it can have maximum gains of roughly 2 dB for narrow portions of edge PRBs at low code rate, when compared to clipping with the same bandwidth and code rate, but no gain or a small loss in the inner PRBs.  However, if FDSS-SE is compared to clipping with a similar MCS and TBS size but smaller bandwidth, and clipping is shifted away from the band edge, the gains of FDSS-SE are substantially smaller and isolated.  Gains are limited to the very largest allocations or particular locations in edge PRBs, and losses are found for inner PRBs.
In Figure 7, we present results for the same conditions above (including boosting), except where a code rate of 0.4 is used. The net gains of clipping without PRB adjustment are on the left while rightmost plot is for FDSS-SE. At this higher code rate, clipping shows similar gains as the lower code rate, while FDSS-SE has substantially reduced gain of at most 1 dB or so, and around a dB loss on many of the inner PRBs.  
[image: ] [image: ]
[bookmark: _Ref131775371]Figure 10: Net SNR gains for DFT-S-OFDM QPSK for FDSS-SE at code rate 0.4 vs. allocation location and size
[bookmark: _Toc131778805]At high code rate, the gains of FDSS-SE vs. clipping with the same bandwidth and code rate are quite limited at edge PRBs, and there are losses of around a dB for many of the inner PRBs.

Given that the relative performance of schemes varies with the code rate and number of PRBs, it is important to identify how often the combinations of code rate and PRBs occurs.  In the plot below, we provide system simulation results for spectral efficiency and the number of allocated PRBs for an example using a 500m UMa scenario with 100 MHz system bandwidth, DDDSU TDD slot configuration, and an (M,N,P,Mg,Ng;Mp,Np)= (16,8,2,1,1;1,1) gNB antenna setup at 50% resource utilization.  The X axis is the CDF point of the user bitrate, i.e. the 0.05 point corresponds to 5% user bitrate observed in the system.  The left Y axis is the bits per resource element scheduled at the CDF point of the user bitrate.  The right Y axis is the number of PRBs scheduled at the (same) CDF point of user bit rate.
From the curves above, FDSS-SE begins to have gains at allocations above 125 PRBs or so, which is the red highlighted region of the plot.  FDSS-SE also requires 0.4 code rate or less QPSK, which corresponds to 0.8 bits / RE, and is shown as the blue highlighted region of the plot.  For there to be gain from FDSS-SE, at a given point on the X axis, the data point on the red curve should be in the red box, and the data point on the blue curve should be in the blue box. However, such cases where there is a large vertical spread are not observed, which means that there were no points observed in this simulation where FDSS-SE would have gain over clipping.  If the focus is on performance at the lowest bit rates, it can be observed that the 10% CDF points and lower are all less than 10 PRBs, which is where FDSS-SE tends to have a loss in the figures above.
[image: ]        Rate 0.4 QPSK or Less


125 or More PRBs

Figure 11: System Simulation Results for Spectral Efficiency & Allocation Size vs. Bitrate CDF Point 

The conditions with both large bandwidth allocation and low code rates needed for FDSS-SE to be beneficial may be difficult to find in system operation.  In the example scenario considered here, the code rates were high enough and the bandwidth low enough such that FDSS-SE performed worse than clipping.

2.1.6 Metrics for determining MPR reduction
In RAN1#110bis, metrics for determining PA backoff were identified as part an agreement on a work item split with RAN4:
Agreement
The following work split principles will be adopted in RAN1 for power domain enhancement throughout Rel-18 from RAN1 perspective and send LS to RAN4 in this meeting:
· RAN1 performs link level simulations of candidate solutions for power domain enhancements to study at least the SNR variation, PAPR/CM, and EVM, brought by each solution.
· Transparent MPR/PAR reduction solutions can be considered as a benchmark for studying the performance of non-transparent solutions.
· RAN1 is not expected to perform RF simulations of candidate solutions for power domain enhancements
· Results of RF simulations can be included in RAN1 contributions
· …
We therefore compare cubic metric (CM) and PAPR based metrics here to those obtained using the RF simulation based method described in Appendix B.  Figure 8 below contains gains calculated using cubic metric and PAPR (on the left and right, respectively) as well as the related RF simulation results (taken from [9]).  The mean cubic metric and 0.1% PAPR was calculated for each scheme and the difference in cubic metric and PAPR from the that of the baseline was calculated.  
[image: ] [image: ]
[bookmark: _Hlk118443736][image: ]
[bookmark: _Ref118393305]Figure 12: PA backoff gains determined using cubic metric, PAPR, and RF simulations
Considering the cubic metric results, it appears that FDSS-SE notably outperforms other clipping and FDSS, whereas in the RF simulations there is a small difference at high RB size only.  Moreover, there are no trends in frequency for the cubic metric results (although there is some oscillation).  The PAPR gains also show that FDSS-SE consistently outperforms the other schemes, but the amount of gain is unrealistically high for all schemes except FDSS.  Moreover, it can be seen that mean cubic metric and PAPR are not useful for determining the relative merit of schemes, nor do they capture frequency dependent behaviors accurately.  This is naturally understood, since RF simulations are needed to accurately capture the impact of out of band emissions on PA backoff.
[bookmark: _Toc131778806]Because they do not capture the impact of out of band emissions accurately, mean cubic metric and PAPR are not useful for determining the relative merit of MPR reduction schemes, nor do they capture frequency dependent behaviors accurately
[bookmark: _Toc131780008]Companies are encouraged to provide RF simulations in RAN1 to better understand the behavior of MPR reduction schemes

[bookmark: _Toc118443754][bookmark: _Toc118673323][bookmark: _Toc118673539][bookmark: _Toc118674863][bookmark: _Toc118677238][bookmark: _Toc118702285][bookmark: _Toc118703253]2.1.7 Specification impacts and FDRA
The following proposal was discussed in RAN1#112bis:
FL’s proposal 1-v3
If FDSS-SE is supported in Rel-18, the FDRA field indicates the number of PRBs in the inband.

[bookmark: _Hlk132999650]FFS: determination of the bandwidth of resource assignment   in the uplink power control calculation.
Note: whether this will have RAN1 specification impact (if any) is a separate discussion and subject to RAN4’s conclusion to support FDSS-SE as one MPR/PAR reduction solution for Rel-18 (if any).
One motivation given was that several legacy operations would be unchanged and implementation impact at the UE would be greatly reduced, if any.  Examples where using the inband PRBs as the resource allocation would simplify specifications or the UE were identified 1) as TBS determination and 2) DRMS sequence length determination, in the case that DMRS is extended rather than using the legacy approach of DMRS construction.  Counter examples where using the inband PRBs as the resource allocation would not simplify specifications or the UE that were discussed include power control, where the total number of PRBs is used, and FDRA related procedures in general.  It was also pointed out that other WGs may be impacted by changes in the definition of FDRA in RAN1 specifications, for example MPR reduction in 6.2.2 of 38.101 refers to a starting RB and a length in RBs. Lastly, it was observed that regardless of how the FDRA is indicated, the valid FDRA sizes for FDSS-SE are constrained, e.g. to have even numbers of extension PRBs and to meet requirements for the DFT sizes.  Unless the FDSS-SE allocation constraints are error cases, FDRA procedures may not be able to directly use inband PRBs from an FDRA field.
In the following, we give more concrete examples.  But in summary, at this stage, if FDSS-SE is specified, we do not see a clear need for changing FDRA to directly indicate the ‘inband’ PRBs rather than the legacy method of indicating full allocation occupied by PUSCH.
If FDSS-SE is to be specified, further study if there is a need for FDRA to directly indicate the ‘inband’ PRBs rather than the legacy method of indicating all PRBs occupied by PUSCH.
2.1.7.1 Resource allocation
38.214 has the following for determining the number of PRBs and the starting RB.  If inband allocation is directly determined from RIV, then the either or both of the number of PRBs and the starting RB may need to be redefined.
	[bookmark: _Toc11352147][bookmark: _Toc20318037][bookmark: _Toc27299935][bookmark: _Toc29673208][bookmark: _Toc29673349][bookmark: _Toc29674342][bookmark: _Toc36645572][bookmark: _Toc45810617][bookmark: _Toc122105169]6.1.2.2.2	Uplink resource allocation type 1


In uplink resource allocation of type 1, the resource block assignment information indicates to a scheduled UE a set of contiguously allocated non-interleaved virtual resource blocks within the active bandwidth part of size  PRBs except for the case when DCI format 0_0 is decoded in any common search space in which case the size of the initial UL bandwidth part  shall be used. 


An uplink type 1 resource allocation field consists of a resource indication value (RIV) corresponding to a starting virtual resource block () and a length in terms of contiguously allocated resource blocks. The resource indication value is defined by 

if  then


else 




where³ 1 and shall not exceed. 



We note that 38.101 uses the length of contiguous allocations in resource blocks with the variable LCRB and the starting RB in section 3.2:
	LCRB	Transmission bandwidth which represents the length of a contiguous resource block allocation
…

RBstart	Indicates the lowest RB index of transmitted resource blocks




These are used, for example, in MPR determination in 38.101 section 6.2.2:
	Table 6.2.2-1 Maximum power reduction (MPR) for power class 3
	Modulation
	MPR (dB)

	
	Edge RB allocations
	Outer RB allocations
	Inner RB allocations

	DFT-s-OFDM
	Pi/2 BPSK
	≤ 3.51
	≤ 1.21
	≤ 0.21

	
	
	≤ 0.52
	≤ 0.52
	02

	
	Pi/2 BPSK w Pi/2 BPSK DMRS
	≤ 0.52
	≤ 02
	02

	
	QPSK
	≤ 1
	0

	
	16 QAM
	≤ 2
	≤ 1

	
	64 QAM
	≤ 2.5

	
	256 QAM
	≤ 4.5

	CP-OFDM
	QPSK
	≤ 3
	≤ 1.5

	
	16 QAM
	≤ 3
	≤ 2

	
	64 QAM
	≤ 3.5

	
	256 QAM
	≤ 6.5

	[bookmark: _Hlk525291220]NOTE 1:	Applicable for UE operating in TDD mode with Pi/2 BPSK modulation and UE indicates support for UE capability powerBoosting-pi2BPSK and if the IE powerBoostPi2BPSK is set to 1 and 40 % or less slots in radio frame are used for UL transmission for bands n40, n41, n77, n78 and n79. The reference power of 0 dB MPR is 26 dBm.
NOTE 2:	Applicable for UE operating in FDD mode, or in TDD mode in bands other than n40, n41, n77, n78 and n79 with Pi/2 BPSK modulation and if the IE powerBoostPi2BPSK is set to 0 and if more than 40 % of slots in radio frame are used for UL transmission for bands n40, n41, n77, n78 and n79. 



…
Where the following parameters are defined to specify valid RB allocation ranges for Outer and Inner RB allocations:
NRB is the maximum number of RBs for a given Channel bandwidth and sub-carrier spacing defined in Table 5.3.2-1. RBStart,Low = max(1, floor(LCRB/2))
where max() indicates the largest value of all arguments and floor(x) is the greatest integer less than or equal to x.
RBStart,High = NRB – RBStart,Low – LCRB
The RB allocation is an Inner RB allocation if the following conditions are met
RBStart,Low  ≤  RBStart  ≤  RBStart,High, and
LCRB  ≤  ceil(NRB/2)
where ceil(x) is the smallest integer greater than or equal to x.
An Edge RB allocation is the one for which the RB(s) is (are) allocated at the lowermost or uppermost edge of the channel with LCRB ≤ 2 RBs.
The RB allocation is an Outer RB allocation for all other allocations which are not an Inner RB allocation or Edge RB allocation.



Resource allocation procedures in 38.214 identify a starting resource block and a length in terms of contiguously allocated resource blocks.  These variables are reused in other WGs’ specifications, such as 38.101.
2.1.7.2 Power control
PUSCH power control is done using the following from 38.213, where it can be seen that the bandwidth of the PUSCH resource assignment is used.  If the FDRA uses inband PRBs, then if e.g. a spectrum extension of 25% is used, up to 25% of the power would not be accounted for in the power control equation, if the spectrum shaping is relatively flat.  However, if sharp spectrum shaping is used, the power control may be less effected.  Therefore, the extent that open loop power control is impacted depends on the sharpness of the spectrum shaping filters, and if this can vary e.g. with the resource allocation, MCS state, etc.
	[bookmark: _Ref500774487][bookmark: _Toc12021446][bookmark: _Toc20311558][bookmark: _Toc26719383][bookmark: _Toc29894814][bookmark: _Toc29899113][bookmark: _Toc29899531][bookmark: _Toc29917268][bookmark: _Toc36498142][bookmark: _Toc45699168][bookmark: _Toc122000422][bookmark: _Ref497117847]7.1.1	UE behaviour
If a UE transmits a PUSCH on active UL BWP  of carrier  of serving cell  using parameter set configuration with index  and PUSCH power control adjustment state with index , the UE determines the PUSCH transmission power  in PUSCH transmission occasion  as
[image: ] [dBm]
…
-	 is the bandwidth of the PUSCH resource assignment expressed in number of resource blocks for PUSCH transmission occasion  on active UL BWP  of carrier  of serving cell  and  is a SCS configuration defined in [4, TS 38.211]



While open loop power control depends on the bandwidth of the PUSCH allocation, the amount of power control error caused by spectrum shaping depends on the amount of shaping, and how much the shaping varies with resource allocation, MCS state, etc.
2.1.7.3 DMRS sequence length and mapping
If the DMRS uses the Rel-15 DMRS construction procedures, then a new variable is needed in 38.211 section 6.4.1.1.3 for the ‘inband+extension’ instead of the scheduled PUSCH allocation, if the FDRA field conveys the ‘inband’.  On the other hand, if the DMRS mapping and sequence determination procedures are different, those procedures will have to be defined, naturally having a larger spec impact than reusing legacy DMRS. 
	
The sequence  shall be mapped to the intermediate quantity  according to 
…
[bookmark: _Hlk497489559]The reference point for  is 
-	subcarrier 0 in common resource block 0 if transform precoding is not enabled, and
-	subcarrier 0 of the lowest-numbered resource block of the scheduled PUSCH allocation if transform precoding is enabled.



If legacy DMRS construction is used, and if FDRA conveys inband PRBs, a new quantity representing inband+extension PRBs for scheduled PUSCH allocation would be needed.  If new DMRS mapping and sequence construction procedures are defined, the spec impact will naturally be larger than legacy DMRS construction and FDRA.
2.1.7.4 TBS determination
TBS is determined using the variable  to represent the allocated bandwidth in 38.214 section 6.1.2.2.2.  If the FDRA field conveys the ‘inband’ PRBs, then this variable could be directly reused.  On the other hand, if the inband+extension size is conveyed by the FDRA field, then a new variable, say , identifying the inband PRB size could be used for FDSS-SE determination.  
	
-	A UE determines the total number of REs allocated for PUSCH  as follows

-	For TB processing over multiple slots,  where  is the total number of allocated PRBs for the UE and N is the number of slots used for TBS determination indicated by numberOfSlotsTBoMS.
-	Otherwise, . 



Conveying  directly in an FDRA field may simplify TBS determination.  However,  could be replaced with an equivalent variable in the TBS determination procedure, and this may not have much additional specification impact, especially if additional FDRA procedures are needed to determine the number of inband PRBs.

2.2 Improved scheduling using higher power CA/DC
In RAN1#112 and RAN1#112bis, various proposals were further discussed to provide information to allow the network to better schedule UEs according to their available power, resulting in the following agreement and observation:

[bookmark: _Hlk127451192]Agreement (RAN1#112)
Further discussions in RAN1 concerning means to facilitate higher power transmissions in CA and DC, if applicable, can target increasing gNB awareness of UE’s Tx power, e.g., PHR reporting enhancement such as current power class, power class change, or application of P-MPR by UE (subject to RAN4’s input). 
· FFS: details.

Observation (RAN1#112bis)
RAN1 discussed advantages and disadvantages of solutions included in R1-2302270 (R4-2303701) on enhancements to realize increasing UE power high limit for CA and DC. Pros and cons of the inclusion in the PHR report of at least one of the following quantities have been analyzed for different reporting mechanisms, triggers, and reporting periodicities:
· ∆PPowerClass 
· Power class
· P-MPR 
· Start and length of evaluation period for power class fallback
· Estimated duration of power class fallback
· Estimated duration over which UE can sustain Pcmax before additional P-MPR is required
· Sustainable duty cycle to prevent a fallback
· Energy/power availability
Note: Discussion is still ongoing, and its full current content can be found in Section 2.1.2 of R1-2303924.

The proposals considered various aspects, such as suspension for an SAR limit [3], indication of aggregated power class in a PHR [4], reporting higher transmit power for inter-band CA/EN-DC [5], and various available power or energy reporting mechanisms for UL CA operation reflecting power management and MPE [6].  They are all driven by the lack of knowledge in the network of the actual usable power in the UE due to various mechanisms.  
The amount of available power is signaled to the network by power headroom reports (PHRs).  The headroom represents the net power available in the UE, and a PHR can also indicate if power reduction is due to regulatory compliance, i.e. user proximity / maximum permissible exposure (MPE) requirements or for transmissions on other RATs, and is captured by P-MPR in the RAN4 specs as indicated by the P-bit for a serving cell.  However, PHR reporting does not currently support indicating power class related changes, nor does it support identifying when power capability (neither power class nor P-MPR) changes for FR1.
[bookmark: _Toc131778807]Rel-17 PHR reporting does not indicate power class related changes, nor does it support identifying when power capability (neither power class nor P-MPR) changes for FR1.
Therefore two classes of problems exist: not knowing what mechanism causes the power reduction, and when the reduction occurs.  In the following, we first discuss the mechanisms that drive power reduction and related UE implementation, and then what limits knowledge of when the power reductions occur.
2.2.1 Power capability mechanisms
A first mechanism that reduces a UE’s power capability is where the UE cannot maintain sustained transmission beyond some limit, e.g. due to heating in the UE, and is captured in the RAN4 specs using  and limits on the duty cycle of uplink transmissions. A second mechanism reduces power.  These two mechanisms can lead essentially to two architectures for reducing the maximum power: a ‘PC fallback’ mechanism that adapts power class via , and another that adjusts power via P-MPR. We therefore consider how ‘PC fallback’ and 'P-MPR' based architectures compare with respect to how network knowledge of available power in the UE can be facilitated.
[bookmark: _Toc131778808]Two sets of mechanisms to adjust power capability are supported by the RAN4 specs: ‘PC fallback’ and ‘P-MPR’, which can represent different UE architectures.
In the PC fallback based approach, when a UE transmits more often than a duty cycle threshold, the power class drops from its nominal value (26 or 29 dBm for power class 2 and 1.5, respectively) back to 23 dBm (power class 3), which is identified by 3 or 6 dB values of .  Because the power class changes, requirements such as MPR can be different from the nominal power class.  A UE using the PC fallback approach can also set a P-MPR bit in a power headroom report when it uses P-MPR to meet MPE requirements or transmits on another RAT.
In the P-MPR based approach, the UE indicates P-MPR. For FR2 in Rel-17, the UE can use two bits to indicate a range of P-MPR values in multiples of 3 dB, corresponding to 3-6, 6-9, 9-12, or >12 dB.  Some UE implementations could in practice fall back to lower power due to frequent transmission as well, similar to the PC fallback approach.  If only P-MPR information is conveyed to the network, then there is no way it can tell if the UE has fallen back in power class due to frequent transmission, or if P-MPR is used to meet MPE requirements or to support other RAT transmission.
[bookmark: _Toc131778809]Signaling only P-MPR to the network would not inform it if the P-MPR is due to frequent scheduling vs. if it is due to MPE requirements or transmission on other RATs, nor would the network know if PC fallback has occurred.  Indicating power class /  allows the network to know any changes in MPR as well as the amount of power reduction caused by network scheduling.
2.2.2 When changes in power capability occur
PHR report triggering can be periodic, for cell activation or configuration, or when the pathloss changes by some amount. For FR2, it can be when P-MPR changes by some amount.  This means that the network will not know when PC fallback happens, and for FR1, when P-MPR changes.  Two solutions have been discussed to address the timing of when higher or lower power is available: a trigger of when available power changes and an energy headroom/budget.  In discussions during RAN1#112bis, solutions with triggers of when available power changes were classified as being ‘reactive’, since they report a change that has happened, whereas solutions that predict available power or provide sustainable duty cycles etc, were said to be ‘proactive’.
Our understanding is that PC fallback and power capability state change relatively slowly, on the order of 100s of ms, seconds, or perhaps more, depending on the effect driving the power capability (for example, SAR averaging is 6 minutes). For concreteness, we consider an example here where an evaluation period is N seconds, and compare where this evaluation period is used in a ‘proactive’ solution using duty cycling or an energy budget to where a ‘reactive’ change in power capability state triggers a report of the change in state.
· Similar to a 50% duty cycle for PC2, assume that the UE indicates that it has enough energy to transmit at Pcmax for N/2 out of the N seconds.  If the network schedules the UE at Pcmax for more than N/2 seconds, then it should not schedule the UE at all during the remaining N/2 seconds.
· For the triggering approach, if the same time period is assumed (noting that evaluation periods are not specified presently for FR1), the network schedules for N/2 seconds, and the UE will trigger a PC fallback PHR after the N/2 seconds.  At that point in time, the network will know to schedule at the lower power class / power capability.  
Comparing these proactive and reactive cases, since the assumed time period is long, the benefits in reporting the evaluation period and energy budget are not immediately clear to us vs. triggering a report indicating a power capability change: the scheduler can assume a relatively fixed maximum Tx power for thousands of slots, and can adjust when a new report is provided by the UE. This is much more tractable in the network than budgeting power capability for future transmissions, especially when the power must be shared among carriers, but the schedulers for the different carriers are not tightly coupled.  While it could depend a bit on UE implementation, power capability signaling that indicates PC fallback could have an advantage that the network can schedule at the lower power class after the fallback compared to where the network should not schedule at all.
That being said, we think reactive reporting can be seen as a starting point: the network knows when something has changed, and can use that information for scheduling until conditions change again.  Proactive reporting can be seen as a way to more carefully define when the start and end of the conditions occur.  From this perspective, proactive could be a solution that builds on reactive reporting: when the report is triggered by a power capability change, that is used to determine start of an evaluation period, and the duration and/or characteristics (e.g. duty cycle) can be indicated for the new evaluation period.  We are open to considering these more precise definition time and characteristics to see if/how this additional information can be exploited by the network. 
[bookmark: _Toc131778810]Indicating when power capability changes (‘reactive’ reporting) is less constraining on network scheduling than signaling an energy budget (‘proactive’ reporting).  Power capability triggering clearly identifies not only when, but also how much power is available, as opposed to what happens after an energy budget is exceeded.
[bookmark: _Toc131778811]Budgeting power capability for future transmissions is complicated for the network, especially when the power must be shared among carriers and the schedulers for the different carriers are not tightly coupled.
Reactive reporting can be seen as a starting point to inform the network when power capability changes, and proactive reporting can be seen as a way to more carefully define when the start and end of the conditions occur.  Therefore, proactive solutions can build upon reactive solutions.

Specify reactive enhancements where changes in UE power capability driven by network scheduling trigger a power headroom report containing an indication of the change in UE power capability. Further consider proactive solutions that identify power capability according to at least a time period whose start is determined from the timing of the reactive report.  
2.2.3 Enhanced power capability signaling
We summarize an enhanced PHR reporting structure shown below.  As can be seen, it is quite close to Rel-17.  In Rel-17, the reports contain a power headroom (PH), the PH type (V), the corresponding maximum configured power of the UE for the cell (), if P-MPR is applied (P), 1 and 2 bit reserved fields (R) for FR1, where the 2 R bits are MPE for FR2, and for the multi-entry report, if a report for a cell is present (Ci).  The enhanced report redefines the 2 ‘R’ bits for FR1 as a DPC field that can convey information for the power class or P-MPR based methods.  

[image: ][image: ]
Whether the UE bases its power capability on the PC fallback approach vs. the P-MPR approach is tightly tied to its power management implementation, and so both should be considered in an enhanced power capability indication framework.  On the other hand, the goal should be to provide as much information as possible to the network that it can use to improve scheduling and therefore network performance.  Therefore, we think that at least a PC fallback approach that conveys both the power class (via ) and when the power class changes should be supported.  A P-MPR based approach could also be supported for UEs that use this style of implementation, where to power capability is conveyed according to the P-MPR method.  These two approaches should be as unified as possible to simplify network implementation as well as reduce specification impact.  Therefore, we propose to revise the Rel-17 PHR signaling as follows:
[bookmark: _Toc131780009]Changes in  (and power class) can trigger a PHR.  Use 2 bits (‘R’ bits for FR1) of PHR to convey  and power class fallback, i.e. ‘DPC’ = 00: 0dB; 01: 3dB; 10: 6dB
[bookmark: _Toc131780010]Additionally, changes in P-MPR driven by network scheduling can trigger a PHR. If P-MPR is used (‘P’ bit is set), use 2 bits (‘R’ bits for FR1) of PHR to convey power capability according to P-MPR method: 01: 0<𝑃−𝑀𝑃𝑅≤3, 10: 3<𝑃−𝑀𝑃𝑅≤6, 11: 6<𝑃−𝑀𝑃𝑅

More detailed operation and signaling are given in [7].
2.2.3 Performance potential of enhanced power capability reporting
Regarding “Whether RAN1 enhancements to information exchange between UE and gNB are needed to improve scheduling and network performance when using higher power CA/DC.”, we studied the need with system level simulation. The Rel-17 RAN4 work item on Increasing UE power high limit for CA and DC enables a UE to transmit at its maximum power simultaneously on each carrier of CA or DC. An example of two UEs with different maximum output power in a TDD band is shown in Table A and Table B below. UE1 supports 26 dBm in a TDD band, while UE2 supports 23 dBm. Given the maximum output power in FDD is the same between the two UEs, we focused on a single TDD band scenario in our system level simulation.  A 57 sector 500m ISD UMa setup was simulated; details are in the Appendix in Table 3
Table A, PCMAX of UE1 in Rel-17
	UL CA
	PCMAX,f,c
	Rel-17 PCMAX

	FDD CC1
	23
	28

	TDD CC2
	26
	



Table B, PCMAX of UE2 in Rel-17
	UL CA
	PCMAX,f,c
	Rel-17 PCMAX

	FDD CC1
	23
	26

	TDD CC2
	23
	



The system simulation results for where all UEs have a maximum output power of either 23dBm or 26dBm are given in Figure 9. It can be observed that the gain of higher power transmission is largest at the lowest data rates, but still significant over most of the cell. If the network were to schedule a UE assuming it had more power than it did, the UE will likely need to retransmit, thereby substantially reducing its throughput. Therefore, if the network does not know if the UE is in power class fallback or not, it should schedule the UE according to power class fallback, losing the throughput benefits of the higher power.  
[image: ]

[bookmark: _Ref127543027]Figure 13: User throughput for UEs with either a maximum power of 23 or 26 dBm at different system loads

[bookmark: _Toc131778812]Being aware of UE power class state can allow gNB to exploit the higher power capabilities of UEs, and to provide throughput benefits over large portions of cells.
[bookmark: _Toc127490664][bookmark: _Toc127533496][bookmark: _Toc127536170][bookmark: _Toc127536638][bookmark: _Toc127536802][bookmark: _Toc127536933][bookmark: _Toc127537053][bookmark: _Toc127543051][bookmark: _Toc127543465][bookmark: _Hlk61857909]3 	Conclusion
In this contribution, we first considered the performance of, and metrics for, evaluation of MPR reduction schemes. Results of RF simulations with the impact of BLER accounted for were shown for example transparent schemes to study the behavior of MPR reduction and the factors it depends on, including waveform, modulation order, and code rate.  Then results on the relative performance of schemes were given, where the effect of boosting beyond the UE’s power class on performance was considered in depth.  The potential of optimizations using different spectrum extension factors for FDSS-SE was investigated as well. A method to take into account the extra bandwidth from spectrum extension when comparing to schemes not requiring spectrum extension was given and used in evaluations, and system simulations were conducted to scope where various schemes have potential. The ability of cubic metric and PAPR to quantify MPR reduction gains was next examined, followed by some study of FDSS-SE specification impacts including FDRA indication aspects.   Finally, RAN1 enhancements to provide information to improve scheduling when using higher power CA/DC were considered in detail, with some simulation results to illustrate the potential of improved network knowledge of the UE’s power class. 
Our observations for MPR/PAR reduction schemes can be summarized as:
1. Boosting improves the performance of MPR/PAR schemes substantially.
2. Without boosting, spectrum extension schemes do not seem to have gains over transparent schemes.
3. Certain transparent schemes can provide gains for CP-OFDM and for 16-QAM, where this is not the case for FDSS-SE
4. Gains of FDSS-SE over transparent schemes can be observed at the band edge, but not in inner PRBS, where there can be losses instead
a. These gains are either reduced or not present at higher code rates
b. If comparisons are done with similar MCS but smaller bandwidth for the non-transparent scheme in order to account for the constraint to use more PRBs for FDSS-SE, the gains of FDSS-SE are substantially smaller and less frequent, tending to occur for the largest allocations or in particular locations in edge PRBs.  Losses are found for inner PRBs.
c. The conditions with both large bandwidth allocation and low code rates needed for FDSS-SE to be beneficial over transparent schemes may be difficult to find in system operation.
5. While a 3/8 spectrum expansion factor for FDSS-SE has some benefit at the lowest code rates compared to a 1/4 expansion factor, there are losses that are as much or more than the gains at even modest code rates such as 0.24.
6. Symmetric or cyclic extension of the PUSCH DMRS does not seem to improve PA backoff over Rel-15 PUSCH DMRS, and so the need for enhancements to DMRS if FDSS-SE is supported are not clear.
7. Because they do not capture the impact of out of band emissions accurately, mean cubic metric and PAPR are not useful for determining the relative merit of MPR reduction schemes, nor do they capture frequency dependent behaviors accurately
We therefore made the following proposals for MPR/PAR reduction:
1. If RAN1 draws conclusions with respect to the performance of MPR/PAR reduction schemes, the conclusions take into account both where boosting can and cannot be used.
2. If FDSS-SE is specified, do not support other expansion factors besides 1/4 unless these are thoroughly justified.
3. Rel-15 DMRS is used with FDSS-SE if FDSS-SE is specified, unless there are significant net gains established by RF simulations from enhanced DMRS designs.
4. If FDSS-SE is to be specified, further study if there is a need for FDRA to directly indicate the ‘inband’ PRBs rather than the legacy method of indicating all PRBs occupied by PUSCH.
5. Companies are encouraged to provide RF simulations in RAN1 to better understand the behavior of MPR reduction schemes

Our observations for improved scheduling from better knowledge of UE power availability in CA/DC can be summarized:
1. Rel-17 PHR reporting does not indicate power class related changes, nor does it support identifying when power capability (neither power class nor P-MPR) changes for FR1.
2. Two sets of mechanisms to adjust power capability are supported by the RAN4 specs: ‘PC fallback’ and ‘P-MPR’, which can represent different UE architectures.
3. Signaling only P-MPR to the network would not inform it if the P-MPR is due to frequent scheduling vs. if it is due to MPE requirements or transmission on other RATs, nor would the network know if PC fallback has occurred.  Indicating power class / ΔPPowerClass allows the network to know any changes in MPR as well as the amount of power reduction caused by network scheduling.
4. Indicating when power capability changes (‘reactive’ reporting) is less constraining on network scheduling than signaling an energy budget (‘proactive’ reporting).  Power capability triggering clearly identifies not only when, but also how much power is available, as opposed to what happens after an energy budget is exceeded.
5. Budgeting power capability for future transmissions is complicated for the network, especially when the power must be shared among carriers and the schedulers for the different carriers are not tightly coupled.
6. Being aware of UE power class state can allow gNB to exploit the higher power capabilities of UEs, and to provide throughput benefits over large portions of cells.
7. Reactive reporting can be seen as a starting point to inform the network when power capability changes, and proactive reporting can be seen as a way to more carefully define when the start and end of the conditions occur.  Therefore, proactive solutions can build upon reactive solutions.
We therefore made the following proposals for improved scheduling from better knowledge of UE power availability: 
1. Specify reactive enhancements where changes in UE power capability driven by network scheduling trigger a power headroom report containing an indication of the change in UE power capability. Further consider proactive solutions that identify power capability according to at least a time period whose start is determined from the timing of the reactive report.  
2. Changes in ΔPPowerClass (and power class) can trigger a PHR.  Use 2 bits (‘R’ bits for FR1) of PHR to convey ΔPPowerClass and power class fallback, i.e. ‘DPC’ = 00: 0dB; 01: 3dB; 10: 6dB
3. Additionally, changes in P-MPR driven by network scheduling can trigger a PHR. If P-MPR is used (‘P’ bit is set), use 2 bits (‘R’ bits for FR1) of PHR to convey power capability according to P-MPR method: 01: 0<𝑃−𝑀𝑃𝑅≤3, 10: 3<𝑃−𝑀𝑃𝑅≤6, 11: 6<𝑃−𝑀𝑃𝑅
[bookmark: _In-sequence_SDU_delivery]
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5 Appendix A: Simulation parameters
[bookmark: _Ref118675173]Table 1: Parameters for link level and RF simulations
	Parameter 
	Value

	Filter coefficient 
	[1 0.28], [0.28 1 0.28],[0.335 1 0.335], RRC, see Figure 10.

	Modulation scheme
	QPSK

	Waveform
	DFT-s-OFDM or CP-OFDM

	Carrier frequency and duplex mode
	700 MHz, or 4 GHz

	Subcarrier spacing
	15 or 30 kHz

	System Bandwidth
	106 or 273 PRBs (20 or 100 MHz)

	Number of RBs and starting RB
	Sweep different combination

	Counter-IM3
	60 dB

	UE, gNB antennas
	1, 2 or 4

	Channel
	TDL-D, Medium correlation, 30ns delay spread
TDL-C, Medium correlation, 300ns delay spread


[image: ]
[bookmark: _Ref118443828]Figure 14: Example FDSS filters in evaluations
[bookmark: _Ref118675187]Table 2: Additional parameters for link level simulations
	Configuration Type
	Parameter 
	Value

	Spectrum Expansion
	Inband RBs (non-spectrum expansion PRBs) + MCS
	{6 RBs, MCS1 or MCS8}
{30 RBs, MCS3 or MCS8}

	
	Excess/reserved band size
	25%

	
	Total allocation size
	{8 RBs, MCS1}
{40 RBs, MCS 8}

	Without 
Spectrum Expansion
	Allocated RBs + MCS
	{8 RBs, MCS0 or MCS6}
{40 RBs, MCS2 or MCS6}

	With and Without Spectrum Expansion
	DMRS configuration
	2 DMRS symbols (Type 1)

	
	PUSCH duration
	14 symbols

	
	Frequency hopping
	Off

	
	UE speed
	3km/h

	
	Number of Tx antennas
	1, Optional: 2

	
	Number of Rx antennas
	2 or 4 for FR1 
2 for FR2

	
	Target BLER
	10%



[bookmark: _Ref127490582]Table 3: Parameters for system level simulations
	Parameters
	Values 

	Carrier frequency
	3.5GHz

	Bandwidth
	100MHz

	Subcarrier spacing
	30KHz

	Deployment
	Urban macro co-located with ISD = 500m (19 gNBs, with total of 57 sectors)

	BS transmit power
	46dBm(40W) 

	BS ant height
	25m

	BS noise figure
	5dB

	BS ant element gain
	8dBi

	BS ant config
	(M,N,P,Mg,Ng;Mp,Np)= (8,4,2,1,1;1,1)

	Downtilt
	102 deg

	UE ant height
	1.5m

	UE noise figure
	9dB

	UE ant element gain
	0dBi

	UE ant config
	(M,N,P,Mg,Ng;Mp,Np)= (1,2,2,1,1;1,1)

	Thermal noise
	-174dBm/Hz

	Min BS-UE distance
	35m

	UE distribution
	Uniform distribution with Outdoor (20%) and indoor (80%) (10 UEs per sector, total 570 UEs)

	UE transmit power 
	Up to 26dBm

	Fractional TPC
	alpha = 0.8, Target SNR = 10 dB

	UL-MIMO
	Up to 2 layers

	TDD config
	DDDSUDDSUU with S={10:2:2} 

	Traffic model
	Bursty buffer



6 Appendix B:	Evaluation Methodology
While measures such as cubic metric and peak to average power ratio can be indicative of changes in output power among different transmissions, and used to explore bounds in performance, they are approximate.  Direct modeling of RF behavior is needed to accurately determine the performance of different transmission schemes.  The most crucial element to model is the power amplifier, since it is the goal of power domain enhancements to allow the PA to operate at higher power and/or more efficiently.  Therefore, when RAN4 determines MPR, models of PAs are used to establish how much power backoff is needed based on a variety of requirements.  We propose to use the RAN4 procedure in this work item, and to define a metric that quantifies the relative link budget gain of MPR reduction schemes.  The method is summarized below.
A two step approach is used, where RF simulations are first run to determine the amount of backoff in dB, ’, needed by the PA to meet various transmit signal quality requirements for a given PUSCH configuration transmitted with a given MPR reduction or baseline scheme.  In a second step, the SNR needed to reach a target BLER for the PUSCH configuration & scheme, ‘’, is determined.  The relative performance in terms of link budget between schemes can then be quantified as the operating SNR plus the amount of backoff that the UE needs in order to transmit the PUSCH, that is, .  The higher this figure of merit is, the worse the link budget will be.
Proposal B1:
· Quantify relative link performance of a given transmission configuration as , where  is the SNR (in dB) needed to reach a target BLER, and  is the output power backoff for the configuration (in dB).

In the first step of the evaluation, the output backoff is determined relative to PA saturation power, i.e. .  The output backoff is determined for a given transmission configuration by an iterative process where a first  is hypothesized, and the transmission is tested against RAN4 transmit signal quality and output RF spectrum emissions requirements.  If the requirements are met for the hypothesized Pout, then the process stops.  Otherwise,  is reduced, and the requirements are tested again, until Pout reaches some minimum level or the requirements are met. The process starts with  (i.e., without backoff).  The saturation power  is set by a calibration process where a reference transmission of DFT-S-OFDM QPSK with a 20MHz allocation is used and then reduced from the maximum power until it meets the transmission requirements with 1 dB below the nominal output power at the antenna connector.    
The requirements tested are summarized as follows, and given in TS 38.101 sections 6.4 and 6.5.
· Error vector magnitude (EVM): the RMS error between the ideal modulated signal and the one transmitted by the UE.
· In band emissions: The ratio of the power in an unoccupied PRB to that in an occupied PRB
· Spectrum flatness: The amount of frequency domain ripple in the UE transmission, as determined by a receiver equalizer calculated during the EVM measurement process.
· Spectrum emission mask: Limits on the amount of power that are not to be exceeded in frequencies immediately adjacent to the assigned channel bandwidth up to the out of band boundaries (2 times of the configured BW).
· Adjacent channel leakage ratio: Limits on the ratio of filtered mean power between an assigned and an adjacent channel frequency.
· Spurious emissions: limits on amount of power in unwanted emissions outside the out of band boundaries (OOB boundary) of the spectrum emission mask.

Although there is no specific RAN4 requirement, RAN4 also takes into account mixer nonlinearities that produce strong IM3 products, so-called “counter IM3” or “CIM3”, when determining MPR (see e.g. [2] for background on CIM3).
Proposal B2:
· Determine PA output backoff using RF simulations and according to RAN4 requirements for error vector magnitude, in band emissions, spectrum flatness, spectrum emission mask, and adjacent channel leakage, spurious and accounting for counter-IM3.

Since the OBO tends to vary as a function of the location of the transmission in the band, it is important to test in a variety of positions, including some sampling of both inner, outer, and edge PRBs.
In the second step of the evaluation, link simulations of each transmission configuration are used to determine BLER.  Each transmission configuration is given by the transmission scheme, the payload transmitted, and the radio channel conditions.  
One key aspect is that transmission schemes are compared using a same amount of time-frequency resource and at a same spectral efficiency. Otherwise it is difficult to determine if there is a net benefit of schemes when used in a real system, since more or less bandwidth will be needed or more or less throughput can be achieved.  Similarly, it is important that the resources allocated by the network if spectrum extension is used are compatible with Rel-15/16/17 UEs.  Therefore, spectrum extension should not allocate resources for spectrum extension outside of the resources allocated using Rel-17 resource allocation mechanisms.
Proposal B3:
· Compare schemes at the link level using a same amount of time-frequency resource and at a same spectral efficiency, and assuming Rel-17 resource allocation mechanisms.
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