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1. Background
  In RAN Plenary #94, 3GPP has agreed to study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface, including following objectives [1]:

AI/ML model, terminology, and description to identify common and specific characteristics for framework investigations:
· Characterize the defining stages of AI/ML related algorithms and associated complexity:
· Model generation, e.g., model training (including input/output, pre-/post-process, online/offline as applicable), model validation, model testing, as applicable 
· Inference operation, e.g., input/output, pre-/post-process, as applicable
· Identify various levels of collaboration between UE and gNB pertinent to the selected use cases, e.g., 
· No collaboration: implementation-based only AI/ML algorithms without information exchange [for comparison purposes]
· Various levels of UE/gNB collaboration targeting at separate or joint ML operation. 
· Characterize lifecycle management of AI/ML model: e.g.,  model training, model deployment , model inference, model monitoring, model updating
· Dataset(s) for training, validation, testing, and inference 
· Identify common notation and terminology for AI/ML related functions, procedures and interfaces
· Note: Consider the work done for FS_NR_ENDC_data_collect when appropriate


In RAN1, various aspects related with general framework have been discussed as listed in the Appendix. Regarding categorization based on collaboration levels, 
In this paper, we give our view about further clarification on collaboration level boundary, utilization of Model ID and model functionality. 
2. Categorization of collaboration level of AI/ML usage in Air Interface.
 In Table 1, we describe our understanding of the features for each collaboration level. 

Table 1 Collaboration level category 

	Collaboration Level Category
	Collaboration 
	Network role

	UE role

	Potential information exchanged between UE and network

	Level x:
Implementation
	AI/ML is fully implementation based 
	Implementation specific Built in AI/ML Models
	Implementation specific Built in AI/ML Models
	None

	Level y:
Information exchange

	AI/ML usage without Model transfer.

Information exchange between gNB and UE for AI/ML usage.

Model Training at gNB or UE.
	Update AI/ML Model/inference & related parameters.

Provide AI/ML model/inference tuning parameters to UE.

Model training at gNB.
	Update AI/ML Model /Inference & related parameters.

Provide parameters for tunning of AI/ML at gNB.

Model training at UE
	- Model assistance information
- Model parameter 
- Inference updates from UE to gNB and vice versa
- Model performance information from UE to gNB

	Level z:
Model Exchange

	Model exchange between gNB and UE.
Model update from external repository.
	Transfer AI/ML model to UE.
Update or download new models from repository.
	Transfer AI/ML model to gNB.
Download model from gNB.
Update or download new models from repository.
	- Information for Level y
- Information useful to identify a model to download to UE
- AI/ML model data
- 



We consider level x is sufficiently clarified and no need for further discussion.

Level y: Signalling-based collaboration without model transfer
In this collaboration level, various kinds of information exchange can be considered. Regarding the actual information shared between network and UE, multiple types of information can be assumed:

a. AI/ML assistant information
i. Parameter(s) for tuning AI/ML model/inference
ii. Parameter(s) to control AI/ML functionality application
b. Indication of the necessity to update the AI/ML model

Our understanding of the agreed categorization is to classify the impact of standardization in terms of signaling specification. In order to discuss necessary signaling further for Level y, it is necessary to clarify what kinds of collaborations are included in this collaboration level. In our understanding, in level y, the following collaborations are included:

Level y-1: NW based AI/ML application
All of the AI/ML related functionality is on NW except for measurement function at UE side. UE may report necessary measurement information to NW.

Level y-2: Dual-sided AI/ML application
Both NW and UE play some parts of role for AI/ML operations, including learning, inference, model management and so on. Details and feasibility of this level should be studied further.

Level y-3: UE based AI/ML application
All of the AI/ML related functionality is on UE except for some measurement function at NW side. NW may indicate necessary measurement information to UE. 

The above category may be defined independently, in that case, the above categorization can be called as framework.

Level z: Signalling-based collaboration with model transfer
In this level, NW can manage the model UE uses for AI/ML operation. Learning can be done mainly at NW side and resulting updated model can be sent to UE. Operation with opposite direction is also possible from technical perspective. In our opinion, the first priority of this collaboration level is to specify the interaction between network and UE about management of the AI/ML models, which are aligned with common data format. Based on the common data format, 3GPP can discuss how to manage model parameters, how to conduct model update, how to inform of necessary assistant information.

Observation 1
If it is enabled for proprietary format model to interact 3GPP system, common interface has to be specified even if it is proprietary format based AI/ML model.

In our opinion, for this study item phase, any procedures in LCM except for the model transfer/delivery can be discussed independently from the collaboration level discussion. 

Proposal 1
Confirm the following working assumption:
· Define Level y-z boundary based on whether model delivery is transparent to 3gpp signalling over the air interface or not.
· Note: other procedures than model transfer/delivery are decoupled with collaboration level y-z
· Clarifying note: Level y includes cases without model delivery.


Proposal 2 
Further clarification of the AI/ML collaboration Level y includes:
· Level y-1: NW based AI/ML application
· Level y-2: Dual-sided AI/ML application
· Level y-3: UE based AI/ML application
The above clarification can be independently defined as framework, instead of clarification of the collaboration levels.


Proposal 3
For collaboration level z, controllable model parameters should be aligned with collaboration level y, at least.


3. Discussion on Model and Functionality identification
 As shown in Section 1, RAN1 has agreed to utilize model ID for life cycle management. However, the detail of how to handle each step for LCM is still not discussed. In addition, functionality identification is discussed in a few meetings as a procedure for LCM. It is necessary to formulate detailed relationship between model identification and functionality identification. From our perspective, model ID can be utilized in multiple areas in LCM while functionality identification is performed at the initial stage of the AI/ML deployment to align use cases and UE’s AI/ML capability between the network and UE We explain how the model ID can be utilized in the following areas.

AI/ML Model Parameter Exchange
Based on the UE AI/ML capability, NW can configure UE with necessary parameter indication, or UE can notify necessary information to the NW in response to the request from NW. For example, such parameter sets can be predefined, and categorized as index. Such index for model parameter exchange may be defined as Model ID.


Observation 2: Model ID is useful for AI/ML model parameter exchange.

Model Update/Upgrade
Based on UE’s AI/ML Model Repository, the following procedure may be applied: 
(i) New model update,
(ii) Existing model upgrade, 
(iii) Inference update,
(iv) Model training.

For the model update/upgrade, one of the discussion points is how to effectively manage history of model update/upgrade. To realize the management of the history of the model, it is beneficial to assign ID to each model. In addition, it is necessary for UE to know the model is updated. There are multiple ways to realize it. As an example, the NW may notify different model ID, which is structured e.g., by [base model ID + model parameter version]. With that, by utilizing model ID, UE may be able to know the model UE is using is updated.


Observation 3: Model ID is useful for Model update/upgrade.

Proposal 4
Model ID should be changed upon the model update so that UE could know the model is updated.


Performance Monitoring, Model Training
Based on Model performance feedback, based on KPI evaluated, gNB can perform one of the following actions.
(i) New model update,
(ii) Existing model upgrade, (iii) Inference update,
(iv) No action,
(v) Model training.

To realize the procedure related with model, monitoring of KPI should be done with awareness of the model currently applied at NW and/or UE. In that sense, model ID is necessary to realize performance monitoring and model training.

Proposal 5
Performance monitoring should be done with awareness of model ID.
Observation 4: Model ID is useful for performance monitoring and model training.

As we discussed above, model ID could be a key role to conduct life cycle management in many procedures. Since at collaboration level zi, both the network and UE should be aware of the model to exchange, model ID is beneficial to handle procedures above. For collaboration level y, model ID can be utilized to manage model parameters related with the deployed model.

Observation 5: Model ID is useful at least for collaboration level y and z i.

Another point for the model ID is who will manage the model ID. At least, we consider there are both cases of gNB signaling and UE signaling. In case of gNB signalling, as an example, the network can indicate model id to indicate model for UE to deploy. For the case of UE signalling, UE can indicate network about the model that the UE deploys. At least in case of collaboration level z, both cases are beneficial for the network to manage the model in the system.

[bookmark: _Hlk118733492]Proposal 6
Both gNB and UE can indicate model ID depending on the framework deployed.


 According to [3], one of the purposes of model functionality is to manage supported collaboration levels depending on e.g., UE’s mobility, or size of the area where one or multiple AI/ML models should support. Therefore, management of the relationship between functionality ID and model ID is necessary. Such configuration may be predefined in spec or configured by signaling, depending on the use cases to apply AI/ML.
 In addition to the relationship between functionality and AI/ML model, functionality has to be defined based on necessary collaboration level because the collaboration level is strongly related with AI/ML LCM framework to apply. Possible collaboration level is different depending not only on UE’s capability but e.g., UE’s mobility, number of UEs managed by the AI/ML operation, and the size of area to support. Therefore, the functionality may change time by time depending on the UEs’ situation. 
As agreed in the previous meeting, the model id can be indicated as a part of functionality id. However, it is not clear whether it is possible to whole related parameters with functionality ID needs to be updated every time, depending on the change e.g., in mobility of UEs. Therefore, in addition to the management based on functionality ID, it is necessary to manage model parameters by utilizing model ID.

Observation 6
Exact set of the parameters for a functionality can be defined depending on the use cases.
Proposal 7
Model ID should be able to be indicated separately with functionality ID, in addition to the indication within functionality ID.

The functionality is “A process/method of identifying an AI/ML functionality for the common understanding between the NW and the UE.” Therefore, it should include all the necessary parameter to perform collaboration between the NW and the UE. At least the following parameters should be included:
· Model ID
· Collaboration Level

Proposal 8
Functionality should be related with the model ID and the collaboration level.
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Figure 1 Relationship between different model definition

 Regarding the terminology definition of the model and functionality, there are different views depending on companies. In figure 1, summary of the different terminology from our perspective is depicted. 

In our understanding, functionality identification is strongly related with model structure identification because model structure is decided based on the use cases and AI/ML capability of UEs. Therefore, if structure identification is necessary, it should be performed as functionality identification before model identification.
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Figure 2 Functionality identification and Model identification

Proposal 9
If functionality identification is performed within 3GPP framework, it should be performed before the model identification, if two different approaches coexist in in AI/ML operation for the same use case.

From perspective of the model identification, the problem is how to identify model structure. There are multiple possibilities to solve the problem: 

· Solution 1: UE driven - identify model structure identically in functionality identification,
· Solution 2: NW driven - identify model structure identically in functionality identification,
· Solution 3: identify model structure by differentiating model ID with consideration of model structure,
· Solution 4: UE indicate deployed model structure to the network, separately,
· Solution 5: Model performance requirements are specified in spec. for each use case. UE selects appropriate model structure that satisfies specified requirements, without awareness from the network.

In solution 1, based on the information about available AI/ML use cases, UE decides model structure to apply. On the other hand, in solution 2, the network decides the model structure to apply based on the report from UE about AI/ML related capability. 
There are other ways without involving functionality identification. In solution 3, model structure is identified by indicating model ID, by including model structure ID information to the model ID (hierarchical ID). In solution 4, model structure is identified by any schemes outside the 3GPP specification. In solution 5, only the model performance is specified with applicable model structure. By referring to the specification, applied model structure is identified depending on the use cases. 

Proposal 10
Discuss further about preferable solutions to identify model structure with/without functionality identification.


4. Conclusion
 In this contribution, we discussed about AI/ML framework and model ID. The following proposals and observations were made.

Observation 1
If it is enabled for proprietary format model to interact 3GPP system, common interface has to be specified even if it is proprietary format based AI/ML model.
Observation 2: Model ID is useful for AI/ML model parameter exchange.
Observation 3: Model ID is useful for Model update/upgrade.
Observation 4: Model ID is useful for performance monitoring and model training.
Observation 5: Model ID is useful at least for collaboration level y and z i.
Observation 6
Exact set of the parameters for a functionality can be defined depending on the use cases.

Proposal 1
Confirm the following working assumption:
· Define Level y-z boundary based on whether model delivery is transparent to 3gpp signalling over the air interface or not.
· Note: other procedures than model transfer/delivery are decoupled with collaboration level y-z
· Clarifying note: Level y includes cases without model delivery.

Proposal 2 
Further clarification of the AI/ML collaboration Level y includes:
· Level y-1: NW based AI/ML application
· Level y-2: Dual-sided AI/ML application
· Level y-3: UE based AI/ML application
The above clarification can be independently defined as framework, instead of clarification of the collaboration levels.

Proposal 3
For collaboration level z, controllable model parameters should be aligned with collaboration level y, at least.
Proposal 4
Model ID should be changed upon the model update so that UE could know the model is updated.
Proposal 5
Performance monitoring should be done with awareness of model ID.
Proposal 6
Both gNB and UE can indicate model ID depending on the framework deployed.
Proposal 7
Model ID should be able to be indicated separately with functionality ID, in addition to the indication within functionality ID.
Proposal 8
Functionality should be related with the model ID and the collaboration level.
· Solution 1: UE driven - identify model structure identically in functionality identification,
· Solution 2: NW driven - identify model structure identically in functionality identification,
· Solution 3: identify model structure by differentiating model ID with consideration of model structure,
· Solution 4: UE indicate deployed model structure to the network, separately,
· Solution 5: Model performance requirements are specified in spec. for each use case. UE selects appropriate model structure that satisfies specified requirements, without awareness from the network.

Proposal 9
If functionality identification is performed within 3GPP framework, it should be performed before the model identification, if two different approaches coexist in AI/ML operation for the same use case.
Proposal 10
Discuss further about preferable solutions to identify model structure with/without functionality identification.
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Appendix: Agreements related to AI/ML LCM operations
Based on the objective, it is necessary to discuss framework of AI/ML deployment. In RAN1 #109-e meeting, the following agreement has been made for AI/ML collaboration level:

Agreement
Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1. Level x: No collaboration
2. Level y: Signaling-based collaboration without model transfer
3. Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary 

 In RAN1 #110bis-e meeting, related with the agreement above, further clarification of the boundary among collaboration levels were discussed.
Working Assumption
· Define Level y-z boundary based on whether model delivery is transparent to 3gpp signalling over the air interface or not.
· Note: other procedures than model transfer/delivery are decoupled with collaboration level y-z
· Clarifying note: Level y includes cases without model delivery.

Agreement
Clarify Level x/y boundary as:
· Level x is implementation-based AI/ML operation without any dedicated AI/ML-specific enhancement (e.g., LCM related signalling, RS) collaboration between network and UE.
(Note: The AI/ML operation may rely on future specification not related to AI/ML collaboration. The AI/ML approaches can be used as baseline for performance evaluation for future releases.)


Since the definition of level x was clarified, RAN1 needs to continue discussion about boundary between y and z. A key difference between y and z based on the definition is the existence of model transfer. So far such handling of AI/ML model is performed based on Model ID. For the Model ID, RAN1 has made the following agreement in RAN1 #110bis-e meeting.:


Agreement
Study LCM procedure on the basis that an AI/ML model has a model ID with associated information and/or model functionality at least for some AI/ML operations when network needs to be aware of UE AI/ML models
FFS: Detailed discussion of model ID with associated information and/or model functionality.
FFS: usage of model ID with associated information and/or model functionality based LCM procedure
FFS: whether support of model ID
FFS: the detailed applicable AI/ML operations

Agreement
For model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models, study the following mechanisms:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network
· UE-autonomous, UE’s decision is reported to the network
· UE-autonomous, UE’s decision is not reported to the network
FFS: for network sided models
FFS: other mechanisms

In RAN1#111 meeting, there was further discussion about framework of AI/ML model management, and new terminology “functionality” was provided as follows:
Agreement
For UE-part/UE-side models, study the following mechanisms for LCM procedures:
For functionality-based LCM procedure: indication of activation/deactivation/switching/fallback based on individual AI/ML functionality
Note: UE may have one AI/ML model for the functionality, or UE may have multiple AI/ML models for the functionality.
FFS: Whether or how to indicate Funtionality
For model-ID-based LCM procedure, indication of model selection/activation/deactivation/switching/fallback based on individual model IDs
Working Assumption 
	Terminology
	Description

	Model identification
	A process/method of identifying an AI/ML model for the common understanding between the NW and the UE
Note: The process/method of model identification may or may not be applicable.
Note: Information regarding the AI/ML model may be shared during model identification.



	Terminology
	Description

	Functionality identification
	A process/method of identifying an AI/ML functionality for the common understanding between the NW and the UE
Note: Information regarding the AI/ML functionality may be shared during functionality identification.
FFS: granularity of functionality


Note: whether and how to indicate Functionality will be discussed separately. 

In RAN1#112 meeting, collaboration level was further categorized in terms of the model format in collaboration level z.

Agreement
To facilitate the discussion, consider at least the following Cases for model delivery/transfer to UE, training location, and model delivery/transfer format combinations for UE-side models and UE-part of two-sided models. 

	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top
	Outside 3gpp Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format
	3GPP Network
	NW-side

	z3
	model transfer in open format
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE
	3GPP Network
	NW-side



Note: The Case definition is only for the purpose of facilitating discussion and does not imply applicability, feasibility, entity mapping, architecture, signalling nor any prioritization.
Note: The Case definition is NOT intended to introduce sub-levels of Level z.
Note: Other cases may be included further upon interest from companies.
FFS: Z4 and Z5 boundary 

Agreement
For UE-side models and UE-part of two-sided models:
· For AI/ML functionality identification
· Reuse legacy 3GPP framework of Features as a starting point for discussion.
· UE indicates supported functionalities/functionality for a given sub-use-case.
· UE capability reporting is taken as starting point.
· For AI/ML model identification 
· Models are identified by model ID at the Network. UE indicates supported AI/ML models.
· In functionality-based LCM
· Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). 
· Models may not be identified at the Network, and UE may perform model-level LCM.
· Study whether and how much awareness/interaction NW should have about model-level LCM
· In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 
FFS: Relationship between functionality identification and model identification
FFS: Performance monitoring and RAN4 impact 
FFS: detailed understanding on model 


Agreement
· AI/ML-enabled Feature refers to a Feature where AI/ML may be used. 
Agreement
· For functionality identification, there may be either one or more than one Functionalities defined within an AI/ML-enabled feature.


In RAN1#112bis-e meeting, related with LCM, the followings are noted:

Agreement
· For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.
· FFS: Signaling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities
· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
· FFS: Other aspects that may constitute Functionality
· FFS: which aspects should be specified as conditions of a Feature/FG available for functionality will be discussed in each sub-use-case agenda.
· For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models:
· model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.
· FFS: Which aspects should be considered as additional conditions, and how to include them into model description information during model identification will be discussed in each sub-use-case agenda.
· FFS: Relationship between functionality and model, e.g., whether a model may be identified referring to functionality(s).
· FFS: relationship between functionality-based LCM and model-ID-based LCM
· Note: Applicability of functionality-based LCM and model-ID-based LCM is a separate discussion.

Conclusion
From RAN1 perspective, it is clarified that an AI/ML model identified by a model ID may be logical, and how it maps to physical AI/ML model(s) may be up to implementation.
· When distinction is necessary for discussion purposes, companies may use the term a logical AI/ML model to refer to a model that is identified and assigned a model ID, and physical AI/ML model(s) to refer to an actual implementation of such a model.

Agreement
· Study necessity, mechanisms, after functionality identification, for UE to report updates on applicable functionality(es) among [configured/identified] functionality(es), where the applicable functionalities may be a subset of all [configured/identified] functionalities.
· Study necessity, mechanisms, after model identification, for UE to report updates on applicable UE part/UE-side model(s), where the applicable models may be a subset of all identified models.
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