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Introduction
In RAN1#112b-e meeting, several agreements and conclusion were made as listed in Annex. This contribution further discusses on several aspects on AI/ML for CSI feedback enhancement other than evaluation, and provides our view on potential specification impact. 

Discussion
Potential specification impacts for CSI compression
In order to support AI/ML based CSI compression, the following potential specification impact can be considered. In the last meeting, it was agreed to further study on legacy CSI feedback signaling framework for AI/ML based CSI compression as captured below. Agreement
The study of AI/ML based CSI compression should be based on the legacy CSI feedback signaling framework. Further study potential specification enhancement on 
· CSI-RS configurations (No discussion on CSI-RS pattern design enhancements)
· CSI reporting configurations 
· CSI report UCI mapping/priority/omission
· CSI processing procedures.   
Other aspects are not precluded


·  CSI reporting enhancement 
In order to support two-sided AI/ML model based CSI compression, enhancement of CSI reporting is needed and this sub-section discusses potential specification impact on CSI reporting enhancement. 
First, new CSI reporting quantity representing CSI generated by AI/ML can be defined. This is because generated CSI at UE which is output of encoder is not directly matched with current definition of PMI. Also, AI/ML generated CSI may not be reported together with other CSI contents, e.g., CQI and RI, since calculation of CQI and RI can be different from current NR. 
Second, whether the two-part encoding used in legacy CSI reporting can be applied for the AI/ML based CSI compression or not. In the legacy, two part CSI encoding is used where the size of Part 1 CSI is fixed and that of part 2 CSI is variable depending on the values/parameters in Part 1 CSI. Following is an example of Type 2 CSI reporting. 
· Part 1 CSI: 
· CRI / RI / CQI (for 1st CW) / # of NZC across layers
· Part 2 CSI: 
· LI / PMI
In AI/ML based CSI compression, two-part encoding also can be considered. In this case, # of actual bits for AI/ML generated CSI can be newly introduced in Part 1 CSI since it affects the size of Part 2 CSI. Also, any pre/processing information such as quantization type or frequency granularity for CSI compression can also be included in Part 2 CSI. Then, an example of two-part encoding for AI/ML based CSI compression can be as follows
· Part 1 CSI: 
· CRI / RI / CQI (for 1st CW) / # of actual bits for AI/ML based CSI across layers
· Part 2 CSI: 
· LI / AI/ML generated CSI / Quantization info / frequency granularity
In agenda item 9.2.2.1, several AI/ML model settings according to layer and/or rank are agreed to be studied. For example, there are layer specific model or layer common model. Thus, the actual payload per layer may be different according to AI/ML model. In that sense, # of actual bits for AI/ML based CSI can be reported per layer where this value has a dependency on RI value. So, three-part CSI encoding can also be considered. In addition, if # of actual bits for AI/ML based CSI is reported per layer, RI may not be necessary. Instead, AI/ML model id, if supported, which implicitly represents the actual # of feedback bits can be reported. Which type of information for representing actual # of feedback bits can be further discussed by taking into account of applicability, versatility, and feedback overhead. 

Proposal #1: For CSI reporting for AI/ML based CSI compression, two-part encoding can be considered where # of actual bits for AI/ML generated CSI can be included in Part 1 CSI. FFS on which type of information (explicit or implicit) for representing actual # of feedback bits by taking into account of applicability, versatility, and feedback overhead. 

· CQI / RI determination
In legacy, UE measures CSI-RS and estimates channel matrix. Then, UE calculate preferred CSI (e.g., RI, CQI, PMI) based on the channel measurement and pre-defined codebook such as Type 1 and 2 CSI. In RAN1#112 meeting, following agreement regarding for CQI determination was made. 
In this agreement, several options for the CQI calculation of AI/ML based CSI compression were listed. CSI reconstruction part at gNB is not taken into account in Option 1, while in Option 2 it is considered in. In option 1a, the CQI is calculated with channel estimation at UE. For instance, eigen vector can be employed for CQI calculation. In option 2, the procedure is similar to option 1, but there can be some offset signaling from gNB in order to adjust the CQI gap between eigen vector which can be near-optimal and AI/ML based CSI. In Option 1c, non-AI/ML based CSI report based on legacy codebook is triggered in addition to AI/ML based CSI report. Then, the CQI and RI can be determined based on the non-AI/ML based CSI report. In this case, determination of actual CQI and/or RI of AI/ML based CSI report can be up to gNB implementation. Agreement
In CSI compression using two-sided model use case, further study the following options for CQI determination in CSI report, if CQI in CSI report is configured.    
· Option 1: CQI is NOT calculated based on the output of CSI reconstruction part from the realistic channel estimation, including
· Option 1a: CQI is calculated based on target CSI with realistic channel measurement  
· Option 1b: CQI is calculated based on target CSI with realistic channel measurement and potential adjustment 
· Option 1c: CQI is calculated based on legacy codebook
· Option 2: CQI is calculated based on the output of CSI reconstruction part from the realistic channel estimation, including
· Option 2a: CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference with potential adjustment
· Note: CSI reconstruction part at the UE can be different comparing to the actual CSI reconstruction part used at the NW. 
· Option 2b: CQI is calculated using two stage approach, UE derive CQI using precoded CSI-RS transmitted with a reconstructed precoder.   
· Other options are not precluded
· Note1: feasibility of different options should be evaluated 
· Note2: Gap analyses between the UE side CQI calculation results and the NW side results, as well as the impact on the scheduling performance should be evaluated
Note3: Complexity of CQI calculation needs to be evaluated, including the computing complexity and potential RS/signaling overhead

Option 2a allows UE to have AI/ML model of actual or proxy reconstruction part, so transfer of CSI reconstruction part from gNB or training entity is required, or proxy model for reconstruction model shall need to be available at UE side. Thus, this option requires additional signaling overhead and/or implementation complexity at UE side. 
For Option 2b, in our understanding, it requires more latency and resources to calculate CQI. The main purpose of CSI compression sub-use case is overhead reduction, so option 2b seems not appropriate with this purpose. Therefore, option 2 can be deprioritized.

Proposal #2: For CQI determination of AI/ML based CSI compression, prioritize option 1 (CQI is NOT calculated based on the output of CSI reconstruction part from the realistic channel estimation).

·  CSI priority rule and CSI omission 
As captured above, in the last meeting, it was agreed to further study on CSI priority rule and CSI omission for AI/ML based CSI compression. CSI priority rule is supported in NR to handle the case of signal collision. It can be further discussed whether AI/ML generated CSI can have the same priority of legacy CSI or not. For CSI omission, it is introduced from Rel-15 NR to efficiently report UCI when NW configured PUCCH or PUSCH resources are not enough to carry UE’s preferred CSI. In AI/ML based CSI reporting, CSI omission can be enhanced if the AI/ML based CSI is generated under some constraint on reporting payload. Or, actual CSI compression ratio information used in AI/ML model can be reported as a new CSI reporting content. Since this value can control the overall payload of AI/ML based CSI, it can be included in Part 1 CSI. 

Proposal #3: Consider CSI compression ratio information as new CSI reporting content. 

· Codebook subset restriction
In legacy codebook subset restriction is employed in order to manage inter-cell interference. In CBSR for Type I CSI, N1*N2*O1*O2 bit-map is configured by RRC where each bit is corresponding to certain spatial domain basis vector. If value of 0 is indicated via bitmap, corresponding SD basis is not take into account when CSI calculation. In case of Type II CSI, in addition to SD basis restriction, soft power restriction is considered. 
In AI/ML based CSI compression, some CSI restriction method can also be considered in order to reduce inter-cell and/or intra-cell interference. One way is based on the pre-processing. In this way, certain beam direction and/or amplitude indicated by CBSR configuration can be eliminated from AI/ML input via pre-processing. Another way is using CBSR configuration as AI/ML inputs, and then AI/ML model generates CSI by considering CBSR. 
In our view, interference mitigation is one of the key factors for increasing throughput, thus such CSI restriction should be taken into account in AI/ML based CSI feedback. Compared to legacy configuration, enhancement aspects can be flexibility of CSI restriction. For this purpose, CBSR configuration can be associated with some form of ids such as configuration id, site id, zone id, etc. Or, dynamic switching can also be considered to efficiently support UE mobility. 

Proposal #4: Consider enhancement of CSI restriction at least followings
· Configuration associated with form of ids such as configuration id, site id, zone id, etc.
· Dynamic configuration switching

· CSI processing unit (CPU) and CSI reference resource
In NR, CPU is defined to efficiently process CSI reports at UE. For CPU, the UE reports the number of supported simultaneous CSI calculation per CC and across CC. Based on the reported value and pre-defined CPU occupancy rule, UE determines whether to process triggered CSI reports or not. AI/ML based CSI calculation/reporting is quite different from the legacy CSI calculation/reporting in terms of computational complexity. In addition, we may consider employing multiple AI/ML models at the same time, and it may consider independent life cycle management for each of AI/ML model. In this situation, re-using legacy CSI processing criteria may not be sufficient. If it is not sufficient, we can newly define new CSI processing unit to handle AI/ML based CSI reporting. In addition, general AI/ML processing unit to handle AI/ML models for various use cases including CSI, BM, positioning, etc., also can be considered. 

Proposal #5: Consider defining new CSI processing unit to handle the AI/ML based CSI feedback. 

· Fallback operation
In the RAN1#110bis, it is agreed to further study on specification impact of co-existence and fallback operation between AI/ML and legacy modes. Since AI/ML is data-driven model, its performance depends on the training dataset. If the channel statistic is changed from the training dataset, the AI/ML model used for CSI feedback may not be valid. Normally, LCM is a process of model deployment, training, inference, monitoring and update. If the AI/ML model is not valid or outdated, the model needs to be re-trained or updated which may require a long processing time. In this case, UE needs to fallback to legacy CSI reporting. Therefore, it is worthwhile to discuss on the fallback operation when the AI/ML based CSI reporting is not valid. Particularly, the condition of fallback mode and procedure of fallback mode can be discussed. As a simple way, if the metric such as performance metric (e.g., throughput) or intermediate metric (e.g., SGCS) used for model monitoring is changed to the value larger than given threshold, the fallback operation can be triggered. Also, fallback operation can be triggered by UE or NW side as the model monitoring can be done at UE side and/or NW side. In case of NW side triggering, explicit indication or timer based approach can be considered. 

Proposal #6: Consider at least following aspects for fallback operation
· Condition of Fallback mode
· NW initiated Fallback mode

Conclusion
In this contribution, we discussed on several aspects on AI/ML for CSI feedback enhancement other than evaluation. Based on the above discussion, we have the following proposals. 

Proposal #1: For CSI reporting for AI/ML based CSI compression, two-part encoding can be considered where # of actual bits for AI/ML generated CSI can be included in Part 1 CSI. FFS on which type of information (explicit or implicit) for representing actual # of feedback bits by taking into account of applicability, versatility, and feedback overhead. 
 Proposal #2: For CQI determination of AI/ML based CSI compression, prioritize option 1 (CQI is NOT calculated based on the output of CSI reconstruction part from the realistic channel estimation).
Proposal #3: Consider CSI compression ratio information as CSI reporting contents. 
Proposal #4: Consider enhancement of CSI restriction at least followings
· Configuration associated with form of ids such as configuration id, site id, zone id, etc.
· Dynamic configuration switching
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Annex
Agreement
The study of AI/ML based CSI compression should be based on the legacy CSI feedback signaling framework. Further study potential specification enhancement on 
· CSI-RS configurations (No discussion on CSI-RS pattern design enhancements)
· CSI reporting configurations 
· CSI report UCI mapping/priority/omission
· CSI processing procedures.   
· Other aspects are not precluded. 
Agreement
In CSI compression using two-sided model use case, for UE-side monitoring, further study potential specification impact on triggering and means for reporting the monitoring metrics, including periodic/semi-persistent and aperiodic reporting, and other reporting initiated from UE.


Agreement
In CSI prediction using UE-side model use case, whether to address the potential spec impact of CSI prediction depends on RAN#100 final conclusion, focusing on the following
· data collection procedure, mainly including RS configuration, measurement and report configuration, reusing as much as possible what is defined for UE side use cases
· monitoring procedure and metric for AI-based CSI prediction.
· Model/functionality selection/switching and finetuning procedure.
· Note: Discussion on potential specification impact is limited to aspects which would NOT duplicate the work in Rel-18 MIMO WI.
· Note: Minimize LCM related potential specification impact discussion that follow the high-level principle of other one-sided model sub-cases.  

Agreement
In CSI compression using two-sided model use case, for NW-side monitoring, further study the necessity, feasibility and potential specification impact to enable performance monitoring using an existing CSI feedback scheme as the reference.
· The association between AI/ML scheme and existing CSI feedback scheme for monitoring
· Note: The metric for monitoring and comparison includes intermediate KPI and eventual KPI.
· Other aspects are not precluded.


Conclusion
In CSI compression using two-sided model use case, gradient-exchange based sequential training over the air interface is deprioritized in R18 SI.   


Agreement
In CSI compression using two-sided model use case, further study the necessity and potential specification impact of the following aspects related to the ground truth CSI format for NW side data collection for model training:   
        Scalar quantization for ground-truth CSI
       FFS: any processing applied to the ground-truth CSI before scalar quantization, based on evaluation results in 9.2.2.1
        Codebook-based quantization for ground-truth CSI
       FFS: Parameter set enhancement of existing eType II codebook, based on evaluation results in 9.2.2.1
· Number of layers for which the ground truth data is collected. And whether UE or NW determine the number of layers for ground-truth CSI data collection.

Agreement
In CSI compression using two-sided model use case, further study  the necessity and potential specification impact on quantization alignment, including at least: 
       For vector quantization scheme, 
· The format and size of the VQ codebook
· Size and segmentation method of the CSI generation model output 
       For scalar quantization scheme,
· Uniform and non-uniform quantization
· The format, e.g., quantization granularity, the distribution of bits assigned to each float.
· Quantization alignment using 3GPP aware mechanism.
