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Introduction
The Rel-18 study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface NR positioning evolution was agreed upon during the RAN#94-e [1] meeting, where one of the objectives included the discussion on potential specification impacts encompassing the positioning use case. 
During RAN1#112 [2] meeting, the following agreements were reached:
	Agreement
Regarding training data generation for AI/ML based positioning, 
· The following options of entity and mechanisms to generate ground truth label are identified
· At least PRU is identified to generate ground truth label for UE-based positioning with UE-side model (Case 1) and UE-assisted positioning with UE-side model (Case 2a)
· At least LMF with known PRU location is identified to generate ground truth label for UE-assisted/LMF-based positioning with LMF-side model (Case 2b) and NG-RAN node assisted positioning with LMF-side model (Case 3b)
· At least network entity with known PRU location is identified to generate ground truth label for NG-RAN node assisted positioning with gNB-side model (Case 3a)
· FFS whether and if so, applicable conditions and potential specification impact for the following options to generate ground truth label
· UE generates ground truth label based on non-NR and/or NR RAT-dependent positioning methods
· Network entity generates ground truth label based on positioning methods
· The following options of entity to generate other training data (at least measurement corresponding to model input) are identified
· For UE-based with UE-side model (Case 1) and UE-assisted positioning with UE-side (Case 2a) or LMF-side model (Case 2b)
· PRU 
· UE
· For NG-RAN node assisted positioning with Network-side model (Case 3a and Case 3b)
· TRP
· Note: transfer of training data from the entity generating training data to a different entity is not precluded and associated potential specification impact is for further study
Agreement
Regarding training data collection for AI/ML based positioning, study benefit(s) and potential specification impact (including necessity) at least for the following aspects
· Associated information of training data
· Quality indicator at least for ground truth label (if needed)
· Other information associated with training data is not precluded. E.g., information related training dataset/samples, information related to scenario, resource configuration & mapping, timing for training data, information on implementation imperfections, etc.
· Assistance signaling and procedure to facilitate generating/collecting training data
· Potential determination of the UE/PRU/TRP which can provide the training data
· Configuration of reference signal (for measurement and/or label) 
· Signaling other than above 2 for data collection
· E.g., requested quality of training data
Agreement
Regarding AI/ML model monitoring for AI/ML based positioning, to study and provide inputs on benefit(s), feasibility, necessity and potential specification impact for the following aspects
· Entity to derive monitoring metric
· UE at least for Case 1 and 2a (with UE-side model)
· FFS PRU for Case 1 and 2a
· gNB at least for Case 3a (with gNB-side model)
· FFS gNB for Case 3b (with LMF-side model)
· LMF at least for Case 2b and 3b (with LMF-side model)
· Note1: companies are requested to report their assumption of entity to calculate monitoring metric if different from above options for each of the agreed cases (Case 1 to Case 3b)
· If model monitoring does not require ground truth label (or its approximation).
· Monitoring metric, e.g., statistics of measurement, relative displacement, inference output inconsistency, etc.
· Assistance signaling and procedure, e.g., RS configuration(s) for measurement, measurement statistics as compared to the model input statistics of the training data, etc.
· report of the calculated metric and/or model monitoring decision
· If model monitoring requires and is provided ground truth label (or its approximation)
· Monitoring metric, e.g., statistics of the difference between model output and ground truth label, etc.
· Assistance signaling and procedure, e.g., from LMF to UE/gNB indicating ground truth label and/or measurement, etc.
· report of the calculated metric and/or model monitoring decision
· Note2: other options (of monitoring methods, monitoring metrics, assistance signaling) are not precluded
Agreement
Regarding AI/ML model inference, to study the potential specification impact (including the feasibility, and the necessity of specifying AI/ML model input and/or output) at least for the following aspects for AI/ML based positioning accuracy enhancement
· For direct AI/ML positioning (Case 2b and 3b), type of measurement(s) as model inference input considering performance impact and associated signaling overhead
· Potential new measurement: CIR/PDP
· existing measurement: e.g., RSRP/RSRPP/RSTD
· Note1: details of potential new measurement and/or potential enhancement to existing measurement is to be studied
· Note2: study the impact of model input for other cases are not precluded
· For AI/ML assisted positioning with UE-assisted (Case 2a) and NG-RAN node assisted positioning (Case 3a), measurement report to carry model output to LMF
· new measurement report: e.g., ToA, path phase
· existing measurement report: e.g., RSTD, LOS/NLOS indicator, RSRPP
· enhancement of existing measurement report: e.g., soft information/high resolution of RSTD 
· Assistance signaling and procedure to facilitate model inference for both UE-side and Network-side model
· RS configurations
· Other assistance information is not precluded 
Note: Companies are encouraged to report their assumption of functionality and their assumption of information element(s) of AI/ML functionality identification for AI/ML based positioning with UE-side model (Case 1 and 2a).



During the RAN1#113 meeting [3], the following agreements were reached:
	Agreement
Regarding monitoring for AI/ML based positioning, at least the following entities are identified to derive monitoring metric
· UE at least for Case 1 and 2a (with UE-side model)
· gNB at least for Case 3a (with gNB-side model)
· LMF at least for Case 2b and 3b (with LMF-side model)
Agreement
Regarding monitoring for AI/ML based positioning, at least the following aspects are identified for further study on benefit(s), feasibility, necessity and potential specification impact for each case (Case 1 to 3b)
· Assistance signaling from LMF to UE/PRU/gNB for UE/gNB-side model monitoring
· Assistance signaling from UE/PRU for network-side model monitoring
· Model monitoring based on provided ground truth label (or its approximation)
· Monitoring metric: statistics of the difference between model output and provided ground truth label
· Provisioning of ground truth label and associated label quality
· Model monitoring using at least statistics of measurement(s) without ground truth label
· Monitoring metric: e.g., statistics of measurement(s) compared to the statistics associated with the training data
· Note1: the measurement(s) may or may not be the same as model input 
· Note2: other monitoring methods (e.g., based on statistics of model output without ground truth label, based UE motion sensor and/or jointly based on multiple monitoring metrics) are not precluded



This contribution provides a further discussion on the use cases to consider and potential impacts to the specification in relation to application of AI/ML to enhance positioning performance. 
Potential Specification Impacts
Data Set Construction and Collection
The training and inference models are largely influenced by the scale of data as well as the type and quality/accuracy of data used to train it. In the context of positioning, the data source may consist of the different entities including target-UE serving gNB and/or neighbouring gNB(s) and LMF.
If the training and inference is performed at the LMF, then the gNB and UE positioning measurements are key to the data set construction. If the training and inference are performed on the gNB and UE side, then data set is constructed based on locally collected measurements as well as measurements/data gathered from other entities. Such positioning measurements may be provided on a offline basis based on a past time instances/intervals (e.g., in the order of past hours, days, etc.) or when performing online training. 
Request/Report of Training Data 
In terms of requesting and reporting of training data, existing schemes may be utilised to enable training data transfer. The training data may be requested in the following manner:
· A whole or part of a positioning training dataset may be provided by a UE or network entity, e.g., LMF, NG-RAN node, which can be regarded as training data acquisition.
· Positioning measurements may be used to construct a training dataset, where in this case measurements may be performed in one UE/network entity and the training dataset may be constructed in another UE/entity, which can be regarded as training dataset construction.
Training dataset acquisition, training dataset construction and actual training of the model can be considered as separate processes which may or may not necessarily take place in the same entity.
Proposal 1: Training dataset acquisition, training dataset construction and actual training of a model may be considered as separate processes may not necessarily take place in the same entity.
Furthermore, the use of unsupervised or supervised learning models at each node also depends on whether the data set is composed of raw measurements or associated labels. For example, in the case of the labelled data, further discussion may be required on a common framework to structure and signal such labels during the data collection procedure. In addition, associated mechanisms to enable exchange of assistance information to assist with optimal data set construction depending on the type of learning model deployed at each entity may be needed. 
The entity/node requesting the data may also be further enabled to request if the provided data is to be labelled (in the case of supervised/semi-supervised learning models) or unlabelled (raw data in the case of unsupervised learning models). Furthermore, the type of labels may vary depending on the AI/ML model being used. Such labels may for example, include location information associated with each measurement and timestamp information to obtain some time domain information of each measurement. These labels may at least be required depending on the type of positioning models, e.g., especially in Cases 1-2b. The measurement configuration and reporting framework can be further enhanced to optimize the various AI/ML models deployed at each node. For example, the LMF may request a set of measurements based on a set of measurement criteria, that are to be optimized for a particular AI/ML model, e.g., explicit request of certain features based on the type of positioning technique, request raw data or data with data specific labels. This effectively improves the way measurement data is collected, especially for the AI/ML-based positioning. In addition, label quality indication can be signalled in order to provide insights on the useability of the labelled of data.
Existing LPP messages such as RequestLocationInformation and ProvideLocationInformation may be used to indicate the need to provide data labels or not. Similar procedures can re-used on the NRPPa interface to enable NG-RAN nodes to provide data with or without labels.
Proposal 2: Existing LPP/NRPPa signalling may be used to provide labelled/unlabelled data indication to different UEs/network entities.
During the RAN1#112bis-e meeting [3], the following working assumption was made:
	Working Assumption
Regarding data collection at least for model training for AI/ML based positioning, at least the following information of data with potential specification impact are identified.
· Ground truth label
· At least for model training
· Report from the label data generation entity
· Measurement (corresponding to model input)
· At least for model training
· Report from the measurement data generation entity
· Quality indicator
· For and/or associated with ground truth label and/or measurement at least for model training
· Report from the label and/or the measurement data generation entity and/or as request from a different (e.g., data collection, etc.) entity
· RS configuration(s)
· At least for deriving measurement
· Request from data generation entity (UE/PRU/TRP) to LMF and/or as LMF assistance signaling to UE/PRU/TRP
· Note1: there may not be any enhancements on top of existing RS configuration(s) or any new RS configuration(s) for positioning measurement
· Time stamp
· At least for and/or associated with training data for model training
· Separate time stamp for measurement and ground truth label, when measurement and ground truth label are generated by different entities
· Report from data generation entity together with training data and/or as LMF assistance signaling
· Note2: there may not be any enhancements on top of time stamp in existing positioning measurement report or any new time stamp report for positioning measurement
· FFS other necessary information (e.g., scenario identifier. LOS/NLOS condition, timing error, etc.) for data collection
· Note3: whether the above information can be applied to other aspects of AI/ML LCM (e.g., updating, monitoring, etc.) can also be discussed
· Note4: transfer of data from the entity generating data to a different entity is not precluded from RAN1 perspective


Ground truth label, measurement(s) corresponding to the model input, quality indicators, RS configuration(s), time stamp information aspects are important for enabling data collection at least for training purposes. It is therefore, recommended that RAN1 to confirm the working assumption made during RAN1#112bis-e on data collection.
Proposal 3: RAN1 to confirm the working assumption made during RAN1#112bis-e on data collection at least for training data purposes.
Training Data Generation
Positioning training datasets comprise primarily of positioning measurements, which also require configuration from the network-side in the case of RAT-dependent measurements. RAT-independent measurements may also be considered to generate training data. The current positioning framework enables configuration of both RAT-dependent and RAT-independent measurements in the case of UEs, while the NG-RAN node may be configured to use perform UL-based measurements, e.g., UL-AoA, UL-RTOA, etc. Therefore, existing measurement configuration signalling procedures that are supported can also be re-used to enable training data generation in the form of measurements for both Direct AI/ML and Assisted AI/ML positioning sub-use cases. However, these configurations should be tailored to perform AI/ML positioning measurements, which may differ to non-AI/ML positioning measurements, e.g., reference locations should be provided along with the measurement configuration in order to understand where these ground truth measurements should be performed. However, it is understood that there may not be any enhancements on top of existing RS configuration(s) or any new RS configuration(s) for positioning measurements.
Proposal 4: Support Direct AI/ML and Assisted AI/ML positioning configurations for RAT-dependent and RAT-independent positioning measurements to generate training data. 
Training Data Transfer
Positioning datasets might be generated in one node, but they might be required at another node, for example, for initial model training, model update and model monitoring. Efficient transfer of the dataset is a very important topic that should be discussed.
In general, there are two approaches for Training data transfer:
· Alt. 1 - Proprietary signaling. The Positioning-dataset is transferred without specification impact using non-3GPP technologies
· Alt. 2 - Positioning-dataset transfer using 3GPP-signaling.
Each of these methods has its own pros/cons, but the important point is that maybe both of them are required based on the stage of the model in the LC. 
For instance, Alt. 1 (proprietary signalling) of the training dataset may be more reasonable for initial training phases, however it may not be suitable for other stages of the LCM, e.g., model adaptation (update) due to latency requirements which may be impossible to meet using proprietary signalling. 
Alt. 2 can be used for transmission of update or monitoring datasets which enable fast exchange of information, but it might be not the appropriate model for transmission of large positioning-datasets, e.g., the datasets needed for initial training of the model.
Proposal 5: Evaluate schemes related to transfer of positioning-dataset for different stages of the LCM.
Proposal 6: Evaluate the following schemes for transfer of positioning-dataset:
· Option 1 - Proprietary signaling. The Positioning-dataset is transferred without specification impact using non-3GPP technologies
· Option 2 - Positioning-dataset transfer using 3GPP-signaling.
Data Sources
In terms of ground truth label data collection, there should be devices with known locations to serve as reference ground truth data sources. In this case, the so-called Positioning reference units (PRUs) discussed in Rel-17 for a different purpose (mitigation of timing errors) should be considered as potential ground truth data sources. In Rel-17, PRUs were characterised as UEs/TRPs with known locations to perform reference measurements for the purposes of timing error mitigation in relation to the positioning measurements. The PRU concept can be extended for the purposes of AI/ML positioning in terms of ground truth data collection. However, a key difference is that a PRU would have to collect sufficient measurements at each of the designated reference locations in a given environment and therefore would be more mobile as opposed to the PRU discussed in Rel-17.  The PRU may therefore be a UE or a distributed TRP. As an initial step, further discussion would be needed on how to trigger and configure such devices for ground truth data collection and how this may fit in the overall positioning data collection framework.
Table 2 discusses the different cases in which the data may be collected for each of the agreed cases:
[bookmark: _Ref118371357]Table 2: Mapping of data collection entities for each AI/ML positioning model type
	No
	Cases
	Possible Data source Entities

	1
	UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
	PRU as a UE, Normal UE

	2a
	UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
	PRU as a UE, Normal UE

	2b
	UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
	PRU as a UE, Normal UE

	3a
	NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
	NG-RAN nodes (serving gNB / neighbouring gNBs), PRU as a TRP

	3b
	NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
	NG-RAN nodes (serving gNB / neighbouring gNBs), PRU as a TRP



It can be observed that in the case of UE-assisted and UE-based positioning models (Cases 1-2b), the potential data collection sources may include PRU as a UE – used for extensive training of AI/ML model and Normal UE – used for update of the training data in a solicited manner. It is important to note that MDT capable UEs have already been used to collect data on behalf operators.
Observation 1: MDT for normal UEs has already been utilised to collect UE measurement and location data for the purposes of network maintenance and operations by MNOs.
Furthermore, in Cases 3a and 3b the NG-RAN node comprising the serving gNB and neighbouring gNBs may act as potential data sources. Furthermore, certain assigned TRPs can act as reference nodes to collect data for Cases 3a. In addition, PRU as a TRP/reference TRPs may be deployed in a distributed manner (e.g., based on CU-DU architectures) across certain environments, e.g., indoor factories, to act as constant data sources to support Cases 3a and 3b. In addition, it would be also useful to collect locations of transmission points, e.g., locations where the SRS is being transmitted by the UE. 
Proposal 7: For NG-RAN node assisted positioning, further study the role of reference TRPs/PRU TRPs and UEs as data sources to extend data collection in a distributed manner for Cases 3a and 3b.
Model Management 
Model Monitoring
Support for AI/ML model monitoring or maintenance is required via feedback and update procedures. Since the radio propagation channel environment and UE movements are dynamic, it is important to ensure the validity of the data set with respect to the trained model. This is to avoid any potential invalidity of the data set based on updated conditions of the environment and UE. Regular AI/ML model monitoring and update procedures therefore need to be supported.

During the RAN1#112 meeting [2], aspects related to the feasibility, potential specification impact, and benefits of monitoring AI/ML models in positioning was discussed. For cases 1 and 2a, the UE can derive the monitoring metric, while the use of PRU UE for monitoring is FFS. Similarly, for case 3a, the gNB may derive the monitoring metric with case 3b being FFS. Cases 2b and 3b, where LMF-side models are used, the LMF has been agreed to derive the monitoring metrics. In order to increase flexibility of deriving the monitoring metric, the PRU UE and gNB can also be considered as entities for case 1 and 2a and 3b, respectively. Furthermore, it should be further clarified whether the entity deriving the model monitoring metric is the same entity performing the model monitoring, which in our view is also feasible.

Proposal 8: In order to increase flexibility of the derivation of the model monitoring metric, support PRU UE as an entity for Cases 1 and 2a, while support gNB as an entity for case 3b.

Proposal 9: RAN1 to further confirm that the entity deriving the model monitoring metric is the same entity that may also perform model monitoring.

Since model monitoring is a continuous process and may vary with time, sufficient statistics on the model output will assist in determining if the model output is deviating from the desired performance. To this end, two scenarios of performing with and without the aid of ground truth label may be considered. The types of statistical parameters/information should be further understood, e.g., mean, std deviation, variance, etc. It should also be further studied whether such parameters should be considered for specification impact or may be left up to implementation.

Proposal 10: FFS type of statistical information, e.g., mean, std deviation, variance, etc used for model monitoring based on model output statistics without ground truth label information.

Model-ID and Functionality-based LCM
The positioning AI/Models or functionality associated with such AI/ML models needs to be generally identified to facilitate Life Cycle Management (LCM) with the assistance of the Network. From our perspective, both "functionality-based LCM" and "model-ID-based LCM" have the same objective, but they aim to target different hierarchical levels of AI/ML model awareness. One hierarchy is focused on "functionality", which considers configuration parameters and applicable conditions, while the other focus is on the overall "model" encompassing model description, configurations and applicable conditions. Nonetheless this is an ongoing discussion in AI 9.2.1 and any updates or applicability on the Positioning use case can be awaited pending progress on the AI 9.2.1 discussion.
Proposal 11: Monitor progress on discussions relating to model-ID-based LCM or functionality-based LCM in AI9.2.1 and await if any outcomes are applicable to the Positioning use case.
In order to perform model transfer, it is reasonable to assume that such models need to be unambiguously identified by other network entities/UEs. Therefore, the IDs associated to each of the models and functionalities may be considered feasible to enable such transfers, in addition to any related meta information which can be conveyed along with the ID during Model transfer, e.g., model type, model size, etc. In addition, RAN1 should strive to avoid redundancies model ID and functionality-based indication and aim for a unified ID to encapsulate both functionalities. 
Proposal 12: Support model transfer using associated Model IDs and meta-information to help facilitate the transfer to other network entities/UEs.
Model Inference
New and existing measurements have been agreed as model inference inputs during RAN1#112 as a starting point. New measurement such as CIR profile and as PRS RSSI can be considered as potential new measurements to facilitate direct AI/ML and Assisted AI/ML positioning, while it is straightforward to re-use existing measurements such as RSTD/Rx-Tx time difference measurements/RSRPP/RSRP.  A key issue is the overhead introduced by measuring CIR, which needs further study. PRS RSSI can be defined in the similar manner as CSI-RSSI to serve as potential unique fingerprints of a target-UE to enable Direct AI/ML positioning.
Proposal 13: Support new measurements such as CIR, considering reporting overhead impact and PRS RSSI for model inference inputs, while existing Rel-16/Rel-17 positioning measurements may also be re-used.
In terms of the enhancement of AI/ML-assisted measurement report for model inference purposes, ToA as new measurement should also be defined although this is in any case computed by the UE. This can be applicable to PRS. In the case of SRS, RTOA is anycase reported with respect to a reference time. It should also be feasible to re-use existing elements, which are being reported to the LMF, e.g., additional paths, LOS/NLOS indicator.
Proposal 14: Support new measurement report elements such as TOA at least for PRS while existing Rel-16/Rel-17 positioning measurement reporting elements may also be re-used, e.g., additional paths, LOS/NLOS indicator, etc.
Further assistance signalling may also be utilised to facilitate Model inference, such as providing AI/ML RS configuration to perform measurements, which would serve as model inference input. These configurations may need to be further studied in the case of any new measurements, while the existing RS configuration may require minor adaptations in terms additional information such as reference location information in which the configured PRS resources are to be measured. It is noted that no new enhancements on the actual physical layer RS configuration are to be expected. 
Proposal 15: Consider additional assistance data for the existing RS configurations to enable AI/ML positioning measurements for model inference, e.g., indication to measure PRS at specific reference locations.
Framework for RAN and Air-Interface Intelligence
[image: ]
[bookmark: _Ref93412014]Figure 1: Overview of AI/ML Functional Blocks
The general AI/ML model and relationship between different entities has already been studied and captured from RAN3 perspective, comprising of the key components of the AI/ML model lifecycle including data collection, model training and model inference. Figure 1 illustrates a high-level framework the general AI/ML framework for the Air interface. As with the use cases other cases, the positioning framework is foreseen to have impacts to the AI/ML procedures among the different components, e.g., data collection, model training, model inference, and model management.  Model storage is a component could be possibly stored outside of RAN and may considered optional, although it should be also controlled by the Model Management block to deliver/transfer AI/ML model from such locations, where applicable.
Network-UE collaboration levels
Some progress was achieved during the past meeting in AI 9.2.1 on the identification and functionality of different collaboration levels:
	(AI 9.2.1) RAN1#109-e Agreement
Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1. Level x: No collaboration
2. Level y: Signaling-based collaboration without model transfer
3. Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary 
(AI 9.2.1) RAN1#110-bis-e Agreement
Clarify Level x/y boundary as:
· Level x is implementation-based AI/ML operation without any dedicated AI/ML-specific enhancement (e.g., LCM related signalling, RS) collaboration between network and UE.
(Note: The AI/ML operation may rely on future specification not related to AI/ML collaboration. The AI/ML approaches can be used as baseline for performance evaluation for future releases.)
(AI 9.2.1) RAN1#111 Agreement
For the study of benefit(s) and potential specification impact for AI/ML based positioning accuracy enhancement, one-sided model whose inference is performed entirely at the UE or at the network is prioritized in Rel-18 SI.
(AI 9.2.1) RAN1#112 Agreement
To facilitate the discussion, consider at least the following Cases for model delivery/transfer to UE, training location, and model delivery/transfer format combinations for UE-side models and UE-part of two-sided models. 
	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top
	Outside 3gpp Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format
	3GPP Network
	NW-side

	z3
	model transfer in open format
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE
	3GPP Network
	NW-side


Note: The Case definition is only for the purpose of facilitating discussion and does not imply applicability, feasibility, entity mapping, architecture, signalling nor any prioritization.
Note: The Case definition is NOT intended to introduce sub-levels of Level z.
Note: Other cases may be included further upon interest from companies.
FFS: Z4 and Z5 boundary



The positioning framework essentially involves three key entities to support the features and functionality of both RAT-dependent and RAT-independent positioning methods, i.e., the LMF (location server), base station (gNB) and UE. Due to the different type of learning approaches, e.g., centralized learning or federated learning, it is recommended that the network-UE collaboration levels be broadly defined.

Observation 2: For positioning, three entities in the RAN/CN require tight coordination and collaboration including LMF, NG-RAN nodes (serving and neighbouring gNBs) and the target-UE.

Table 1 describes the different Network-UE collaboration levels in the context of positioning. The collaboration level classification may be broadly divided into further sub-levels for the data/signals exchanging for data collection, model management and/or inference as shown in Table 1.
[bookmark: _Ref101363379]Table 1: AI/ML Network-UE collaboration levels for Positioning
	Category
	Collaboration for the data collection
	Collaboration for the model management
	Collaboration for the model inference
	Description

	Level x: No collaboration
	×
	×
	×
	A single node is responsible the AI/ML internal management of the positioning configurations and/or measurements e.g., LMF or UE. 
Therefore, no specification impact is expected

	Level y: Signaling-based collaboration without model transfer
	y0
	
	×
	×
	Signalling across nodes to exchange the data for positioning AI/ML model.

	
	y1
	
	
	×
	Signalling across nodes to exchange positioning AI/ML model management related configurations.

	
	y2
	
	
	
	Signalling across nodes to exchange positioning AI/ML model management related configurations and data for inference. 

	Level z: Signaling-based collaboration with model transfer
	z1
	
	
	×
	Signalling across nodes to exchange positioning AI/ML model management and model transfer related parameters.

	
	z2
	
	
	
	Signalling across nodes to exchange positioning AI/ML model management, model inference and model transfer related parameters, as well as AI-based inference of the UE’s estimated position.



The scope definitions for network-UE collaboration levels require further study in the context of positioning and are quite general. For the positioning use cases, the following aspects need to be considered:
· The data collection mechanisms for model training and inference for Levels y and z
· Due to the dependency of the AI/ML model on the training data, there is a need for a mechanism to update the model due factors such as changes in the radio propagation environment, mobility, etc.
· Include support activation/deactivation of AI/ML models with monitoring

Proposal 16: Consider the following additional aspects with respect to the network-UE collaboration levels y and z including the associated sub-levels:
· Data collection for training/inference
· Model Life Cycle Management (including model acquisition, activation/deactivation of AI/ML models, model monitoring and update at the LMF, serving and neighbouring gNBs, and target-UE)
· Model inference
· Interactions with positioning modules via data pre-/post-processing

Model Transfer
Mechanisms should also be supported in which model transfer of a positioning AI/ML model may take place between UE, gNB and the LMF. Such models are envisioned to be quite large in terms of the different model parameters and appropriate and efficient signalling of such parameters should be further studied. Diffferent formats may be specified based on AI 9.2.1 agreement across different network-collaboration levels including open and proprietary formats.

Proposal 17: Further study mechanisms to enable efficient positioning AI/ML model transfer between UE, gNB and LMF including the different types of formats.
Positioning Sub-use cases
Direct AI/ML positioning offers the opportunity to introduce a standalone positioning method, which directly determine a target-UE’s positioning estimate, while AI/ML assisted positioning employs AI/ML approaches to improve current methods including associated measurements to enhance the positioning accuracy. These include environments which are challenging for positioning, e.g., NLOS or dense multipath environments. During the RAN1#110-bis-e meeting [4], different cases were agreed to be studied in which AI/ML positioning inference may be at least applied including:
· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
Direct AI/ML Positioning
Fingerprinting
RF Fingerprinting is a well-known positioning technique, which leverages RSS measurements, which are normally collected offline which are then mapped to ground truth locations. Any subsequent measurements received by the UE during the online phase are then mapped to these ground truth locations, in order to determine a UE’s location. The accuracy of this technique is usually coarse and can at best indicate the rough position/geographic location of the UE. The accuracy also depends on the granularity of the ground truth locations. In the context of 3GPP positioning, fingerprinting techniques have already been employed in some manner, e.g., in the case of DL-AoD (used to map gNB antenna information to DL-PRS based beam-specific RSRP measurements in order to determine the AoD, or in the case of E-CID where RRM measurements are used to map the UE’s location on cell level (based on the cell ID).
The ground truth location granularity may increase the amount of measurement data to be collected, which may prove to be advantageous for certain AI/ML models. The study should also aim to focus on the following scenarios:
· Online training of the data may not be feasible or practical in dynamic and large environments, e.g., urban outdoor scenarios. The analysis in this scenario should consider that the environment variables are not constant (which constitutes the majority of practical use cases).
· Offline training of the data in small and relatively predictable environments, such as indoor office or indoor factory settings. The offline training dataset and associated trained model would still require updates to capture the movement of different objects within the same environment. 

Based on the above discussed cases for study, fingerprinting may be suitable for further study for Cases 1, 2b and 3b in the context of fingerprinting. In the case of UE-based positioning, the UE may directly leverage the collected fingerprints by performing inference for direct positioning estimation. For Case 2b and 3b, the LMF may leverage the collected measurements by applying inference of the received trained model at the LMF.

Proposal 18: Study fingerprinting under the Direct AI/ML positioning sub-use case, whereby channel observations/RS measurements, e.g., CIR, RAT-dependent and RAT-independent positioning measurements serve as unique RF signatures to train an AI/ML model to determine the target-UE’s location estimate.

Proposal 19: Further study fingerprinting in at least in following cases, where inference is being performed:
· Case 1: UE-based positioning with UE-side model
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model
· Case 3b: NG-RAN node assisted positioning with LMF-side model
AI/ML assisted Positioning
NLOS and Multipath 
It has been well-established that NLOS and multipath effects have detrimental positioning performance arising from ambiguous path and time-of-arrival (ToA) measurements. In Rel-17, multi-path (additional path) report enhancements and LOS/NLOS indication were introduced in order to address the issues prevalent in Indoor factory scenarios. Enhancements included:
· The maximum number of additional paths that can be reported is increased (up to 8) with per path RSRP measurements and associated relative timing supported. 
· Multiple UL-AOAs (up to 8) per additional path reporting is supported for the UL-TDOA and Multi-RTT positioning methods. 
· The LOS/NLOS indicator was introduced that can be associated with specific measurements, DL/UL reference signals / resources for positioning. 
However, despite these reporting enhancements, a few open issues remain which might fall under the scope of AI/ML methods including: 1) Selection criteria of the ‘best’ additional paths to be reported out of the total number of received paths, 2) NLOS Classification algorithms used at either the gNB (for UL-based measurements) or UE-side (DL-based measurements) and quality/accuracy of such classification algorithms. 
[bookmark: _Hlk101547603]Observation 3: Rel-17 focused on reporting enhancements for NLOS and multipath effects.
Figure 3  shows an example of the impact of NLOS on the current DL-AoD technique leading to various issues at different components of the overall procedure. As mentioned earlier, lack of LOS/NLOS classification accuracy of the DL-PRS RSRP measurements may lead to inaccurate data set construction for all positioning techniques including DL-AoD. The inaccurate data construction may also then lead to incorrect mapping of the beam antenna information to DL-PRS RSRP leading to the selection of an incorrect AoD. Alternatively, the inaccurate data construction may lead to further inaccuracies of a trained model at the LMF. 
LOS/NLOS identification using AI/ML assisted positioning may be applicable to the case where inference is performed both at the UE-side or LMF-side. This can be leveraged by cases 1 (using AI/ML-assisted positioning), 2a, 3a described above. Note that in Case 1, the functionalities and behaviour may be transparent to the specification as the UE may choose how to enhance its own measurements using an AI/ML model of its own choice.

[bookmark: _Ref101370934]Figure 3: Example of NLOS impact on the DL-AoD procedure
Proposal 20: RAN1 to consider LOS/NLOS identification under the AI/ML assisted positioning sub-use case for timing-based and angular-based positioning techniques, where the input data may comprise of all currently supported DL-based, UL-based, (DL+UL) measurements and the corresponding output comprises classification of measurements in terms of LOS and NLOS.
Proposal 21: Further study LOS/NLOS identification at least in terms of:
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
Conclusion
The following observations are summarized as follows:
Observation 1: MDT for normal UEs has already been utilised to collect UE measurement and location data for the purposes of network maintenance and operations by MNOs.
Observation 2: For positioning, three entities in the RAN/CN require tight coordination and collaboration including LMF, NG-RAN nodes (serving and neighbouring gNBs) and the target-UE.
Observation 3: Rel-17 focused on reporting enhancements for NLOS and multipath effects.
The proposals in this contribution are summarized as follows:
Proposal 1: Training dataset acquisition, training dataset construction and actual training of a model may be considered as separate processes may not necessarily take place in the same entity.

Proposal 2: Existing LPP/NRPPa signalling may be used to provide labelled/unlabelled data indication to different UEs/network entities.
Proposal 3: RAN1 to confirm the working assumption made during RAN1#112bis-e on data collection at least for training data purposes.

Proposal 4: Support Direct AI/ML and Assisted AI/ML positioning configurations for RAT-dependent and RAT-independent positioning measurements to generate training data.

Proposal 5: Evaluate schemes related to transfer of positioning-dataset for different stages of the LCM.
Proposal 6: Evaluate the following schemes for transfer of positioning-dataset:
· Option 1 - Proprietary signaling. The Positioning-dataset is transferred without specification impact using non-3GPP technologies
· Option 2 - Positioning-dataset transfer using 3GPP-signaling.

Proposal 7: For NG-RAN node assisted positioning, further study the role of reference TRPs/PRU TRPs and UEs as data sources to extend data collection in a distributed manner for Cases 3a and 3b.
Proposal 8: In order to increase flexibility of the derivation of the model monitoring metric, support PRU UE as an entity for Cases 1 and 2a, while support gNB as an entity for case 3b.

Proposal 9: RAN1 to further confirm that the entity deriving the model monitoring metric is the same entity that may also perform model monitoring.

Proposal 10: FFS type of statistical information, e.g., mean, std deviation, variance, etc used for model monitoring based on model output statistics without ground truth label information.

Proposal 11: Monitor progress on discussions relating to model-ID-based LCM or functionality-based LCM in AI9.2.1 and await if any outcomes are applicable to the Positioning use case.

Proposal 12: Support model transfer using associated Model IDs and meta-information to help facilitate the transfer to other network entities/UEs.
Proposal 13: Support new measurements such as CIR, considering reporting overhead impact and PRS RSSI for model inference inputs, while existing Rel-16/Rel-17 positioning measurements may also be re-used.
Proposal 14: Support new measurement report elements such as TOA at least for PRS while existing Rel-16/Rel-17 positioning measurement reporting elements may also be re-used, e.g., additional paths, LOS/NLOS indicator, etc.
Proposal 15: Consider additional assistance data for the existing RS configurations to enable AI/ML positioning measurements for model inference, e.g., indication to measure PRS at specific reference locations.

Proposal 16: Consider the following additional aspects with respect to the network-UE collaboration levels y and z including the associated sub-levels:
· Data collection for training/inference
· Model Life Cycle Management (including model acquisition, activation/deactivation of AI/ML models, model monitoring and update at the LMF, serving and neighbouring gNBs, and target-UE)
· Model inference
· Interactions with positioning modules via data pre-/post-processing

Proposal 17: Further study mechanisms to enable efficient positioning AI/ML model transfer between UE, gNB and LMF including the different types of formats.

Proposal 18: Study fingerprinting under the Direct AI/ML positioning sub-use case, whereby channel observations/RS measurements, e.g., CIR, RAT-dependent and RAT-independent positioning measurements serve as unique RF signatures to train an AI/ML model to determine the target-UE’s location estimate.

Proposal 19: Further study fingerprinting in at least in following cases, where inference is being performed:
· Case 1: UE-based positioning with UE-side model
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model
· Case 3b: NG-RAN node assisted positioning with LMF-side model
Proposal 20: RAN1 to consider LOS/NLOS identification under the AI/ML assisted positioning sub-use case for timing-based and angular-based positioning techniques, where the input data may comprise of all currently supported DL-based, UL-based, (DL+UL) measurements and the corresponding output comprises classification of measurements in terms of LOS and NLOS.
Proposal 21: Further study LOS/NLOS identification at least in terms of:
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
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