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1. Introduction
In RAN#99, updated WID on XR enhancements was approved [1]. From RAN1 perspective, the following objectives were specified for XR-specific capacity improvements.
	Specify the enhancements related to capacity:
-	Multiple Configured Grant (CG) PUSCH transmission occasions in a period of a single CG PUSCH configuration (RAN1, RAN2);  
-	Dynamic indication of unused CG PUSCH occasion(s) based on Uplink Control Information (UCI) by the UE (RAN1, RAN2);


In this contribution, we provide the discussion on the potential capacity enhancements for XR.
2. Discussion
Compared to dynamic grant (DG), configured grant (CG) is effective in reducing the delay. CG provides a UE with periodic resource allocations without having to send scheduling request (SR) and wait for scheduling DCI. CG is useful for minimizing the transmission delay to meet the packet delay budget (PDB) of XR services. CG has another characteristic that it is suitable for transmitting small and fixed size packets. Therefore, for UL scene/video traffic with large packets, one PUSCH transmission occasion within one CG period may not be enough. Additional dynamic scheduling is required, which causes additional delay. In order to solve this problem, it was agreed to support multiple PUSCH transmission occasions within one CG period, which is called multi-PUSCHs CG. In addition, it was also agreed that the UE can dynamically indicate the unused CG PUSCH occasion(s) to adapt to scene/video traffic whose packet size varies significantly. The indication by the UE allows the gNB to reallocate unused occasion(s) for other transmissions. This enhancement could help to avoid wasting resources when the UE is allocated more CG PUSCH occasions than it needs. 
2.1 Multi-PUSCHs CG
For TDRA design for a multi-PUSCHs CG, the following alternatives were discussed in the RAN1#112 meeting.
	Agreement
For determination of the time domain resource allocation of CG PUSCHs associated to a multi-PUSCHs CG, the following alternatives for further study:
· Alt-A: TDRA determination based on repetition framework. 
· Alt-A1: Follow the time domain resource mapping of Type A repetition
· N configured by higher layers or indicated by activation DCI
· Single SLIV is determined from TDRA
· The same SLIV in N PUSCH in consecutive slots per CG period
· FFS for non-consecutive slots
· FFS details, including related RRC parameters
· Alt-A2: Follow the time domain resource mapping of Type B repetition
· N configured by higher layers or indicated by activation DCI
· Single SLIV is determined from TDRA
·  The SLIV used for 1st PUSCH per CG period.
· N consecutive nominal PUSCHs with same duration per CG period
· Note: N is not necessarily the repetition factor.
FFS details, including related RRC parameters
· Alt-B: TDRA determination based on NR-U framework
· N and M configured by higher layers
· Single SLIV is determined from TDRA.
· The SLIV used for 1st PUSCH per CG period.
· M consecutive PUSCH TOs with same duration in slot. The M PUSCH TOs are used in N consecutive slots per CG period
· Note: N and M are configured independently from cg-nrofSlots-r16 and cg-nrofPUSCH-InSlot-r16, respectively. M and N configuration is independent from cgRetransmissionTimer configuration.
· FFS details, including related RRC parameters
· Alt-C: TDRA determination based on single DCI scheduling multiple PUSCHs
· Alt-C1: Follow Rel-16 single DCI scheduling multiple PUSCHs
· TDRA configured by pusch-TimeDomainAllocationListForMultiPUSCH-r16 with k2-r16
· A row of TDRA with N entries determines the time domain resources allocation of N PUSCH TOs per period
· Note: N PUSCH TOs should be consecutive PUSCH TOs in consecutive slots.
· FFS details, including related RRC parameters
· Alt-C2: Follow Rel-17 single DCI scheduling multiple PUSCHs
· TDRA configured by pusch-TimeDomainAllocationListForMultiPUSCH-r16 with extendedK2-r17
· A row of TDRA with N entries determines the time domain resources allocation of N PUSCH TOs per period
· Note: N PUSCH TOs can be non-consecutive PUSCHs and/or in non-consecutive slots.
· FFS details, including related RRC parameters



And RAN1#112bis-e meeting agreed to prioritize Alt-A1, Alt-B and Alt-C2. Alt-A1 allows one PUSCH in each of N consecutive slots based on the Type-A repetition framework while Alt-B allows M PUSCHs in each of N consecutive slots based on the NR-U framework. In our view, Alt-A1 can be merged with Alt-B for down-selection because Alt-A1 can be achieved by configuring M=1 in Alt-B.
Observation 1:	For TDRA design, Type-A repetition framework (Alt-A1) and NR-U framework (Alt-B) can be merged for down-selection.
[image: ]Alt-C2 follows the framework in DG for scheduling multiple PUSCHs by a single DCI. In other words, the gNB can schedule multiple PUSCH occasions by indicating the row index containing multiple SLIV entries in the TDRA table. The main difference between Alt-A1/B and Alt-C2 is whether PUSCH occasions can be allocated in non-consecutive slots. Alt-C2 can support this by providing different K2 per PUSCH occasion in the TDRA table. In terms of XR traffic characteristics, PUSCH transmission in non-consecutive slots would be useful to accommodate non-integer periodicity with a single CG configuration. For example, as shown in Figure 1, UL video traffic at 60 fps can be supported by a CG with 50ms periodicity which has PUSCH TOs in non-consecutive slots to align with 3 data bursts.
Figure 1: CG PUSCH TOs in non-consecutive slots aligned with XR non-integer periodicity
Observation 2:	In terms of XR traffic characteristics, PUSCH transmission in non-consecutive slots would be useful to accommodate non-integer periodicity with a single CG configuration.
On the other hand, it is not clear how Alt-A1/B can cover non-integer periodicity with a single CG configuration. If multiple CG configurations are required, this may be restrictive and complicated for UE operation. For this reason, Alt-C2 would be preferred for TDRA design.
However, in previous meeting, some companies had concerns that Alt-C2 is not applicable to CG Type 1 because there is no activation DCI. It would be beneficial for simplicity that the same solution could be applied to both CG types. In our view, Alt-C2 can be extended to CG Type 1 without significant specification impact. One possible way is to introduce K2 into the legacy equation for determining the time domain of Nth PUSCH occasion in CG Type 1, as follows.
[image: ]	[(SFN × numberOfSlotsPerFrame × numberOfSymbolsPerSlot)
	+ (slot number in the frame × numberOfSymbolsPerSlot) + symbol number in the slot] =
	(timeReferenceSFN × numberOfSlotsPerFrame × numberOfSymbolsPerSlot
	+ timeDomainOffset × numberOfSymbolsPerSlot + K2 × numberOfSymbolsPerSlot + S + N × periodicity)
	modulo (1024 × numberOfSlotsPerFrame × numberOfSymbolsPerSlot)
Figure 2: Determination of time domain of PUSCH occasions for CG Type 1 with multiple K2 values
The above equation can be used with different K2 for each PUSCH occasion of a multi-PUSCHs CG. The parameter K2 per PUSCH occasion can be configured by pusch-TimeDomainAllocationListForMultiPUSCH-r16 with extendedK2-r17 and can be indicated by timeDomainAllocation in the rrc-ConfiguredUplinkGrant IE for CG Type 1. With this enhancement, Alt-C2 would be workable for both CG Type 1 and Type2.
Observation 3:	TDRA determination based on Rel-17 single DCI scheduling multiple PUSCHs (Alt-C2) can be applied to CG Type 1 by extending the legacy equation for determining the time domain of Nth CG PUSCH occasion with the parameter K2.
Proposal 1:	For TDRA design, Alt-C2 can be prioritized.
For legacy CG that supports only one PUSCH occasion within a period, the HARQ Process ID associated with the first symbol of a UL transmission is derived from the following equations.
	HARQ Process ID = [floor(CURRENT_symbol / periodicity)] modulo nrofHARQ-Processes
HARQ Process ID = [floor(CURRENT_symbol / periodicity)] modulo nrofHARQ-Processes + harq-ProcID-Offset2
If this equation is applied directly to a multi-PUSCHs CG, the same HARQ process ID is calculated for all PUSCH occasions in a same period. In this case, the HARQ retransmission process may not work well. Therefore, it would be necessary to study how to assign a different HARQ process ID for each PUSCH occasion of a multi-PUSCHs CG. To address this issue, the agreement and working assumption were made as shown below.
	Agreement
From RAN1 perspective, for determination of HARQ process Ids associated to PUSCHs in multi-PUSCHs CG assuming one TB per PUSCH:
· The HARQ process ID for the first configured/valid PUSCH in a period is determined based on the legacy CG procedure when cg-RetransmissionTimer is not configured, and applying the following formula, whichever is applicable
· HARQ Process ID = [floor(X*(CURRENT_symbol – offset1) / periodicity) + offset2] modulo nrofHARQ-Processes
· HARQ Process ID = [floor(X*(CURRENT_symbol – offset1) / periodicity) + offset2] modulo nrofHARQ-Processes + harq-ProcID-Offset2
· FFS whether in formulas above X is outside or inside floor operation, i.e.
· HARQ Process ID = [X*floor( (CURRENT_symbol – offset1) / periodicity) + offset2] modulo nrofHARQ-Processes
· HARQ Process ID = [X*floor((CURRENT_symbol – offset1) / periodicity) + offset2] modulo nrofHARQ-Processes + harq-ProcID-Offset2
· (Working Assumption) The HARQ process ID of the remaining configured/valid CG PUSCHs in the period is determined by incrementing the HARQ process ID of the preceding PUSCH in the period by Y with module operation with nrofHARQ-Processes or module operation with (nrofHARQ-Processes + harq-ProcID-Offset2), whichever applicable.
· FFS whether X=1 or X= the number of configured PUSCHs in the CG period
· FFS whether Y =1 or a value larger than 1, e.g. Y=2.
· FFS: If Y>1, Y is determined based on RRC
· FFS whether Offset 1= 0 or can be a non-zero value. 
· FFS: If offset1 is non-zero, how offset1 is determined (i.e., based on RRC)
· FFS whether Offset 2= 0 or can be a non-zero value. 
· FFS: If offset2 is non-zero, how offset2 is determined (i.e., based on RRC or dynamically)
· Note1: The equations will be updated accordingly when FFSs are clarified, e.g., if X=1, remove X; if Y=1, remove Y; if non-zero offset1 or Offset 2 is not supported, remove offset 1 or Offset 2.
· Note2: A configured CG PUSCH is invalid if the CG PUSCH is dropped due to collision with DL symbol(s) indicated by tdd-UL-DL-ConfigurationCommon or tdd-UL-DL-ConfigurationDedicated or SSB.



This agreement may be useful to avoid the collision of HARQ process IDs, but it seems that a modification is needed with respect to the working assumption. The purpose of introducing harq-ProcID-Offset2 in Rel-16 was to separate the HARQ process pools of multiple CG configurations. In the current working assumption, HARQ process IDs not assigned to the CG configuration may be used. In other words, there may be HARQ process ID collisions between multiple CG configurations. To avoid this issue, if harq-ProcID-Offset2 is configured, it would be necessary to add harq-ProcID-Offset2 after the modulo operation with (nrofHARQ-Processes + harq-ProcID-Offset2). From the above perspective, we propose the following.
Proposal 2:	The following working assumption can be confirmed with the underlined modification.
· The HARQ process ID of the remaining configured/valid CG PUSCHs in the period is determined by incrementing the HARQ process ID of the preceding PUSCH in the period by Y with module operation with nrofHARQ-Processes or module operation with (nrofHARQ-Processes + harq-ProcID-Offset2) followed by the addition of harq-ProcID-Offset2, whichever applicable.
[image: ]Then the detail design (including the parameter X, Y and offset1/2) can be discussed. If the value of X is the number of configured PUSCHs in the CG period, it would be possible to avoid using the same HARQ process ID in adjacent CG periods. In this case, Y=1 is sufficient and there seems to be no advantage in using any other value. Otherwise, i.e., if X=1, it would be desirable that the Y is configured to a value larger than 1. For example, as shown in the Figure 3, when Y=2, separate HARQ process IDs can be assigned to CG PUSCHs in two adjacent CG periods even if X=1.
Figure 3: A example of HARQ process IDs with different combinations of X and Y
Proposal 3:	The following combinations of X and Y can be considered to avoid the collision of HARQ process IDs in adjacent CG periods.
· Alt.1: X= the number of configured PUSCHs in the CG period and Y=1
· Alt.2: X=1 and Y>1
Our understanding is that offset2 is intended to maximize the gap between CG PUSCH occasions using the same HARQ process ID by being set equal to the number of unused PUSCH occasion(s). In this case, offset2 needs to be determined dynamically based on the UCI indicating the unused PUSCH occasion(s). This may cause misunderstanding between the gNB and the UE if the gNB fails to detect the UCI. If offset2 is determined based on RRC, the motivation to introduce offset2 is not clear. Regarding offset1, the proponent explained that it is useful to overcome jitter impacts on CG PUSCH resource allocation. However, it is not clear how offset1 based on RRC works for dynamic jitter. Therefore, it is recommended to remove both offset1 and offset2 from the formula for determining the HARQ process ID of the first configured/valid PUSCH in a period.
Proposal 4:	For determination of HARQ process ID, both offset1 and offset2 can be removed from the formula.
2.2 Indication of unused CG PUSCH occasion(s) based on UCI
In RAN1#112bis-e meeting, the followings were agreed for the UCI content and the UCI transmission occasions.
	Agreement
For dynamic indication of unused CG PUSCH transmission occasion(s) based on a UCI, the indicated “unused” CG PUSCH TO(s), if any, by the UCI in a CG PUSCH for a CG configuration 
· can be consecutive or non-consecutive CG PUSCH TO(s) in time domain [in one CG period]
· FFS whether/how the unused TO(s) can be associated to multiple CG configuration.
Note: FFSs and further details in corresponding agreement in RAN1#112 for the selected option are remained for further discussion
Note: Above corresponds to Option 2 (w.r.t. agreement in RAN1#112)
Agreement
The UTO-UCI provides a bitmap where a bit corresponds to a TO within a time duration/range. The bit indicates whether the TO is “unused”.
· FFS: Details including time duration/range
Note: The term “UTO-UCI” refers to the “UCI that provides information about unused CG PUSCH transmission occasions” for convenience.
Agreement
· Option 1: For a CG PUSCH configuration, the UTO-UCI is included in every CG PUSCH that is transmitted (that is Option 1 in corresponding agreement in RAN1#112)
· FFS details
· Note: The term “UTO-UCI” refers to the “UCI that provides information about unused CG PUSCH transmission occasions” for convenience.



For the FFS of the agreement, in our view, there is no additional benefit from the applying the UCI indication to multiple CG configurations. If this extension is supported, the UCI needs to include a bitmap whose size corresponds to the total number of TOs of multiple CG configurations. However, given that multiple CG configurations have different periodicities, the number of bits required for each UCI could be variable, which would complicate the UCI design. Therefore, it is not recommended to support the UCI indication associated with multiple CG configurations. 
Proposal 5:	The UCI indication associated with multiple CG configurations is not supported.
Then further discussion is needed on the time duration/range of TOs that can be indicated as unused or not by each UCI. The simplest approach is for the UCI to provide the indications to all configured CG PUSCH TOs in one CG period. In this case, the required bitmap size is equal to the number of configured TOs in one CG period. Alternatively, the UCI can provide the indications to the remaining configured CG PUSCH TOs after the UCI is sent in one CG period. This approach can save wasted bits while the bitmap size is variable depending on the number of remaining TOs.
Proposal 6:	The UCI can provide the indications to
· Alt.1: all configured CG PUSCH TOs in one CG period.
· Alt.2: the remaining configured CG PUSCH TOs in one CG period.
3. Summary and proposal
In this contribution, we provided the following observations and proposals.
Observation 1:	For TDRA design, Type-A repetition framework (Alt-A1) and NR-U framework (Alt-B) can be merged for down-selection.
Observation 2:	In terms of XR traffic characteristics, PUSCH transmission in non-consecutive slots would be useful to accommodate non-integer periodicity with a single CG configuration.
Observation 3:	TDRA determination based on Rel-17 single DCI scheduling multiple PUSCHs (Alt-C2) can be applied to CG Type 1 by extending the legacy equation for determining the time domain of Nth CG PUSCH occasion with the parameter K2.
Proposal 1:	For TDRA design, Alt-C2 can be prioritized.
Proposal 2:	The following working assumption can be confirmed with the underlined modification.
· The HARQ process ID of the remaining configured/valid CG PUSCHs in the period is determined by incrementing the HARQ process ID of the preceding PUSCH in the period by Y with module operation with nrofHARQ-Processes or module operation with (nrofHARQ-Processes + harq-ProcID-Offset2) followed by the addition of harq-ProcID-Offset2, whichever applicable.
Proposal 3:	The following combinations of X and Y can be considered to avoid the collision of HARQ process IDs in adjacent CG periods.
· Alt.1: X= the number of configured PUSCHs in the CG period and Y=1
· Alt.2: X=1 and Y>1
Proposal 4:	For determination of HARQ process ID, both offset1 and offset2 can be removed from the formula.
Proposal 5:	The UCI indication associated with multiple CG configurations is not supported.
Proposal 6:	The UCI can provide the indications to
· Alt.1: all configured CG PUSCH TOs in one CG period.
· Alt.2: the remaining configured CG PUSCH TOs in one CG period.
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