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1. Introduction
[bookmark: _Hlk111120272]In RAN 94-e meeting, the SID of artificial intelligence (AI) / machine learning (ML) for NR air interface was agreed[1]. Some standards related to AI have also been discussed. In this contribution, we focus on the evaluations of AI/ML-based beam management (BM), including the EVM and evaluation results for spatial domain (BM-Case 1). Some simulation results will be provided to justify some conclusions.
2. Evaluation methodology
2.1. Evaluation Sub-case and scenario

According to the SID,the AI-based beam management can be classified into the following three categories, but not limit to:
1. Beam Prediction in spatial domain.
2. Beam prediction in time domain.
3. Beam selection accuracy improvement.

In this contribution, we evaluate the 1st BM-Case. The evaluation method we take is Top-K Tx-Rx beam pair(s) prediction. Evaluation simulation of the scenario we will take the dense urban scenario.

2.1.1 Dense urban scenario for BM-Case1
The NW broadcasts 32 SSBs periodically at FR2 for DL beam sweeping. Deployed with either single panel or multiple panels, UEs sweep all its 4 Rx beams per panel to search the best DL beam pair(s). 
 
Intuitively, both NW and UE apply DL Tx and Rx beams respectively with certain pattern. For instance, NW carries out analog beamforming in both vertical and horizontal direction, e.g. 8 beams in horizontal domain and 4 beams in vertical domain. The combinations of vertical beam and horizontal beam can be seen by UE as total 32 DL Tx beams. Then the number of DL beam pairs in Set A is 128 (32 Tx beams and 4 Rx beams). The selection of Set B is depicted in figure 1.
[image: 波束预测AI模型_波束选择规律]
Figure 1 : Selection of Set B
Assuming the beamforming pattern can be somehow learnt by neural network (NN), then only a limited number of DL measurement would be enough for NN to infer the quality of all DL beam pair links. The benefit comes from that a large portion of DL measurement of beam pairs can be replaced by beam prediction in spatial domain. This can be called as super-resolution problem.

2.2. AI model training  
2.2.1 Data set Composition
In our evaluation, the data set are generated by SLS as two parts. 

The 1st part is a subset of measured beam pairs and the corresponding L1-RSRP. This can be used as input of the NN for training purpose. The size of Set B in this evaluation is 32.
The 2nd part are the beam pair L1-RSRP of all the beam pairs , which can be seen as labels to the AI model. The size of Set A in this evaluation is 128.

The AI model is able to learn the spatial correlation of the data in Set B. The AI model can infer the L1-RSRP of all beam pairs based on the L1-RSRP data of a small number of beam pairs. Then we select the beam pair with best L1-RSRP utilizing less resources.

2.2.2 AI model 
For spatial beam prediction, we adopt one Deep Neural Network, which is depicted in Figure 1. The input to AI/ML model is the subset of DL measurements, i.e. L1-RSRP values of measured beam pairs in an order. Since the beam pair indexes of Set B is sequentially coupled with the model as inputs, the beam pair indexes can be implicitly captured by the NN models. 

Specifically, the AI/ML model 1 is to predict the RSRP for all beam pairs and the AI structure with 5 hidden layers is depicted in Figure 2. Note that the best L1-RSRP predicted by AI/ML model may not always correspond to the Top-K beam pair(s) predicted by AI/ML model 1. The case that the predicted beam pair index is not correct, but the predicted L1-RSRP is quite close to the actual L1-RSRP of the genie-aided beam pair. 
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Figure 2 : AI models to predict L1-RSRP(s) for all beam pairs
Observation 1: There are significant differences in the generalization performance of models for different scenarios.
2.2.3 Selection rules for Set B
Set B is usually used as input to an AI model. Therefore, the Set B must contain enough information for the model to make a prediction. In RAN#110bis-e, the beam pattern of Set B have been discussed and the following agreements were achieved.

Agreement @ RAN1#110bis-e
· Study the following options on the selection of Set B of beams (pairs) 
· Option 1: Set B is fixed across training and inference
· Option 2: Set B is variable (e.g., different beams (pairs) patterns in each time instance/report/measurement during training and/or inference), FFS:
· Opt A: Set B is changed following a set of pre-configured patterns 
· Opt B: Set B is randomly changed among pre-configured patterns 
· Opt C: Set B is randomly changed among Set A beams (pairs) 
· The number of beams(pairs) in Set B can be fixed or variable
· Note: BM-Case1 and BM-Case2 may be considered for different option. 
· Other options are not precluded. 

Compared to the option 2, fixed Set B allows the AI model to learn a more stable distribution of the data. The changing Set B requires a larger data set to learn data features, which may lead to more tedious AI training as well as more system overhead. 
Observation 2: The fixed Set B is easier to train and more accurate to infer than the variable Set B.
Once fixed Set B is used, no additional ID information is needed. All that is required is that the data is scanned in a fixed way and follows a fixed order to form the vector/matrix
Proposal 1: In AI training and inference stage, Fixed Set B can be the AI model input and should follow a specific order.

2.3. KPIs of AI models
In legacy beam management, L1-RSRP has been widely-used as beam selection metric. L1-RSRP is adopted for beam prediction due to its simple and easy to compute properties. KPIs for beam prediction will be discussed as follows
2.3.1 Beam prediction accuracy
The following agreements was made in RAN1#110bis-e.
Agreement
· The options to evaluate beam prediction accuracy (%):
· [bookmark: OLE_LINK1]Top-1 (%): the percentage of “the Top-1 genie-aided beam is Top-1 predicted beam”
· Top-K/1 (%): the percentage of “the Top-1 genie-aided beam is one of the Top-K predicted beams”
· Top-1/K (%) (Optional): the percentage of “the Top-1 predicted beam is one of the Top-K genie-aided beams”
· Where K >1 and values can be reported by companies.

In our evaluation procedure, Top-K beams may or may not include the Top-1 genie-aided beam. The accuracy to predict the Top-1 beams is often much lower than the accuracy to predict the Top-K. Due to the data distribution learned by the model, scanning K predicted beams would perform better than traditional sequential scanning. As for the 3rd metric The rest of the predicted beams cannot be well evaluated. Overall prediction accuracy is more important than partial accuracy.
Proposal 2: Adopt the Top-K/1(%) as evaluation metric.
2.3.2 Overhead and latency reduction
In RAN1#111, the progress of down selection on RS overhead reduction [%] for BM-Case1 was achieved as in the following agreement. 
Agreement
· For the evaluation of the overhead for BM-Case1, adoption the following metrics:
· RS overhead reduction, 
· Option 1: 
· where N is the number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for AI/ML
· where M is the total number of beams (pairs) to be predicted 
· Option 2: 
· where N is the total number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for AI/ML, including the beams (pairs) required for additional measurements before/after the prediction if applicable
· where M is the total number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for baseline scheme, including the beams (pairs) required for additional measurements before/after the prediction if applicable
· Companies report the assumption on additional measurements





For RS overhead reduction, the net overhead change before and after the introduction of the technique must be accurately calculated. The basic formula is the same as Option 1 and only calculates the change in cost before and after the prediction. It is obvious that for some beam prediction assisted by auxiliary information, this formula is not fully applicable. So we support the calculation of the net resource change caused before and after beam prediction.
Proposal 3: [bookmark: OLE_LINK2]For RS overhead reduction [%] of BM-Case1, adopt 1-N/M (Option 2) to reflect the overhead reduction completely.

2.4. Beam prediction evaluation results
2.4.1 Evaluation on different Set B
In this evaluation, we picked four different ways of selecting Set B.
The first is random selection. The second is to pick the few closest beam pairs, which is depicted in figure 1. The third is to pick the beam pair with the best L1-RSRP value. The fourth is to pick the beam pair with the worst L1-RSRP value. Here are the results.
Table 1: Evaluation in different selection of Set B
	Selection of Set B
	Top-4/1(%)

	Pattern 1 (Random)
	97.28

	Pattern 2 (Specific location)
	95.26

	Pattern 3 (Best L1-RSRP)
	76.70

	Pattern 4 (Worst L1-RSRP)
	73.46


The evaluation results show that the randomly selected beam pair has the best prediction accuracy, while the minimum L1-RSRP has the worst beam prediction accuracy. In order to ensure the performance as much as possible, the selected beam pairs should have strong spatial correlation to be given to the model to learn.
Observation 3: As for the selection of Set B，we can apply random choice.
2.4.2 Evaluation on different beam prediction accuracy
For k out of the Top k-1, evaluate how much K is best to choose. Here we tested the case for different values of K.
Table 2: Evaluation on different K values
	K values
	Top-K/1(%)

	1
	75.54

	2
	89.31

	3
	93.06

	4
	95.19

	5
	97.16

	6
	97.56

	7
	97.83


From the evaluation, we can see that the accuracy is not the same for different values of K. When K reaches 5, the prediction accuracy is basically saturated, and the larger K value has little impact on the accuracy but will cause more resource utilization. For different models, it's best if you know the upper bound of the model's K prediction.
Observation 4: Different values of K have an impact on the accuracy of the model prediction.
Proposal 4: For different models, test the upper limit of K value.

3. Conclusion:
Observation 1: There are significant differences in the generalization performance of models for different scenarios.

Observation 2: The fixed Set B is easier to train and more accurate to infer than the variable Set B.

Observation 3:As for the selection of Set B，we can apply random choice.

Observation 4:Different values of K have an impact on the accuracy of the model prediction.



Proposal 1: In AI training and inference stage, Fixed Set B can be the AI model input and should follow a specific order.

Proposal 2: Adopt the Top-K/1(%) as evaluation metric.

Proposal 3:For RS overhead reduction [%] of BM-Case1, adopt 1-N/M (Option 2) to reflect the overhead reduction completely.

Proposal 4: For different models, test the upper limit of K value.
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Appendix A: SLS simulation assumptions for spatial domain beam prediction
	Parameter
	Value

	Scenario
	TR38.901: Dense Urban-macro, 21 cells, 7 sites, 3 cells per site

	SCS
	120KHz

	Bandwidth
	80MHz

	Carrier Frequency 
	30GHz

	BS antenna configuration
	[Mg Ng M N P] = [1 1 4 8 2]

	UE antenna configuration
	[Mg Ng M N P] = [1 1 1 4 2]

	BS Tx beam pattern
	32 Tx = 8 horizontal * 4 vertical

	UE Rx beam pattern
	4 Rx per panel = 4 horizontal * 1 vertical

	UE velocity 
	3km/h

	UE mobility
	OFF

	Beam selection method
	L1-RSRP

	Training set
	42000

	Spatial consistency
	OFF
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